Phase-shift cavity ring-down spectroscopy on a microsphere resonator by Rayleigh backscattering
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The optical ring-down time in a silica microsphere resonator is measured using phase-shift cavity ring-down spectroscopy. When detecting Rayleigh backscattered light that is coupled into the input waveguide it is found that the shift of the modulation phase angle, \( \Delta \phi \), is approximately linearly dependent on the amplitude modulation frequency. The microresonator therefore behaves as if it was a delay line. A model involving two different time scales for the buildup of the Rayleigh backscattered light and the decay of the whispering gallery modes is used to explain the observations.
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Absorption spectroscopy on high-\( Q \) microcavities has been proposed as a method to quantify very small quantities of chemicals. Some groups have focused on indirect absorption detection, where the thermal expansion of the cavity upon absorption and the consequent resonance frequency shift have been used as a sensitive indicator [1,2], but this process remains poorly understood [3,4]. Other researchers quantify the optical loss through the decrease in the quality (\( Q \)) factor—either by measuring the broadening of the whispering gallery mode (WGM) resonance peaks [5,6] or through a decrease of circulating power and a consequent decrease in transmitted intensity [7,8]. Cavity ring-down (CRD) spectroscopy has also been applied as a convenient and direct determination of optical loss in microcavities [9–14]. In principle one can use CRD spectroscopy in the time domain [9] or use phase-shift measurements [10–12]. The latter technique has the advantages of (1) having a very high duty cycle and (2) enabling measurements of very short ring-down times that are inherent to a microcavity. Phase-shift CRD requires a light source that is modulated at MHz frequencies but does not require fast data acquisition systems.

Microresonators are typically excited by evanescently coupling light from a waveguide structure, such as a tapered optical fiber, into the resonator. To determine cavity ring-down times, light escaping from the microsphere into radiative modes may be collected through a microscope lens or optical fiber [15,16]. For example, Savchenkov et al. used this technique to study nonlinear optical effects in a CaF\(_2\) microresonator by monitoring the time-dependent decay of Raman-shifted scattering [14]. Alternatively, one can monitor the intensity of the light traveling through the coupling waveguide [10,17,18]. On resonance this intensity is reduced due to interference between the directly transmitted light and light reemerging from the resonator. Here, we present a third method, which records the frequency, the intensity, and the modulation phase of the Rayleigh backscattered light, i.e., the light that is generated when cavity irregularities invert the direction of propagation and the light is directed back to the laser light source through the waveguide [19]. As will be shown below, the main advantage of this method is the inherent selection for high-\( Q \) and high-\( m \) whispering gallery modes, a strong background-free signal, and a comparatively simple analysis. We propose that phase-shift CRD measurements of Rayleigh backscattered light provide a viable route to obtain quantitative absorption cross sections of chemical species adsorbed on the microresonator.

In our theoretical models we assume that a single mode is excited. To calculate the phase shift between sinusoidally intensity-modulated light entering and exiting any cavity one can use the Laplace transform of the system’s impulse response function, \( i(t) \), to calculate the transfer function for the system, \( I(s) \) [20–23],

\[
I(s) = \mathcal{L}[i(t)] = \int_0^\infty e^{-st} i(t) \, dt,
\]

where \( s \) is a complex frequency given by \( s = \sigma + j \omega \) with \( \sigma \) and \( \omega \) being real and \( j = \sqrt{-1} \) [23]. In our application we need only consider imaginary values for \( s \) and hence \( \sigma = 0 \). Here, \( \omega \) is the angular modulation frequency of the intensity-modulated light [23]. The phase angle, \( \phi(\omega) \), of the transfer function can then be obtained from the complex function \( I(\omega) = j N(\omega) + D(\omega) \) by noting that \( \tan \phi(\omega) = N(\omega)/D(\omega) \). This phase angle equals the phase shift experienced by the sinusoidal input into the cavity. Below we illustrate the procedure by determining phase shifts (a) for light that is scattered from the sphere and collected through a microscope lens and (b) for light that is transmitted through the waveguide; we then discuss (c) light that is Rayleigh backscattered from the sphere.

In a previous article we already described the frequency dependence of the phase angle, \( \phi \), when the resonant light was scattered normal to the sphere [10]. The phase shift is calculated from the Laplace transform of an exponential decay function, i.e., the impulse response of a single-mode decay of a loaded cavity. On resonance,

\[
i(t) = A \exp(-t/\tau_L),
\]

and the cavity response to an intensity-modulated beam is with Eq. (1),

\[
I(\omega) = \frac{A}{\tau_L (\omega^2 + 1/\tau_L^2)} - j \frac{A \omega}{\left(\omega^2 + 1/\tau_L^2\right)}.\]

The phase shift between the intensity-modulated light entering and exiting the cavity is therefore simply

\[
\phi(\omega) = \arctan(-\omega \tau_L).
\]
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The ring-down time depends on the optical loss in the cavity with effective length/circumference \( L \) and can be calculated from [10]
\[
\frac{1}{\tau_L} = \frac{1}{\tau_0} + \frac{1}{\tau_{ex}} \quad \text{with} \quad \tau_{ex} = -\frac{nL}{2c_0 \ln \Gamma},
\]
where \( c_0 \) is the speed of light in vacuum, \( \sqrt{1-1^2} \) is the coupling coefficient between the microsphere and taper, and \( \tau_0 \) is the intensity decay constant (ring-down time) due to absorption and scattering. For a decay involving more modes, we may have a multiexponential decay function and beating in the time domain. The corresponding function for \( \tan \phi \) was given by Bescherer et al. [20].

The light transmitted through the taper experiences a minimum of intensity when a WGM resonance is excited and a maximum of the phase shift near critical coupling, i.e., when \( \tau_0 = \tau_{ex} \) or, equivalently, \( nL/c_0 \tau_0 = -2 \ln \Gamma \). The phase shift is negative in the undercoupled regime, where scattering and absorption losses exceed coupling losses \( (nL/c_0 \tau_0 > -2 \ln \Gamma) \), and it is positive in the overcoupled regime where the converse holds \( (nL/c_0 \tau_0 < -2 \ln \Gamma) \) [10,11]. The respective equation was derived in [10] and is given as [24]
\[
\phi(\omega) = \arctan \left[ \frac{-2\omega nL}{c_0} \frac{2 \ln \Gamma}{(\ln \Gamma)^2 - (\alpha L/2)^2} \right].
\]

When detecting Rayleigh backscattered light the situation is more complicated, since the impulse response function of Eq. (2) is no longer a simple exponential function. In our model the modes of the “forward” circulating light \( a_f \) and the backscattered light \( a_b \) interconvert at a slow rate given by rate constant \( k_s \), while both modes couple with the same, faster rate given by \( k_L \), to either the taper or to radiative modes, here, both denoted as \( [q] \).

\[
[a_f] \xrightarrow{k_s} [a_b]; \quad [a_f] \xrightarrow{k_s} [q]; \quad [a_b] \xrightarrow{k_s} [q].
\]

Mode coupling induced by Rayleigh scattering has been studied by several groups [25–27]. The corresponding differential equations were given by Kippenberg [27,28] as
\[
\frac{d a_f}{d t} = j \Delta \Omega a_f - \left( \frac{1}{2\tau_0} + \frac{1}{2\tau_{ex}} \right) a_f + \frac{a_b}{2\gamma_{12}} + s(t) \sqrt{1-1^2},
\]
\[
\frac{d a_b}{d t} = j \Delta \Omega a_b - \left( \frac{1}{2\tau_0} + \frac{1}{2\tau_{ex}} \right) a_b + \frac{a_f}{2\gamma_{12}}.
\]

Here, \( a_f \) and \( a_b \) are the amplitudes of the mode field. The optical excitation frequency, \( \Omega \), is detuned by \( \Delta \Omega \) from the whispering gallery mode resonance, the input field amplitude is \( s(t) \), and the coupling coefficient between fiber taper and sphere, \( 1 - 1^2 = 1/\tau_{ex} \), is related to the associated decay time. The coefficients describing the interconversion between forward and backward propagated WGMs are imaginary and are related to the Rayleigh backscattering time constant as \( \gamma_{12} \gamma_{21} = -\tau_{ex}^2 \). The decay rate \( k_L = 1/\tau_L = 1/\tau_0 + 1/\tau_{ex} \) depends on the losses through the fiber taper coupler (expressed as \( \tau_0 \)) and on absorption and scattering \( \tau_{ex} \) in the sphere. On resonance \( \Delta \Omega = 0 \) and the equations in (8) are readily solved using the boundary conditions \( a_f(t = 0) = 1, a_b(t = 0) = 0 \) and \( s(t) = 0 \) to give the impulse response function [29],
\[
i(t) = |a_f|^2 - \frac{1}{2} - \frac{1}{2} \cos \left( \frac{t}{\tau_L} \right) e^{-\frac{t}{2\tau_L}} \approx -\frac{\tau_{ex}}{2\tau_L}.\]

The same result is obtained when \( s(t) \) is set to the Dirac delta function \( \delta(t) \). For a microresonator the ring-down time due to scattering and absorption \( \tau_1 = 1/k_L \) can only be shorter than the characteristic scattering time \( \tau_0 = 1/k_s \) [30]. When \( \tau_L > \tau_s \) [31,32] the impulse response function of Eq. (9) passes through a maximum at time \( \tau_{max} = 2\tau_L \). The impulse response function also produces a phase angle that is readily derived from Eq. (1) as
\[
\tan \phi(\omega) = -\frac{\omega \tau_{ex}^2 + 3\omega \tau_{L}^2 - \omega^3}{\tau_{L}^2 - 3\omega^2 \tau_{L}^1 + \tau_{ex}^2 \tau_{L}^1}.
\]

One can simplify this equation realizing that \( \tau_s > \tau_L \) and therefore
\[
\tan \phi(\omega) \approx -\frac{\tau_L^2}{3\tau_{L}^2} - 3\omega \tau_{L}^1 + 1.
\]

In our case this simplification is justified, since we do not observe mode splitting; hence, any splitting given by \( 1/2\pi \tau_s \) must be much less than the mode linewidth, given by \( 1/2\pi \tau_L \), here about 13 MHz.

Considering the delayed peak of the impulse response function (9) it is useful to compare the phase-shift response (11) to that of a simple optical delay line of length \( L = \tau_1 c_0/n \). With Eq. (1) the phase shift of a delay line with impulse response function
\[
i(t) = \delta(t - \tau_L)
\]
is given by
\[
\phi(\omega) = -\omega \tau_L.
\]

Note that (11) has a discontinuity at \( \omega \tau_L = 3^{-1/2} \); however, the phase shift, \( \phi(\omega) \), is continuous as it would be for the delay line of (13). In contrast to a delay line, (11) predicts that \( \tan \phi(\omega) \) asymptotically approaches \( -3/2\pi \) as \( \omega \) increases further.

A third impulse response function may be considered a hybrid between (2) and (12). In this approximation we consider the impulse response to be a time-delayed exponential decay, where the delay time and the decay constant are both given by \( \tau_L \):
\[
i(t) = \exp \left[ -k_L(t - \tau_L) \right] \quad \text{if} \quad t \geq \tau_L,
\]
\[
i(t) = 0 \quad \text{if} \quad t < \tau_L,
\]
For this impulse response function the phase-shift response is a simple sum of (4) and (13):
\[
\phi(\omega) = -\omega \tau_L - \arctan(\omega \tau_L).
\]

The impulse response functions for all three models, i.e., Eqs. (9), (12), and (14), are shown in Fig. 3(b).

In an experiment one needs to consider an additional phase shift due to light transmission delays, electronic signal delays, delayed detector response, etc. We therefore experimentally determined the offset phase angle by measuring the phase shift from a Fresnel reflection at the end of the fiber containing the taper. We used a fiber taper (diameter 3 \( \mu \)m) to couple light into a silica microsphere (approximate diameter: 300 \( \mu \)m).
that was fabricated by melting the end of a single-mode fiber (Corning, SMF-28). The sphere was placed under dry nitrogen and light from a distributed feedback (DFB) laser (Avanex 1905LMI, 2-MHz bandwidth (typical), 9 mW, after amplification in an erbium-doped fiber amplifier (EDFA)) was coupled into the sphere. By controlling the polarization of the laser light, TE or TM modes of the microsphere were selectively excited. The WGM spectrum was recorded by placing one detector (Thorlabs DET10C) at the end of the delivery fiber to record transmitted light and a second detector (Thorlabs PDA10CF) after a circulator to record Rayleigh backscattered light (Fig. 1). Light scattered from the microsphere was also recorded by placing a third detector (Thorlabs DET10C) above the microsphere equator, collecting the microsphere was also recorded by placing a third detector (Thorlabs DET10C) at the end of the delivery fiber to record transmitted light and a second by placing one detector (Thorlabs DET10C) at the end of the delivery fiber to record transmitted light and a second detector (Thorlabs DFB) after a circulator to record Rayleigh backscattered light (Fig. 1). Light scattered from the microsphere was also recorded by placing a third detector (Thorlabs DET10C) above the microsphere equator, collecting light with a \( \times 10 \) microscope objective. The WGM spectra for the transmitted and scattered light were, in general, congested with overlapping modes. The backscattered WGM spectrum was sparser, showing narrower, isolated resonances indicating single, higher-\( Q \)-factor modes. This point is illustrated in Fig. 2(c) which compares wide WGM spectral scans recorded in transmission mode and in Rayleigh backscatter mode. Despite the congestion in the transmission and scattering spectra, isolated modes can be observed as is shown in representative spectra of Figs. 2(a) and 2(b). We explain this observation by the bias of Rayleigh backscattered light against low-\( m \) modes, and low-\( Q \) factors, i.e., only WGMs that “survive” for long enough to build up an appreciable backscattered intensity can be detected, whereas all modes are observed in transmission and scatter. The advantages of detecting Rayleigh backscattered light are particularly apparent when comparing the intensity and width of the WGM spectra to those obtained by collecting scattered light from the sphere using a microscope lens [Fig. 2(b)].

At some of the isolated WGM resonances we measured the phase shift as a function of amplitude modulation frequency. The data were obtained by locking the laser to a sharp, isolated WGM observed through Rayleigh backscatter using the Pound-Dreher-Hall method [29,33–35]. While the Pound-Drever-Hall technique requires a MHz frequency modulation (\( \omega_{FM} = 20–50 \text{ MHz} \)), we only observed cross talk to the phase-shift measurements (\( \omega = \omega_{AM} = 2–20 \text{ MHz} \)) when the amplitude modulation fell within a factor of 2 of the frequency modulation. These modulation frequency regimes were therefore avoided.

From Eqs. (10), (13), or (15) we expect to see a continuous response of the phase-shift \( \phi \) when changing the modulation frequency \( \omega \). In contrast to all previous phase-shift-\( CRD \) experiments, the phase shift can thereby exceed \( \pi /2 \). Indeed, the experimental data of Fig. 3(a), obtained using a mode which appears intense and isolated when viewed in backscatter, show that the phase shift changes approximately linearly from 0 to approximately \(-5 \) rad indicating a behavior that resembles an optical delay line.

A linear fit to Eq. (13) gives \( \tau_L = 36 \text{ ns} \), whereas a fit to Eq. (15) yields \( \tau_L = 27 \text{ ns} \). The “kinetic” model, expressed by (10), produces a fit with \( \tau_L = 25 \text{ ns} \) (\( Q \approx 30 \times 10^6 \)), assuming \( \tau_f = 100 \text{ ns} \). This value was estimated as a lower limit based on the lack of mode splitting at a resolution of 10 MHz. On the other hand this model predicts that the phase shift has an asymptotic limit of \(-3 / 2 \pi \), and the experimental data in Fig. 3(a) do not display this behavior. Indeed in the electronic Supplemental Material [29] we show high-\( Q \) modes with \( \tau_L = 64 \text{ ns} \) (\( Q \approx 78 \times 10^6 \)) that exhibited phase shifts of \(-2.7 \pi \) (\(-8.5 \) rad). Figure 3(b) shows the respective impulse response functions for Rayleigh backscattered light that correspond to Eqs. (9), (12), and (14). Of those simple models only Eq. (15) and its corresponding “hybrid” impulse response (14) accurately fit the experimental data, but this impulse response function cannot be derived from the previously published rate equations (8). We suggest that Eq. (14) is an approximation to the result of a more sophisticated model, possibly involving nonlinear effects in the generation of scattering centers in the
FIG. 3. (Color online) (a) Measured phase shift of the Rayleigh backscattered light as a function of the angular modulation frequency (circles). The solid green line is a linear fit using Eq. (13) with $\tau_L = 36$ ns, the red line uses Eq. (15) with $\tau_L = 27$ ns, and the short-dashed, blue line is a fit to Eq. (11) giving $\tau_L = 25$ ns. (b) Impulse response functions $i(t)$ using the same models and $\tau_L$ as in (a), i.e., green line, Eq. (12); red, Eq. (14); and blue, Eq. (9).

microsphere which are not yet included in Eq. (8). Stimulated Brillouin and Raman scattering possess a non-linear gain which could result in an impulse response function similar to Eq. (14) for backscattered light. The backscattered light was therefore examined with a spectrum analyzer. Since the scattered light was not shifted in frequency relative to the input laser light, in our case these non-linear processes can be disregarded as a possible explanation of the observed effect.

It is possible to provide an experimental justification for the use of Eq. (15) in calculating ring-down times for WGMs observed in backscatter. The linewidth of a mode is related to its ring-down time by $\Delta \nu = 1/2\pi\tau$. For an isolated mode, the ring-down time obtained from modulation frequency-dependent phase-shift data, using Eq. (15), can be compared to the value calculated from its measured linewidth. Due to thermal effects, the apparent linewidth of a mode changes with laser power [36]. In determining the linewidth, the EDFA gain was therefore progressively reduced until a constant value for $\Delta \nu$ was achieved (the spectra are not shown here). The linewidth must also be corrected for the instrument time constant, which causes an asymmetry in the line shape, and for the laser linewidth [16,37]. With these corrections the ring-down time determined from one of the WGM’s linewidths is $\tau_L = 10.7$ ns and that calculated using Eq. (15) is $\tau_L = 10.4$ ns ($Q \approx 12 \times 10^6$). Another check can be made by simultaneously obtaining phase-shift data for the same mode but now collecting light that has been scattered from the sphere through a microscope lens. In this case Eq. (4) is expected to describe the phase shift of amplitude-modulated light circulating within a resonator. Figure 4 illustrates that $\tau_L = 10.4$ ns obtained from Rayleigh backscattering agrees very well with the phase-shift data obtained by collecting scattered light above the sphere and with the above linewidth measurement. Of course, to compare ring-down times calculated using scatter and backscatter data, it is necessary to find a mode in the WGM spectrum which shows no overlap with adjacent modes when viewed simultaneously by these two methods.

In conclusion we propose that ring-down spectroscopy on ring cavities can be conducted using Rayleigh-backscattered light. The method is very robust given the minimal effort that is needed to collect the already waveguide-coupled, backscattered light. Furthermore, when collecting Rayleigh backscattered light we observe only those modes that have a long enough lifetime to reverse direction and that furthermore efficiently couple into the waveguide taper, whereas, when detecting scattered light above the sphere, the spectrum is

FIG. 4. (Color online) Phase shift observed for a WGM when detecting light scattered tangentially from the sphere (open blue circles) and through Rayleigh backscatter (solid, black circles). The WGM was isolated as in Fig. 2(b). The solid lines are obtained from Eq. (4) (blue line) and Eq. (15) (black line) with $\tau_L = 10.4$ ns in both cases. Due to the high-$Q$ factor of the resonator, the scattering losses are small and the scattering intensity weak, which accounts for the greater noise in the data for the scattering measurement. The apparent, weak oscillation of the data around the fit lines is not understood at present. It may be a coincidence or a sampling artifact.
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The microsphere spectrum is therefore sparser and dominated by high-Q WGMs when detecting backscattered light. A simple kinetic model predicts the most prominent features of the observed resonance-induced phase shift of intensity-modulated light. The distinguishing feature of the phase-shift measurement on Rayleigh backscattered light is that it appears to be similar to that of an optical delay line with phase shifts that range from 0 to \(-\infty\) compared to the range of phase shifts from scattered light detected perpendicular to the sphere (0 to \(-\pi/2\)) and from that observed through the fiber taper along the “forward” direction (\(\pm\pi/2\) to \(-\pi/2\)). The optical retardation provided by the microsphere is considerable, especially when considering its size. For example, a value of \(r_L = 25\) ns (Fig. 3) corresponds to a delay length of 5 m of optical fiber.

Data in the electronic Supplemental Material [29] show that a retardation by 64 ns is possible—corresponding to a transmission delay in 12.5 m of optical fiber. Still it should be noted that the most persuasive model, which is based on the impulse response function (9) that was derived from the previously published differential equations (8), cannot quite reproduce the experimental observations, and that a discontinuous “hybrid” impulse response function (14) gives better agreement with our experiments. The source of this discrepancy is presently unknown and more experiments as well as a more thorough analysis of the system may be needed.
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[24] Equation (10) in Ref. [10] is slightly different as it makes a small angle approximation to set \(\phi(\omega) = \tan(\phi(\omega))\).