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Abstract

Traditionally, source coding (data compression) and channel coding (error protection) are performed separately and sequentially, resulting in what we call a tandem (separate) coding system. In practical implementations, however, tandem coding might involve a large delay and a high coding/decoding complexity, since one needs to remove the redundancy in the source coding part and then insert certain redundancy in the channel coding part. On the other hand, joint source-channel coding (JSCC), which coordinates source and channel coding or combines them into a single step, may offer substantial improvements over the tandem coding approach.

This thesis deals with the fundamental Shannon-theoretic limits for a variety of communication systems via JSCC. More specifically, we investigate the reliability function (which is the largest rate at which the coding probability of error vanishes exponentially with increasing blocklength) for JSCC for the following discrete-time communication systems: (i) discrete memoryless systems; (ii) discrete memoryless systems with perfect channel feedback; (iii) discrete memoryless systems with source side information; (iv) discrete systems with Markovian memory; (v) continuous-valued (particularly Gaussian) memoryless systems; (vi) discrete asymmetric 2-user source-channel systems.

For the above systems, we establish upper and lower bounds for the JSCC reliability function and we analytically compute these bounds. The conditions for which the upper and lower bounds coincide are also provided. We show that the conditions are satisfied for a large class of source-channel systems, and hence exactly determine the reliability function. We next provide a systematic comparison between the JSCC reliability function
and the tandem coding reliability function (the reliability function resulting from separate source and channel coding). We show that the JSCC reliability function is substantially larger than the tandem coding reliability function for most cases. In particular, the JSCC reliability function is close to twice as large as the tandem coding reliability function for many source-channel pairs. This exponent gain provides a theoretical underpinning and justification for JSCC design as opposed to the widely used tandem coding method, since JSCC will yield a faster exponential rate of decay for the system error probability and thus provides substantial reductions in complexity and coding/decoding delay for real-world communication systems.
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Chapter 1

Introduction

Traditionally, source and channel coding have been treated separately, resulting in what we call a tandem (or separate) coding system. This is because Shannon in 1948 [83] showed that separate source and channel coding incurs no loss of optimality (in terms of reliable transmissibility) provided that the coding blocklength goes to infinity. In practical implementations, however, there is a price to pay in delay and complexity, for extremely long blocklength. To begin, we note that joint source-channel coding (JSCC) might be expected to offer improvements for the combination of a source with significant redundancy and a channel with significant noise, since, for such a system, tandem coding would involve source coding to remove redundancy and then channel coding to insert redundancy. It is a natural conjecture that this is not the most efficient approach (even if the blocklength is allowed to grow without bound). Indeed, Shannon [83] made this point as follows:

\[ \cdots \text{However, any redundancy in the source will usually help if it is utilized at the receiving point. In particular, if the source already has a certain redundancy and no attempt is made to eliminate it in matching to the channel, this redundancy will help combat noise. For example, in a noiseless telegraph channel one could save about } 50\% \text{ in time by proper encoding of the messages. This is not done and most of the redundancy of English remains in the channel symbols. This has the advantage, however, of allowing considerable noise in the channel. A} \]
sizable fraction of the letters can be received incorrectly and still reconstructed by the context. In fact this is probably not a bad approximation to the ideal in many cases ···

The study of JSCC dates back to as early as the 1960’s. Over the years, many works have introduced JSCC techniques and illustrated (analytically or numerically) their benefits (in terms of both performance improvement and increased robustness to variations in channel noise) over tandem coding for given source and channel conditions and fixed complexity and/or delay constraints. In JSCC systems, the designs of the source and channel codes are either well coordinated or combined into a single step. Examples of (both constructive and theoretical) previous lossless and lossy JSCC investigations include:

1. coding theorems on JSCC and separation principle [24], [36], [42], [46], [49], [50], [95];

2. source codes that are robust against channel errors such as optimal (or sub-optimal) quantizer design for noisy channels [5], [13], [39], [40], [45], [61], [62], [64], [68], [74], [89], [90], [93];

3. channel codes that exploit the source’s natural redundancy (if no source coding is applied) or its residual redundancy (if source coding is applied) [4], [47], [67], [81], [114];

4. zero-redundancy channel codes with optimized codeword assignment for the transmission of source encoder indices over noisy channels (e.g., [39], [99]);

5. unequal error protection source and channel codes where the rates of the source and channel codes are adjusted to provide various levels of protection to the source data depending on its level of importance and the channel conditions (e.g., [51], [71]);

6. uncoded source-channel matching where the source is uncoded, directly matched to the channel and optimally decoded (e.g., [3], [44], [87], [98]).

The above references are far from exhaustive as the field of JSCC has been quite active, particularly over the last 20 years.
In order to learn more about the performance of the best codes as a function of block-length, much research has focused on the reliability function for source or channel coding (see, e.g., [19], [32], [42], [57], [66], [97]). Throughout the thesis, the reliability function refers to either the error exponent of (asymptotically) lossless coding or the excess distortion exponent of lossy coding. Roughly speaking, the error exponent (respectively, the excess distortion exponent) $E$ is a number with the property that the probability of decoding error (respectively, the probability of exceeding a prescribed distortion level) of a good code is approximately $2^{-En}$ for codes of large blocklength $n$. Thus the error exponent (respectively, the excess distortion exponent) can be used to estimate the trade-off between probability of error (respectively, probability of excess distortion) and blocklength; in such way, we can use the reliability function as a tool to compare the performance of tandem coding and JSCC. While jointly coding the source and channel offers no advantages over tandem coding in terms of reliable transmissibility of the source over the channel (i.e., for the case of memoryless systems as well as the wider class of information stable [49] single-user systems), it is possible that the same error performance can be achieved for smaller blocklengths via optimal JSCC coding.

The JSCC reliability function has only been partially studied in the past. The first quantitative result on the JSCC reliability function for communication systems consisting of a discrete source and a discrete channel was a lower bound on the (lossless) JSCC error exponent derived in 1964 by Gallager [42, pp. 534–535]. This result also indicates that JSCC can lead to a larger exponent than the tandem coding exponent, the exponent resulting from separately performing and concatenating optimal source and channel coding. In 1980, Csiszár [30] established a lower bound (based on the random-coding channel error exponent) and an upper bound (in terms of source and channel error exponents) for the JSCC error exponent for a discrete memoryless source (DMS) and a discrete memoryless channel (DMC). He pointed out that the bounds are tight for a large class of DMS-DMC pairs, hence determining the JSCC error exponent exactly. He extended this work in 1982 [31] to obtain a new expurgated lower bound (based on the expurgated channel exponent) for the above system under some conditions, and to deal with lossy coding relative to a distortion
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In practical applications, however, not just DMS-DMC systems are treated. As most real-world data sources (e.g., multimedia sources) and communication channels (e.g., wireless channels) exhibit statistical dependency or memory, it is of natural interest to study the JSCC reliability function for systems with memory, since the determination of the reliability function (or its bounds), particularly in terms of computable parametric expressions, may lead to the identification of important information-theoretic design criteria for the construction of powerful JSCC techniques that fully exploit the source-channel memory. In addition, since there are a lot of real-world communication systems dealing with the compression and transmission of analog signals instead of digital data, it is natural and important to study the JSCC reliability function for the transmission of a continuous alphabet source over a channel with continuous input/output alphabets. For instance, it is of interest to know the best performance (e.g., excess distortion probability) that a source-channel code can achieve if a stationary memoryless Gaussian source is coded and transmitted through an additive white Gaussian noise channel. On the other hand, with the rapid development of wired and wireless communication networks, increasing attentions are drawn to JSCC for multi-terminal source-channel systems. Therefore, it is of interest to study the JSCC reliability function for multi-terminal systems.

Following Csiszár’s work, we study the JSCC reliability function in the thesis for various single-user source-channel systems and the asymmetric 2-user source-channel system. To explore the potential advantages of JSCC over traditional tandem coding, we next provide a systematic comparison between the JSCC reliability function and the tandem coding reliability function. We demonstrate that JSCC substantially outperforms tandem coding in terms of reliability function for most source-channel systems.

1.1 General Overview

The structure of the thesis is shown in Fig. 1.1. Each arrow “→” represents a logic flow from chapter to chapter. Chapters 2 is a review chapter for the known results on the source
and channel reliability functions. Chapters 3 and 4 provide technical background for the thesis. Chapter 3 is used for establishing upper and lower bounds for the JSCC reliability function, and Chapter 4 plays a central role for the analysis of these bounds. Chapters 5, 6, 7, and 8 deal with the JSCC reliability functions for single-user (point-to-point) systems. More specifically, we study analytical computation of Csiszár’s lower and upper bounds for the JSCC reliability function for discrete memoryless systems in Chapter 5. Chapter 6 is an extension of Chapter 5, where the JSCC reliability functions for discrete memoryless systems with feedback and source side information are investigated. In Chapters 7 and 8, we establish and analyze lower and upper bounds for the JSCC reliability functions for discrete systems with Markovian memory and memoryless systems with continuous alphabets, respectively. Chapter 9 deals with the reliability function for multi-terminal systems consisting of two correlated sources and an asymmetric 2-user channel. In Chapter 10, we study the benefits of JSCC over tandem coding in terms of the reliability function for the single-user systems treated in Chapters 5–8 and a class of multi-user systems consisting of two correlated sources and an asymmetric multiple-access channel addressed in Chapter 9. Chapter 11 is the conclusion chapter.

1.2 Chapter By Chapter Overview

In Chapter 2, we review the basic material regarding the source and channel reliability functions. The topics covered in Chapter 2 are: source error exponent and source excess distortion exponent for memoryless sources, channel error exponent with or without an input cost constraint, random-coding exponent, expurgated exponent, sphere-packing exponent, and the important bounds for the channel error exponent. In particular, we separately discuss the source excess distortion exponent under a squared-error distortion for the memoryless Gaussian source (MGS) and the channel error exponent with a quadratic power input constraint for the memoryless channel with additive Gaussian noise (which we refer to as the memoryless Gaussian channel, MGC).

Chapter 3 contains the background on the method of types which will be used to establish
upper and lower bounds for the JSCC reliability function in later chapters. We first go over the basic definitions and properties of discrete types, joint types and conditional types as well as the corresponding type classes (type sets). We then develop a generalized joint type packing lemma. Two continuous type classes, the Gaussian-type class and the Laplacian-
type class are introduced. Finally, we present type covering lemmas for the discrete type set, the Gaussian-type class, and the Laplacian-type class.

In Chapter 4, we introduce conjugate functions (which are also called convex/concave Fenchel transforms, or convex/concave Fenchel-Legendre transforms in the literature) and the Fenchel duality theorem (which will be used widely in later chapters to obtain equivalent (dual) forms for the JSCC reliability function). We apply these conjugacy properties on the source and channel reliability functions, and we show that the source/channel reliability functions and the corresponding source/channel functions are actually related by pairs of Fenchel transforms.

In Chapter 5, we examine the computation of Csiszár’s lower and upper bounds for the JSCC error exponent of a communication system consisting of a DMS and a DMC by using the results obtained in Chapter 4. For Csiszár’s JSCC random-coding bound and JSCC sphere-packing bound, we provide equivalent expressions for these bounds which can be readily computed for arbitrary source-channel pairs via Arimoto’s algorithm. We derive sufficient and necessary conditions for which the bounds coincide. These conditions are satisfied by a large class of DMS-DMC pairs, and hence determine the exponent exactly. When the channel’s distribution satisfies a symmetry property, the bounds admit closed-form parametric expressions. We also treat Csiszár’s JSCC expurgated bound by using a similar approach, and we derive a sufficient and necessary condition for which the expurgated bound is strictly larger than the JSCC random-coding bound. We then examine this condition to DMS’s and equidistant channels. Finally, we study the computation of the JSCC excess distortion exponent under the Hamming distortion measure.

One may ask whether the reliability of transmission of an information source over a communication channel can be enhanced by feedback of the channel output or side information related to the source. In Chapter 6, we study the JSCC error exponent for discrete memoryless systems with perfect (noiseless and instantaneous) channel output feedback and source side information (SI) at decoder, respectively. It is seen that feedback does not affect the reliable transmission region of a DMS over a DMC, i.e., the JSCC theorem is the same when there is feedback. Nevertheless, we show that feedback can enlarge the JSCC
1.2. Chapter By Chapter Overview

error exponent. In particular, we establish upper and lower bounds for the JSCC error exponent with feedback. A sufficient condition for which the exponent is determined exactly is presented for binary input channels with a symmetric distribution (in the Gallager sense). By numerically comparing this lower bound with the upper bound for the JSCC error exponent without feedback, it is demonstrated that the JSCC error exponent can be obviously increased in the presence of feedback. For the system with source SI at decoder, we employ the method of types to establish a lower bound for the JSCC error exponent. As a consequence, a JSCC theorem on the reliable transmissibility of the source over the channel is obtained. For binary sources and symmetric channels, we derive a sufficient condition for which the SI at the decoder can strictly improve the JSCC error exponent. Numerical results show that the availability of the SI at decoder can enlarge the region for reliable transmissibility and increase the JSCC error exponent for a wide class of source-channel parameters.

In Chapter 7, we investigate the JSCC error exponent for reliably transmitting a discrete stationary ergodic Markov (SEM) source over a discrete channel with additive SEM noise (which is referred to as the SEM channel). We first establish a sphere-packing type upper bound for the JSCC error exponent in terms of the Rényi entropy rates of the source and noise processes. We next investigate the analytical computation of the exponent by comparing our bound with Gallager’s lower bound when the latter one is specialized to the SEM source-channel system. We also note that both bounds can be represented in Csiszár’s form, as the minimum of the sum of the source and channel error exponents. It is seen that the JSCC error exponent can be exactly determined by the two bounds for a large class of SEM source-channel pairs. As for the discrete memoryless case, a conceptual upper bound for the JSCC error exponent in terms of SEM source and channel error exponents is established by using Markov types. This upper bound might not be computable, but it is useful for the comparison of the JSCC error exponent with the tandem coding error exponent, which is addressed in Chapter 10.

Chapter 8 deals with the JSCC excess distortion exponent for memoryless communication systems with continuous alphabets. We first establish upper and lower bounds for the
JSCC excess distortion exponent for systems consisting of an MGS under the squared-error distortion fidelity criterion and an MGC with a quadratic power constraint at the channel input. A sufficient and necessary condition for which the two bounds coincide is provided, thus exactly determining the exponent. This condition is observed to hold for a wide range of source-channel parameters. The extension for the bounds to transmitting memoryless Laplacian sources over the MGC under the magnitude-error distortion is next carried out. We also establish a lower bound for the JSCC excess distortion exponent for a certain class of continuous source-channel pairs when the distortion measure is a metric.

In Chapter 9, we study the exponential behavior of the probabilities of error for certain multi-terminal systems. We consider transmitting two discrete memoryless correlated sources (CS), consisting of a common and a private source, over a discrete memoryless multi-terminal channel with two transmitters and two receivers. At the transmitter side, the common source is observed by both encoders but the private source can only be accessed by one encoder. At the receiver side, both decoders need to reconstruct the common source, but only one decoder needs to reconstruct the private source. We hence refer to this system by the asymmetric 2-user source-channel system. We derive a universally achievable JSCC error exponent pair for the 2-user system by using the method of types. We next investigate the largest convergence rate of asymptotic exponential decay of the system (overall) probability of erroneous transmission, i.e., the system JSCC error exponent. We obtain lower and upper bounds for the exponent. As a consequence, we establish the JSCC theorem with single letter characterization and we show that the separation principle holds for the asymmetric 2-user scenario. We next specialize our results to systems consisting of two discrete memoryless CS and an asymmetric multiple-access channel (AMAC), and systems consisting of two discrete memoryless CS and an asymmetric broadcast channel (ABC). Finally, we evaluate the upper and lower bounds for the system JSCC error exponent for the CS-AMAC system when the channel admits some symmetric distribution. It is shown that the upper and lower bounds coincide for many binary CS-AMAC pairs.

The advantage of JSCC over traditional tandem coding in terms of the reliability function is explored in Chapter 10. We first derive a formula for the tandem coding error
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exponent, which applies if the source and channel are separately coded, for arbitrary discrete systems. We then use our results to provide a systematic comparison between the JSCC error exponent and the tandem error exponent for discrete memoryless systems and discrete systems with Markovian memory (SEM systems). It is shown that the JSCC exponent can at most double the tandem coding exponent. We establish conditions for which the JSCC exponent is strictly larger than the tandem error exponent. Numerical examples indicate that the JSCC exponent substantially outperforms the tandem coding exponent (particularly, the JSCC exponent is close to twice of the tandem coding exponent) for a large class of DMS-DMC pairs and SEM source-channel pairs. This gain translates into a power saving larger than 2 dB for a binary source transmitted over additive white Gaussian noise channels and Rayleigh fading channels with finite output quantization. As an extension, we show that our formula for tandem exponent remains valid for discrete memoryless systems with channel output feedback and source SI, and the joint exponent is superior to the corresponding tandem exponent for many cases. We also establish a formula for the tandem coding excess distortion exponent for Gaussian systems with squared-error distortion measure. By numerically comparing the lower bound of the joint exponent and the upper bound of the tandem exponent, it is observed that, as for the discrete systems, JSCC considerably outperforms tandem coding for many MGS-MGC pairs. For the asymmetric 2-user coding scenario studied in Chapter 9, we derive a formula for the tandem coding error exponent as for the point-to-point systems. Numerical examples show that for a large class of systems consisting of two correlated sources and an asymmetric multiple-access channel with additive noise, the JSCC error exponent, as for the point-to-point systems, considerably outperforms the corresponding tandem coding error exponent.

Chapter 11 provides a summary of the thesis contributions and contains directions for future research.
Chapter 2

Preliminaries: Source and Channel Reliability Functions

This chapter contains basic material on source and channel coding. Fundamental information quantities such as entropy and mutual information, and source and channel reliability functions will be introduced.

In Section 2.1, we first give an overview for the notation and conventions which will be used throughout the thesis. We introduce the source error exponent and source excess distortion exponent in Section 2.2. We then address the channel error exponent (with and without input cost constraints) together with different types of lower and upper bounds in Section 2.3. As a special case, the excess distortion exponent for the memoryless Gaussian source (MGS) and the error exponent for the memoryless Gaussian channel (MGC, namely, a continuous channel with additive memoryless Gaussian noise) is separately treated in Section 2.4. We finally draw a conclusion in Section 2.5.

2.1 Notation and Conventions

For any finite alphabet $\mathcal{X}$, the set of all probability distributions (probability mass functions (pmf)) on $\mathcal{X}$ is denoted by $\mathcal{P}(\mathcal{X})$; for any finite alphabets $\mathcal{X}, \mathcal{Y}$, the set of all conditional distributions $V_{Y|X}$ is denoted by $\mathcal{P}(\mathcal{Y}|\mathcal{X})$. For any alphabet $\mathcal{X}$ and $k \in \mathbb{N}$, let the Cartesian
product of \( k \) \( \mathcal{X}'s \) be denoted by \( \mathcal{X}^k \). To simplify notation, \( \mathcal{P}(\mathcal{X} \times \mathcal{Y} \times \mathcal{X} \times \mathcal{Y}) \) can also be denoted by \( \mathcal{P}(\mathcal{X}^2 \times \mathcal{Y}^2) \).

For finite alphabets \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \) with joint distribution \( P_{XYZ} \in \mathcal{P}(\mathcal{X} \times \mathcal{Y} \times \mathcal{Z}) \), for simplicity we employ \( P_X, P_{XY}, P_{YZ|X} \), etc, to denote the corresponding marginal and conditional probabilities induced by \( P_{XYZ} \) unless otherwise indicated. Conversely, \( P_X P_{YZ|X} \) denotes a joint (product) distribution on \( \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \) with marginal distribution \( P_X \) and conditional distribution \( P_{YZ|X} \).

Given distributions \( P_X \) and \( W_{Y|X} \), let \( P_X^{(n)} \) and \( W_{Y|X}^{(n)} \) be their \( n \)-dimensional product distributions; in other words, \( P_X^{(n)}(x) = \prod_{i=1}^{n} P_X(x_i) \) and \( W_{Y|X}^{(n)}(y|x) = \prod_{i=1}^{n} W_{Y|X}(y_i|x_i) \), where \( x \triangleq (x_1, \cdots, x_n) \in \mathcal{X}^n \) and \( y \triangleq (y_1, \cdots, y_n) \in \mathcal{Y}^n \). Note that \( P_X^{(n)}(W_{Y|X}^{(n)}) \) is different from \( P_{X^n}(W_{Y^n|X^n}) \), where the later denotes a generic probability distribution on \( \mathcal{X}^n \) (conditional distribution on \( \mathcal{X}^n \times \mathcal{Y}^n \)).

For any finite set \( \mathcal{X} \), the size of \( \mathcal{X} \) is denoted by \( |\mathcal{X}| \). The expectation of the random variable (RV) \( X \) under the distribution \( P_X \) is denoted by \( \mathbb{E}_{P_X}(X) \) or \( \mathbb{E}(X) \) if \( P_X \) is clear from the context. For a given set \( A \), \( A^c \) denotes the complement of \( A \). Given a matrix (vector) \( A \), \( A^t \) denotes its transposition.

When we say that the probability of some events, say \( \Pr(A) \), is taken under a pmf or a probability density function (pdf) \( P_{X^n} \) on \( \mathcal{X}^n \), this can be interpreted as \( \Pr(A) = \sum_{\mathcal{X}^n} P_{X^n}(x) \mathbb{1}\{A\} \) or \( \Pr(A) = \int_{\mathcal{X}^n} P_{X^n}(x) \mathbb{1}\{A\} dx \), respectively, where \( \mathbb{1}\{\cdot\} \) is the indicator function. By convention, we define throughout the thesis \( 0 \log_2 0 = 0 \), \( \log_2 0 = -\infty \), \( x \triangleq +\infty \) for \( x > 0 \), and \( \inf\{x : x \in \emptyset\} = +\infty \) unless otherwise indicated, where \( \emptyset \) denotes the empty set.

### 2.2 Source Reliability Function

Let \( Q_S \) be a (stationary) memoryless source with finite alphabet \( \mathcal{S} \) and a generic pmf \( Q_S \in \mathcal{P}(\mathcal{S}) \). The probability distribution of a \( k \)-length source sequence \( s \triangleq (s_1, s_2, \ldots, s_k) \in \mathcal{S}^k \) is given by \( Q_{S^k}(s) = Q_S^{(k)}(s) = \prod_{i=1}^{k} Q_S(s_i) \).
2.2. Source Reliability Function

2.2.1 Error Exponent for DMSs

Given a discrete memoryless source (DMS) $Q_S$, the entropy of the source is given by (e.g., [29])

$$H_{Q_S}(S) = - \sum_{s \in S} Q_S(s) \log_2 Q_S(s).$$

We will simply write the entropy as $H(S)$ if $Q_S$ is clear from the context.

![Figure 2.1: Memoryless source coding system.](image)

A $(k, M_k)$ block source code for a DMS $Q_S$ is a pair of mappings (see Fig. 2.1):

$$f_{sk} : S^k \rightarrow \{1, 2, ..., M_k\}$$

and

$$\varphi_{sk} : \{1, 2, ..., M_k\} \rightarrow S^k.$$

The code rate is defined by

$$R_k \triangleq \frac{1}{k} \log_2 M_k \text{ bits/source symbol}.$$

The probability of erroneously reconstructing the source via the $(k, M_k)$ block source code $(f_{sk}, \varphi_{sk})$ is given by

$$P_{se}^{(k)}(Q_S, R_k) \triangleq \sum_{s: s \neq \varphi_{sk}(f_{sk}(s))} Q_S^{(k)}(s). \quad (2.1)$$

We refer to $P_{se}^{(k)}$ by the probability of error for coding the source $Q_S$.

Shannon’s lossless source coding theorem [32, 83] states that for a DMS $Q_S$, only $H_{Q_S}(S) + \varepsilon$ ($\varepsilon > 0$) bits per source symbol are needed to encode the source with arbitrarily small probability of error $P_{se}^{(k)}$, provided that the blocklength $k$ of encoded source symbols is allowed to be sufficiently large. The (asymptotically) lossless source coding error
exponent was developed to determine the asymptotics of the smallest possible probability of incorrect decoding as a function of the coding rate.

**Definition 2.1** For any $R > 0$, the source error exponent $e(R, Q_S)$ of the DMS $Q_S$ is defined as the supremum of the set of all numbers $e$ for which there exists a sequence of $(k, M_k)$ block codes $(f_{sk}, \varphi_{sk})$ with

\[
e \leq \liminf_{k \to \infty} -\frac{1}{k} \log_2 P_{se}^{(k)}(Q_S, R_k)
\]

and

\[
R \geq \limsup_{k \to \infty} R_k.
\]

For probability distributions $P_S, Q_S \in \mathcal{P}(S)$, denote the Kullback-Leibler divergence (relative entropy) between $P_S$ and $Q_S$ by (e.g., [29])

\[
D(P_S \parallel Q_S) = \sum_{s \in S} P_S(s) \log_2 \frac{P_S(s)}{Q_S(s)}.
\]

It has been shown in [32, 63] by a combinatorial approach (the method of types) that the source error exponent for a DMS $Q_S$ is equal to

\[
e(R, Q_S) = \begin{cases} 
\min_{P_S: H_{P_S}(S) \geq R} D(P_S \parallel Q_S) & \text{if } 0 < R \leq \log_2 |S|, \\
\infty & \text{if } R > \log_2 |S|.
\end{cases}
\]

and the above exponent is shown to be universally achievable [32], i.e., (2.4) can be achieved by a sequence of source codes $(f_{sk}, \varphi_{sk})$ constructed without any knowledge of the source distribution $Q_S$. Immediately, it can be verified that $e(R, Q_S)$ is zero for $0 < R \leq H_{Q_S}(S)$, and is strictly increasing, convex and hence continuous in $R$ for $H_{Q_S}(S) \leq R \leq \log_2 |S|$.

Thus, a precise formula for $e(R, Q_S)$ is given by

\[
e(R, Q_S) = \begin{cases} 
0 & \text{if } 0 < R \leq H_{Q_S}(S), \\
\min_{P_S: H_{P_S}(S) = R} D(P_S \parallel Q_S) & \text{if } H_{Q_S}(S) \leq R \leq \log_2 |S|, \\
\infty & \text{if } R > \log_2 |S|.
\end{cases}
\]

Furthermore, it has been shown in [19] that $e(R, Q_S)$ given by (2.5) involves an equivalent parametric form

\[
e(R, Q_S) = \sup_{\rho \geq 0} [\rho R - E_s(\rho, Q_S)],
\]

**2.2. Source Reliability Function**
where
\[ E_s(\rho, Q_S) \triangleq (1 + \rho) \log_2 \sum_{s \in S} Q_S(s)^{1+\rho} \] (2.7)
is called Gallager’s source function, as the parametric form of \( e(R, Q_S) \) was first obtained by Gallager [42] (see also [57]).

### 2.2.2 Excess Distortion Exponent for Memoryless Sources

Let \( d : S \times S \to [0, \infty) \) be a single-letter distortion function. The distortion measure on \( S^k \times S^k \) is defined as
\[ d^{(k)}(s, s') \triangleq \frac{1}{k} \sum_{i=1}^{k} d(s_i, s'_i) \]
for any \( s \triangleq (s_1, ..., s_k) \in S^k, s' \triangleq (s'_1, ..., s'_k) \in S^k \). For RV’s \( X \) and \( Y \) admitting a joint pmf \( P_{XY} \in \mathcal{P}(X \times Y) \), the mutual information between \( X \) and \( Y \) is given by (e.g., [29])
\[ I_{P_{XY}}(X; Y) = \sum_{(x,y) \in X \times Y} P_{XY}(x,y) \log_2 \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)} \]
The mutual information will be simply written as \( I(X; Y) \) if \( P_{XY} \) is clear from the context.

Given a distortion threshold \( \Delta > 0 \), the rate-distortion function for the DMS \( Q_S \) is given by (e.g., [15])
\[ R(Q_S, \Delta) = \inf_{P_{S'|S} : Ed(S, S') \leq \Delta} I_{Q_S P_{S'|S}}(S; S'), \] (2.8)
where the infimum is taken over all the conditional distributions \( P_{S'|S} \in \mathcal{P}(S|S) \) subject to \( Ed(S, S') \leq \Delta \).

A \((k, M_k)\) block source code for a DMS \( Q_S \) is a pair of mappings (see Fig. 2.1):
\[ f_{sk} : S^k \longrightarrow \{1, 2, ..., M_k\} \]
and
\[ \varphi_{sk} : \{1, 2, ..., M_k\} \longrightarrow S^k. \]
The code rate is defined by
\[ R_k \triangleq \frac{1}{k} \log_2 M_k \text{ bits/source symbol.} \]
2.2. Source Reliability Function

The probability of exceeding a given distortion threshold \( \Delta > 0 \) for the code \((f_{sk}, \varphi_{sk}, \Delta)\) is given by

\[
P^{(k)}_\Delta(Q_S, R_k) \triangleq \sum_{s : d^{(k)}(s, \varphi_{sk}(f_{sk}(s))) > \Delta} Q^{(k)}_S(s). 
\]

(2.9)

Note that if \( Q_S \) is a pdf on the continuous alphabet \( S \subseteq \mathbb{R} \), then the summation is replaced by a proper integration, i.e.,

\[
P^{(k)}_\Delta(Q_S, R_k) \triangleq \int_{s : d^{(k)}(s, \varphi_{sk}(f_{sk}(s))) > \Delta} Q^{(k)}_S(s) ds. 
\]

(2.10)

We call \( P^{(k)}_\Delta(Q_S, R_k) \) the probability of excess distortion for coding the source \( Q_S \).

The lossy source coding theorem (e.g., [42]) for a memoryless source \( Q_S \) states that only \( R(Q_S, \Delta) + \varepsilon \) (\( \varepsilon > 0 \)) bits per source symbol are needed to reproduce the source within a distortion threshold \( \Delta \) with arbitrarily small probability of exceeding the distortion threshold \( \Delta \), i.e., \( P^{(k)}_\Delta(Q_S, R_k) \) asymptotically vanishes with the coding blocklength. The source coding excess distortion exponent describes the asymptotic behavior of the smallest possible probability of excess distortion as a function of the coding rate.

**Definition 2.2** For any \( R > 0 \) and \( \Delta > 0 \), the excess distortion exponent \( e_\Delta(R, Q_S) \) of the source \( Q_S \) is defined as the supremum of the set of all numbers \( e \) for which there exists a sequence of \((k, M_k)\) block codes \((f_{sk}, \varphi_{sk}, \Delta)\) with

\[
e \leq \liminf_{k \to \infty} - \frac{1}{k} \log_2 P^{(k)}_\Delta(Q_S, R_k)
\]

and

\[
R \geq \limsup_{k \to \infty} R_k.
\]

It has been shown in [54, 55, 108] that the excess distortion exponent for some particular sources can be expressed in Marton’s form [66]. In other words,

\[
e_\Delta(R, Q_S) = F(R, Q_S, \Delta) \triangleq \inf_{P_S : R(P_S, \Delta) > R} D(P_S \parallel Q_S), 
\]

(2.11)

holds for the following cases:

1. DMS’s with arbitrary distortion measures [66];
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2. Memoryless Gaussian sources (MGS’s) with squared-error distortion measure [54];

3. (Stationary) memoryless sources whose alphabets are complete metric spaces with a metric distortion measure \( d(\cdot, \cdot) \) under the condition that there exists an element \( s_0 \in \mathcal{S} \) with \( \mathbb{E} \exp[t d(s, s_0)] < \infty \) for all \( t \in (-\infty, +\infty) \) [55].

Note that if \( P_S \) and \( Q_S \) are pdf’s on the continuous alphabet \( \mathcal{S} \subseteq \mathbb{R} \) such that \( P_S \) is absolutely continuous [53, p. 21] with respect to \( Q_S \) (denoted by \( P_S \ll Q_S \)), then the Kullback-Leibler divergence \( D(P_S \parallel Q_S) \) should be interpreted as

\[
D(P_S \parallel Q_S) = \int_{\mathcal{S}} P_S(s) \log_2 \frac{P_S(s)}{Q_S(s)} ds.
\]

Note also that Cases 2 is not included by Case 3. First, the squared-error distortion is not a metric; second, the condition with respect to the metric and the source distribution does not hold for MGS’s with squared-error distortion measure. It follows by definition that the function \( F(R, Q_S, \Delta) \) should be an increasing function of \( R \), however, unlike the source error exponent \( e(R, Q_S) \), \( F(R, Q_S, \Delta) \) is not necessarily convex or even continuous in \( R \) [2, 32, 66]. In fact, \( F(R, Q_S, \Delta) \) is an increasing function of \( R \) with at most countably many discontinuities. We do not have a parametric form for \( F(R, Q_S, \Delta) \) in general. When \( Q_S \) is an MGS with a squared-error distortion measure, the explicit analytical form of \( F(R, Q_S, \Delta) \) will be given in Section 2.4.

2.3 Channel Reliability Function

Let \( W_{Y \mid X} \) be a memoryless channel with input and output alphabets \( \mathcal{X} \) and \( \mathcal{Y} \) and probability transition distribution \( W_{Y \mid X} \). If the channel has a continuous output alphabet \( \mathcal{Y} \), we only consider continuous channels for which a conditional pdf exists. The conditional pmf (pdf) of receiving \( y \triangleq (y_1, y_2, ..., y_n) \in \mathcal{Y}^n \) at the channel output given that the codeword \( x \triangleq (x_1, x_2, ..., x_n) \in \mathcal{X}^n \) is transmitted is given by \( W_{Y^n \mid X^n}(y \mid x) = W_{Y \mid X}^{(n)}(y \mid x) = \prod_{i=1}^{n} W_{Y \mid X}(y_i \mid x_i) \).
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2.3.1 Error Exponent for DMCs

Given a discrete memoryless channel (DMC) \( W_{Y|X} \), the channel capacity is given by (e.g., [29])

\[
C(W_{Y|X}) = \max_{P_X \in \mathcal{P}(X)} I_{P_X W_{Y|X}}(X; Y).
\]

Figure 2.2: Memoryless channel coding system.

An \((n, M_n)\) block channel code for a DMC \( W_{Y|X} \) is a pair of mappings (see Fig. 2.2):

\[
f_{cn}: \{1, 2, \ldots, M_n\} \rightarrow \mathcal{X}^n
\]

and

\[
\varphi_{cn}: \mathcal{Y}^n \rightarrow \{1, 2, \ldots, M_n\}.
\]

The code rate is defined as

\[
R_n \triangleq \frac{1}{n} \log_2 M_n \quad \text{bits/channel use.}
\]

The (average) probability and the maximum probability of decoding error for the \((f_{cn}, \varphi_{cn})\) code are respectively given by

\[
P_{ec}^{(n)}(W_{Y|X}, R_n) \triangleq \frac{1}{M_n} \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} \sum_{y: \varphi_{cn}(y) = j} W_{Y|X}^{(n)}(y | f_{cn}(i))
\]

(2.12)

and

\[
P_{\text{max,}ec}^{(n)}(W_{Y|X}, R_n) \triangleq \max_{1 \leq i \leq M_n} \sum_{j=1, j \neq i}^{M_n} \sum_{y: \varphi_{cn}(y) = j} W_{Y|X}^{(n)}(y | f_{cn}(i)).
\]

(2.13)

We refer to \(P_{ec}^{(n)}\) by the probability of error and to \(P_{\text{max,}ec}^{(n)}\) by the maximum probability of error.

By Shannon’s channel coding theorem [29,83], block codes with arbitrarily small probability of block decoding error exist at any code rate smaller than the channel capacity.
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\( C(W_{Y|X}) \). Like the source exponent, the channel error exponent is a quantity that describes the relation between the rate of convergence or decay for the probability of error and the code rate (specifically for rates less than channel capacity).

**Definition 2.3** For any \( R > 0 \), the channel error exponent \( E(R, W_{Y|X}) \) of the channel \( W_{Y|X} \) is defined as the supremum of the set of all numbers \( E \) for which there exists a sequence of \((n, M_n)\) block codes \((f_{cn}, \varphi_{cn})\) with

\[
E \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_n)
\]

and

\[
R \leq \liminf_{n \to \infty} R_n.
\]

We remark that, by the definition of channel error exponent and an “expurgated code-book” argument, we can show that the probability of error \( P_{ec}^{(n)} \) and the maximal probability of error \( P_{max, ec}^{(n)} \) for channel coding lead to the same channel error exponent [85, p. 416]. Thus, an equivalent definition for the channel error exponent follows if \( P_{ec}^{(n)}(W_{Y|X}, R_n) \) is replaced by \( P_{max, ec}^{(n)}(W_{Y|X}, R_n) \) in the above.

Like channel capacity \( C(W_{Y|X}) \), \( E(R, W_{Y|X}) \) is a quantity that depends on the channel characteristics. By definition, \( E(R, W_{Y|X}) \) is a non-increasing function in \( R \leq C(W_{Y|X}) \) and is zero for \( R > C(W_{Y|X}) \), but unlike the source exponent, the error exponent of a DMC is not known for all \( R \). The most familiar bounds to \( E(R, W_{Y|X}) \) are the random-coding and expurgated lower bounds due to Fano (1961) and Gallager (1965), and the sphere-packing and straight-line upper bounds due to Shannon-Gallager-Berlekamp (1967) (see [32,42,57]). We next summarize the random-coding exponent, the expurgated exponent, sphere-packing exponent, and their corresponding channel functions.

### 2.3.2 Random-Coding Exponent

For a given DMC \( W_{Y|X} \in \mathcal{P}(Y|X) \) and any \( R > 0 \), define the random-coding exponent for \( W_{Y|X} \) by

\[
E_r(R, W_{Y|X}) \triangleq \max_{P_X \in \mathcal{P}(X)} E_r(R, P_X, W_{Y|X})
\]  \hspace{1cm} (2.14)
where

\[ E_r(R, P_X, W_{Y|X}) \triangleq \min_{V_{Y|X} \in \mathcal{P}(Y|X)} \left[ D(V_{Y|X} \parallel W_{Y|X}|P_X) + |I_{P_X V_{Y|X}}(X; Y) - R|^+ \right], \quad (2.15) \]

where \(|x|^+ = \max\{0, x\}\) and

\[ D(V_{Y|X} \parallel W_{Y|X}|P_X) = \sum_{(x, y) \in \mathcal{X} \times \mathcal{Y}} P_X(x) V_{Y|X}(y|x) \log_2 \frac{V_{Y|X}(y|x)}{W_{Y|X}(y|x)} \]

is the Kullback-Leibler divergence between conditional distributions \(V_{Y|X} \in \mathcal{P}(Y|X)\) and \(W_{Y|X} \in \mathcal{P}(Y|X)\) conditional on distribution \(P_X \in \mathcal{P}(\mathcal{X})\).

It has been shown that \(E_r(R, P_X, W_{Y|X})\) has the following parametric form (e.g., [32])

\[ E_r(R, P_X, W_{Y|X}) = \max_{0 \leq \rho \leq 1} [E_o(\rho, P_X, W_{Y|X}) - \rho R], \quad (2.16) \]

where

\[ E_o(\rho, P_X, W_{Y|X}) \triangleq - \log_2 \sum_{y \in \mathcal{Y}} \left( \sum_{x \in \mathcal{X}} P_X(x) W_{Y|X}^{1/(1+\rho)}(y|x) \right)^{1+\rho}, \quad \rho \geq 0. \quad (2.17) \]

Thus, the random-coding exponent can also be written by

\[ E_r(R, W_{Y|X}) = \max_{0 \leq \rho \leq 1} [E_o(\rho, W_{Y|X}) - \rho R], \quad (2.18) \]

where

\[ E_o(\rho, W_{Y|X}) \triangleq \max_{P_X \in \mathcal{P}(\mathcal{X})} E_o(\rho, P_X, W_{Y|X}) \quad (2.19) \]

is called Gallager’s channel function.

### 2.3.3 Expurgated Exponent

For a given DMC \(W_{Y|X} \in \mathcal{P}(Y|\mathcal{X})\), define a (not necessarily finite-valued) distortion measure on \(\mathcal{X} \times \mathcal{X}\) by

\[ d_{W_{Y|X}}(x, \bar{x}) \triangleq - \log_2 \sum_{y \in \mathcal{Y}} \sqrt{W_{Y|X}(y|x)W_{Y|X}(y|\bar{x})}, \]

which is called the Bhattacharyya distance between two channel input symbols \(x\) and \(\bar{x}\) in \(\mathcal{X}\). For any \(R > 0\), define the expurgated exponent for \(W_{Y|X}\) by

\[ E_{ex}(R, W_{Y|X}) \triangleq \max_{P_X \in \mathcal{P}(\mathcal{X})} E_{ex}(R, P_X, W_{Y|X}) \quad (2.20) \]
where

\[ E_{\text{ex}}(R, P_X, W_{Y|X}) \triangleq \min_{Q_{X\hat{X}}: Q_{X\hat{X}} = P_X, I(X; \hat{X}) \leq R} \left[ E_d(W_{Y|X}(X, \hat{X}) + I_Q(X; \hat{X}) - R) \right]. \]  \hfill (2.21)

It has been shown that \( E_{\text{ex}}(R, P_X, W_{Y|X}) \) admits the following parametric form (e.g., [32])

\[ E_{\text{ex}}(R, P_X, W_{Y|X}) = \sup_{\rho \geq 1} [E_x(\rho, P_X, W_{Y|X}) - \rho R] \]  \hfill (2.22)

where

\[ E_x(\rho, P_X, W_{Y|X}) \triangleq -\rho \log_2 \sum_{x \in \mathcal{X}} \sum_{\tilde{x} \in \mathcal{X}} P_X(x) P_X(\tilde{x}) \left( \sum_{y \in \mathcal{Y}} \sqrt{W_{Y|X}(y|x) W_{Y|X}(y|\tilde{x})} \right)^{1/\rho}, \]  \hfill (2.23)

\( \rho \geq 1 \). Thus, the expurgated exponent can also be written by

\[ E_{\text{ex}}(R, W_{Y|X}) = \sup_{\rho \geq 1} [E_x(\rho, W_{Y|X}) - \rho R] \]  \hfill (2.24)

where

\[ E_x(\rho, W_{Y|X}) \triangleq \max_{P_X \in \mathcal{P}(\mathcal{X})} E_{\text{ex}}(\rho, P_X, W_{Y|X}). \]  \hfill (2.25)

### 2.3.4 Sphere-Packing Exponent

For a given DMC \( W_{Y|X} \in \mathcal{P}(\mathcal{Y}|\mathcal{X}) \) and any \( R > 0 \), define the sphere-packing exponent for \( W_{Y|X} \) by

\[ E_{sp}(R, W_{Y|X}) \triangleq \max_{P_X \in \mathcal{P}(\mathcal{X})} E_{sp}(R, P_X, W_{Y|X}) \]  \hfill (2.26)

where

\[ E_{sp}(R, P_X, W_{Y|X}) \triangleq \min_{\gamma \in \mathcal{P}(\mathcal{Y}|\mathcal{X})} D(V_{Y|X}: P_{X:Y|X} \leq R) \]  \hfill (2.27)

\( E_{sp}(R, P_X, W_{Y|X}) \) has a similar parametric form as \( E_r(R, P_X, W_{Y|X}) \) (e.g., [32])

\[ E_{sp}(R, P_X, W_{Y|X}) = \max_{\rho \geq 0} [E_o(\rho, P_X, W_{Y|X}) - \rho R], \]  \hfill (2.28)

and hence \( E_{sp}(R, W_{Y|X}) \) can be rewritten by

\[ E_{sp}(R, W_{Y|X}) = \max_{\rho \geq 0} [E_o(\rho, W_{Y|X}) - \rho R], \]  \hfill (2.29)

where \( E_o(\rho, P_X, W_{Y|X}) \) is defined by (2.17) and \( E_o(\rho, W_{Y|X}) \) is Gallager’s channel function given by (2.19).
2.3.5 Straight-Line Bound and Relations Between Exponents

First of all, \( E_r(R, W_{Y|X}) \) and \( E_{ex}(R, W_{Y|X}) \) provide lower bounds for the channel error exponent, which are known as the random-coding lower bound and the expurgated lower bound, respectively, and \( E_{sp}(R, W_{Y|X}) \), known as the sphere-packing upper bound, is an upper bound to the channel error exponent, i.e.,

\[
\max \{ E_r(R, W_{Y|X}), E_{ex}(R, W_{Y|X}) \} \leq E(R, W_{Y|X}) \leq E_{sp}(R, W_{Y|X}).
\]

We point out that the sphere-packing bound \( E_{sp}(R, W_{Y|X}) \) is loose for small rates (as \( R \downarrow 0 \)). In fact, it is shown in [85] that when \( R \) approaches 0, the expurgated bound becomes tight, i.e.,

\[
\lim_{R \to 0} E(R, W_{Y|X}) = E_{ex}(0, W_{Y|X}).
\]

Of course this bound is nontrivial only if \( E_{ex}(0, W_{Y|X}) < \infty \). Furthermore, the straight line connecting the point \((0, E_{ex}(0, W_{Y|X}))\) provided that \( E_{ex}(0, W_{Y|X}) < \infty \) and any point on the sphere-packing exponent \((R, E_{sp}(R, W_{Y|X}))\) is an upper bound to \( E(R, W_{Y|X}) \). Thus, let \( l \) be a straight-line passing \((0, E_{ex}(0, W_{Y|X}))\) which is tangent on \( E_{sp}(R, W_{Y|X}) \) at \( R_l \), then the exponent

\[
E_{st}(R, W_{Y|X}) = \begin{cases} 
   l & \text{if } 0 \leq R \leq R_l, \\
   E_{sp}(R, W_{Y|X}) & \text{if } R \geq R_l
\end{cases}
\]  

(2.30)

gives the smallest upper bound. By definition \( E_{st}(R, W_{Y|X}) \) is also a decreasing convex function of \( R \) and we call \( E_{st}(R, W_{Y|X}) \) the straight-line upper bound to \( E(R, W_{Y|X}) \).

The functions \( E_r(R, P_X, W_{Y|X}) \) and \( E_{sp}(R, P_X, W_{Y|X}) \) are equal if the maximizing \( \rho \leq 1 \) in (2.28) or equivalently, if \( R \geq R_{cr}(P_X, W_{Y|X}) \), where \( R_{cr}(P_X, W_{Y|X}) \) is the critical rate of the channel \( W_{Y|X} \) under distribution \( P_X \), defined by

\[
R_{cr}(P_X, W_{Y|X}) \triangleq \left. \frac{\partial E_o(\rho, P_X, W_{Y|X})}{\partial \rho} \right|_{\rho=1}.
\]  

(2.31)

For all \( P_X \), \( E_r(R, P_X, W_{Y|X}) \) and \( E_{sp}(R, P_X, W_{Y|X}) \) vanish for all \( R \geq I_{P_X W_{Y|X}}(X; Y) \). Consequently, their maxima over \( P_X \), \( E_r(R, W_{Y|X}) \) and \( E_{sp}(R, W_{Y|X}) \), vanish for \( R \geq \)}
2.3. Channel Reliability Function

$C(Y|X)$ and are equal on some interval $[R_{cr}(Y|X), C(Y|X)]$ where $R_{cr}(Y|X)$ is the critical rate of the channel and is defined by

$$R_{cr}(Y|X) \triangleq \inf\{R : E_r(R, Y|X) = E_{sp}(R, Y|X)\}. \quad (2.32)$$

Furthermore, it is known that $E_{sp}(R, Y|X)$ meets $E_r(R, Y|X)$ on its supporting line of slope $-1$ [32, p. 171], which means that $E_r(R, Y|X)$ is a straight line with slope $-1$ for $R \leq R_{cr}(Y|X)$ and hence

$$E_r(R, Y|X) = E_o(1, Y|X) - R, \quad R \leq R_{cr}(Y|X). \quad (2.33)$$

For all $P_X$, the function $E_{ex}(R, P_X, Y|X)$ is a decreasing convex curve with a straight-line section of slope $-1$ for $R \geq R_{ex}(P_X, W|X)$, and $E_{ex}(R, P_X, W|X) > E_r(R, P_X, W|X)$ for $R < R_{ex}(P_X, W|X)$, where $R_{ex}(P_X, W|X)$ is the “expurgated” rate of the channel $W|X$ under distribution $P_X$, defined by

$$R_{ex}(P_X, W|X) \triangleq \frac{\partial E_{ex}(\rho, P_X, W|X)}{\partial \rho} \bigg|_{\rho=1}. \quad (2.34)$$

Since the above are satisfied for all $P_X$, we then obtain the following relation between the two lower bounds: $E_r(R, Y|X) < E_{ex}(R, Y|X)$ for $R < R_{ex}(W|X)$ and $E_r(R, Y|X) \geq E_{ex}(R, Y|X)$ otherwise, where

$$R_{ex}(Y|X) \triangleq \inf\{R : E_r(R, Y|X) = E_{ex}(R, Y|X)\} \quad (2.35)$$

is the expurgated rate of the channel.

Furthermore, it is known that $E_{ex}(R, Y|X)$ and $E_r(R, Y|X)$ meet their supporting line of slope $-1$ (according to the fact that $E_o(1, Y|X) = E_{ex}(1, Y|X)$) [42, p. 154]. This geometric relation implies that $R_{ex}(Y|X) \leq R_{cr}(Y|X)$ and $E_r(R, Y|X) = E_{ex}(R, Y|X)$ is a straight line in the region $[R_{ex}(Y|X), R_{cr}(Y|X)]$.

2.3.6 Error Exponent for Continuous Channels with Cost Constraints

We assume in this section that the memoryless channel $W|X$ has continuous alphabets $\mathcal{X} = \mathcal{Y} \subseteq \mathbb{R}$, and $W|X$ is a valid conditional pdf. Given an input cost function $g : \mathcal{X} \to \mathbb{R}$, if $g(\cdot)$ is measurable, then $E_{ex}(R, P_X, Y|X) = 
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\[ [0, \infty) \text{ such that } g(x) = 0 \text{ if and only if } x = 0, \text{ and a constraint } \mathcal{E} > 0, \text{ the channel capacity of the continuous memoryless channel } W_{Y|X} \text{ is given by} \]

\[
C(W_{Y|X}, \mathcal{E}) = \sup_{P_X: \mathbb{E}g(X) \leq \mathcal{E}} I_{P_X W_{Y|X}}(X;Y).
\]

\[ i \in \{1, 2, \ldots, M_k\} \]

\[ f_{cn} \in \mathcal{E}_{cn} \quad x \in \mathcal{X}^n \quad Y \in \mathcal{Y}^n \quad \varphi_{cn} \quad \hat{i} \in \{1, 2, \ldots, M_k\} \]

Figure 2.3: Memoryless channel coding system with cost constraint.

An \((n, M_n)\) block channel code for a continuous memoryless channel \(W_{Y|X}\) with an input cost constraint \(\mathcal{E}\) is a pair of mappings (see Fig. 2.3):

\[ f_{cn} : \{1, 2, \ldots, M_n\} \rightarrow \mathcal{X}^n \]

and

\[ \varphi_{cn} : \mathcal{Y}^n \rightarrow \{1, 2, \ldots, M_n\}, \]

where \(f_{cn}\) is subject to an (arithmetic average) cost constraint:

\[
f_{cn} \in \mathcal{E}_{cn} \triangleq \left\{ f_{cn} : \frac{1}{n} \sum_{j=1}^{n} g(x_j) \leq \mathcal{E} \text{ for all } x = f_{cn}(i), \ i \in \{1, 2, \ldots, M_n\} \right\}.
\]

The code rate (measured in nats) is defined as

\[ R_n \triangleq \frac{1}{n} \ln M_n \text{ nats/channel use.} \]

The (average) probability and the maximum probability of decoding error for the \((f_{cn}, \varphi_{cn}, \mathcal{E})\) code are respectively given by

\[
P^{(n)}_{\text{ec}}(W_{Y|X}, R_n, \mathcal{E}) \triangleq \frac{1}{M_n} \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} \int_{y: \varphi_{cn}(y) = j} W^{(n)}_{Y|X}(y|f_{cn}(i))dy.
\]

and

\[
P^{(n)}_{\text{max,ec}}(W_{Y|X}, R_n, \mathcal{E}) \triangleq \max_{1 \leq i \leq M_n} \sum_{j=1, j \neq i}^{M_n} \int_{y: \varphi_{cn}(y) = j} W^{(n)}_{Y|X}(y|f_{cn}(i))dy.
\]
2.3. Channel Reliability Function

Definition 2.4 For any $R > 0$, the channel error exponent $E(R, W_{Y|X}, \mathcal{E})$ of the channel $W_{Y|X}$ is defined as the supremum of the set of all numbers $E$ for which there exists a sequence of $(n, M_n)$ block codes $(f_{cn}, \varphi_{cn}, \mathcal{E})$ with

$$E \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_n, \mathcal{E})$$

and

$$R \leq \liminf_{n \to \infty} R_n.$$ 

As in the channel coding case without cost constraint, the probability of error $P_{ec}^{(n)}$ and the maximal probability of error $P_{max, ec}^{(n)}$ yield the same channel error exponent (cf. [85, p. 416]). Thus, an equivalent definition for the channel error exponent follows if $P_{ec}^{(n)}(W_{Y|X}, R_n, \mathcal{E})$ is replaced by $P_{max, ec}^{(n)}(W_{Y|X}, R_n, \mathcal{E})$ in the above.

For the general continuous memoryless channel with an input cost constraint, only a lower bound for $E(R, W_{Y|X}, \mathcal{E})$ due to Gallager ([41], [42, Section 7.3]) is known, which we refer to as Gallager’s random-coding lower bound for the channel error exponent $E(R, W_{Y|X}, \mathcal{E})$,

$$E(R, W_{Y|X}, \mathcal{E}) \geq E_r(R, W_{Y|X}, \mathcal{E}) \triangleq \max_{0 \leq \rho \leq 1} \left[ E_0(\rho, W_{Y|X}, \mathcal{E}) - \rho R \right],$$

(2.39)

where

$$E_0(W, \mathcal{E}, \rho) \triangleq \sup_{P_X: Eg(X) \leq \mathcal{E}, Eg(X)^3 < \infty} \max_{r \geq 0} E_0(\rho, r, W, P_X)$$

(2.40)

is Gallager’s constrained channel function with

$$E_0(\rho, r, P_X, W_{Y|X}, \mathcal{E}) \triangleq -\ln \int_{\mathcal{Y}} \left[ \int_{\mathcal{X}} P_X(x) e^{r(g(x) - E_0)} W_{Y|X}(y|x)^{1+r} dx \right]^{1+r} dy,$$

(2.41)

where the supremum in (2.40) is taken over all pdfs $P_X(x)$ defined on $\mathcal{X}$ subject to $Eg(X) \leq \mathcal{E}$ and $Eg(X)^3 < \infty$. The constraints are satisfied, for example, when $P_X$ is Gaussian distribution with mean 0 variance $\mathcal{E}$ and $g(x) = x^2$. The integrals should be replaced with summations if $W_{Y|X}$ is a memoryless channel with discrete alphabets under a cost constraint. Note that in general we do not have an explicit formula for this bound, because it is not known whether the supremum in (2.40) is achievable or not, and under what distribution it is achieved. In particular, when $W_{Y|X}$ is the memoryless Gaussian channel (MGC) with a power cost constraint ($g(x) = x^2$), we have an upper bound for $E(R, W_{Y|X}, \mathcal{E})$ due to Shannon [84]. We will discuss that bound in detail in the next section.
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For the sake of convenience, all the logarithms and exponentials used in the section (for Gaussian systems) are in natural base. Consider an MGS with alphabet \( S = \mathbb{R} \), mean zero, variance \( \sigma_S^2 \), and pdf

\[
Q_S(s) = \frac{1}{\sqrt{2\pi\sigma_S^2}} \exp\left\{ -\frac{s^2}{2\sigma_S^2} \right\}, \quad s \in S,
\]
denoted by \( Q_S \sim \mathcal{N}(0, \sigma_S^2) \), and an MGC \( W_{Y|X} \) with common input, output, and additive noise alphabets \( X = Y = Z = \mathbb{R} \) and described by \( Y_i = X_i + Z_i \), where \( Y_i, X_i \) and \( Z_i \) are the channel’s output, input and noise symbols at time \( i \). We assume that \( X_i \) and \( Z_i \) are independent of each other. The noise admits a zero-mean \( \sigma_Z^2 \)-variance Gaussian pdf, denoted by \( P_Z \sim \mathcal{N}(0, \sigma_Z^2) \) and thus the transition pdf of the channel is given by

\[
W_{Y|X}(y|x) = P_Z(z) = \frac{1}{\sqrt{2\pi\sigma_Z^2}} \exp\left\{ -\frac{z^2}{2\sigma_Z^2} \right\}, \quad z = y - x \in Z.
\]

We assume the squared-error distortion measure for the source given by \( d(s, s') = (s - s')^2 \) for any \( s, s' \in \mathbb{R} \) and extended for \( k \)-tuples as

\[
d^{(k)}(s, s') = \frac{1}{k} \sum_{i=1}^{k} (s_i - s'_i)^2
\]
for any \( s, s' \in \mathbb{R}^k \).

Let \( S = S' \subseteq \mathbb{R} \) and let \( P_{SS'} \) be a pdf on continuous alphabet \( S \times S' \). Then the mutual information between RV’s \( S \) and \( S' \) is given by (e.g., [29])

\[
I_{P_{SS'}}(S; S') = \int_{S \times S'} P_{SS'}(s, s') \ln \frac{P_{SS'}(s, s')}{P_S(s)P_S'(s')} dsds',
\]
or simply written as \( I(S; S') \) if \( P_{SS'} \) is clear from the context.

Given a distortion threshold \( \Delta > 0 \), the rate-distortion function for MGS \( Q_S \) is given by (e.g., [42])

\[
R(Q_S, \Delta) = \inf_{P_{SS'}: \mathbb{E}d(S, S') \leq \Delta} I(S; S') = \begin{cases} \frac{1}{2} \ln \frac{\sigma_S^2}{\Delta} & 0 < \Delta < \sigma_S^2, \\ 0 & \sigma_S^2 \leq \Delta. \end{cases} \quad (2.42)
\]
When \(0 < \Delta < \sigma^2_S\), the infimum of (2.42) is achieved by a conditional Gaussian pdf [97]

\[
P^*_S|S(s'|s) = \frac{1}{\sqrt{2\pi\Delta(\sigma^2_S - \Delta)/\sigma^2_S}} \exp \left\{ - \frac{(s' - \sigma^2_S - \Delta - \Delta)^2}{2\Delta(\sigma^2_S - \Delta)/\sigma^2_S} \right\},
\]

and hence the marginal pdf of \(s'\) under \(P^*_S|S(s'|s)\) is given by

\[
P^*_S(s') = \int Q_S(s)P^*_S|S(s'|s)ds = \frac{1}{\sqrt{2\pi(\sigma^2_S - \Delta)}} \exp \left\{ - \frac{s'^2}{2(\sigma^2_S - \Delta)} \right\}.
\]

When \(\sigma^2_S \leq \Delta\), trivially, \(R(Q_S, \Delta)\) can be achieved by setting \(s' = 0\) and the resulting marginal distribution of \(S'\) is an identity function.

The excess distortion exponent \(e_\Delta(R, Q_S)\) for the MGS under the squared-error distortion measure admits an explicit formula [54]: for the MGS \(Q_S \sim \mathcal{N}(0, \sigma^2_S)\) and any \(R > 0\), the excess distortion exponent \(e_\Delta(R, Q_S)\) is determined exactly by \(F(R, Q_S, \Delta)\) defined in (2.11), which admits the following parametric form

\[
F(R, Q_S, \Delta) = \begin{cases} 
\frac{1}{2} \left( \frac{\Delta}{\sigma^2_S} - \ln \frac{\Delta}{\sigma^2_S} - 1 \right) & \text{if } R > R(Q_S, \Delta), \\
0 & \text{otherwise},
\end{cases}
\]

where \(\beta = e^{2R}\). Note that the function \(F(R, Q_S, \Delta)\) might have a jump at \(R = 0\) by definition. This is not good since we later need to deal with the source exponent as a convex and continuous function on \([0, \infty)\). Since \(e_\Delta(R, Q_S)\) is not meaningful at \(R = 0\), we define a new function \(F_G(R, Q_S, \Delta)\) by

\[
F_G(R, Q_S, \Delta) \triangleq F(R, Q_S, \Delta)
\]

for \(R > 0\), and

\[
F_G(0, Q_S, \Delta) \triangleq \lim_{R \downarrow 0} F(R, Q_S, \Delta) = \begin{cases} 
\frac{1}{2} \left( \frac{\Delta}{\sigma^2_S} - \ln \frac{\Delta}{\sigma^2_S} - 1 \right) & \text{if } R(Q_S, \Delta) = 0, \\
0 & \text{if } R(Q_S, \Delta) > 0,
\end{cases}
\]

Consequently, \(F_G(R, Q_S, \Delta)\) is convex strictly increasing in \(R \in [0, \infty)\) and we still have \(e_\Delta(R, P_S) = F_G(R, Q_S, \Delta)\) for any \(R > 0\). In the sequel, we will refer to \(F_G(R, Q_S, \Delta)\) as the MGS exponent.
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Given an input cost function \( g(x) = x^2 \) (power cost constraint) and a constraint \( \mathcal{E} > 0 \), the channel capacity of MGC \( W_{Y|X} \) is given by

\[
C(W_{Y|X}, \mathcal{E}) = \sup_{P_X : E[X^2] \leq \mathcal{E}} I(X; Y) = \frac{1}{2} \ln (1 + \text{SNR}),
\]

where \( \text{SNR} \triangleq \mathcal{E}/\sigma^2_Z \) is the signal-to-noise ratio. It is known that the supremum in (2.48) is achieved by the Gaussian distribution [29, 42]

\[
P_X^*(x) = \frac{1}{\sqrt{2\pi \mathcal{E}}} \exp \left\{ -\frac{x^2}{2\mathcal{E}} \right\},
\]

and the corresponding channel output has the pdf

\[
P_Y^*(y) = \frac{1}{\sqrt{2\pi(\mathcal{E} + \sigma^2_Z)}} \exp \left\{ -\frac{y^2}{2(\mathcal{E} + \sigma^2_Z)} \right\}.
\]

As mentioned before, the error exponent for the MGC \( E(R, W_{Y|X}, \mathcal{E}) \) is only partially known. In the last fifty years, the error exponent for the MGC was actively studied and several lower and upper bounds were established (see, e.g., [12, 42, 84]). The most familiar upper bound is obtained by Shannon [84], called the sphere-packing upper bound for the MGC and given by

\[
E_{sp}(R, W_{Y|X}, \mathcal{E}) \triangleq \frac{\text{SNR}}{4\beta} \left[ (\beta + 1) - (\beta - 1) \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} \right]
\]

\[
+ \frac{1}{2} \ln \left\{ \beta - \frac{\text{SNR}(\beta - 1)}{2} \left[ 1 + \frac{4\beta}{\text{SNR}(\beta - 1)} - 1 \right] \right\},
\]

where \( \beta = e^{2R}, R \leq C(W_{Y|X}, \mathcal{E}) \). Note that \( E_{sp}(R, W_{Y|X}, \mathcal{E}) \) has the following important properties.\(^1\)

**Lemma 2.1** \( E_{sp}(R, W_{Y|X}, \mathcal{E}) \) is convex strictly decreasing in \( R \leq C(W_{Y|X}, \mathcal{E}) \) and vanishes for \( R \geq C(W_{Y|X}, \mathcal{E}) \). Furthermore, \( E_{sp}(R, W_{Y|X}, \mathcal{E}) \to \infty \) as \( R \downarrow 0 \).

\(^1\)The properties of \( E_{sp}(R, W_{Y|X}, \mathcal{E}) \) were described in Gallager [42, Chapter 7] without a proof.
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Proof: Since $E_{sp}(R, W_{Y|X}, \mathcal{E})$ is a differentiable function for $R > 0$, we have

\[
\frac{\partial E_{sp}(R, W_{Y|X}, \mathcal{E})}{\partial R} = \frac{\beta \left[ -\text{SNR} \beta^2 - 4\text{SNR} \beta + \text{SNR}^2 + (\text{SNR} + 2)\Psi \right]}{\Psi \left[ 2\beta + \text{SNR} \beta - \text{SNR} - \Psi \right]} = \frac{\left[ -\text{SNR}^2 \beta - 4\text{SNR} \beta + \text{SNR}^2 + \Psi(\text{SNR} + 2) \right] (2\beta + \text{SNR} \beta - \text{SNR} + \Psi)}{4\beta \Psi} = \frac{2\text{SNR}^2 - 2\text{SNR}^2 \beta - 8\text{SNR} \beta + (4\beta - 2\text{SNR})\Psi}{4\beta \Psi} = 1 - \frac{\text{SNR}}{2\beta} \left( 1 + \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} \right), \tag{2.52}
\]

where $\beta = e^{2R}$ and

$$\Psi = \sqrt{(\text{SNR} \beta - \text{SNR} + 4\beta)\text{SNR}(\beta - 1)}.$$ 

Now solving

$$1 - \frac{\text{SNR}}{2\beta} \left( 1 + \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} \right) \leq 0$$

yields

$$R \leq \frac{1}{2} \ln(1 + \text{SNR}) = C(W_{Y|X}, \mathcal{E}).$$

Particularly, we have

$$\lim_{R \to C(W_{Y|X}, \mathcal{E})} \frac{\partial E_{sp}(R, W_{Y|X}, \mathcal{E})}{\partial R} = 0 \quad \text{and} \quad \lim_{R \downarrow 0} \frac{\partial E_{sp}(R, W_{Y|X}, \mathcal{E})}{\partial R} = -\infty.$$

Hence, $E_{sp}(R, W_{Y|X}, \mathcal{E})$ is a strictly decreasing function in $R \in (0, C(W_{Y|X}, \mathcal{E})]$ with a slope ranging from $-\infty$ to 0.

It follows from (2.52) that for $R \in (0, C(W_{Y|X}, \mathcal{E})],$

\[
\frac{\partial^2 E_{sp}(R, W_{Y|X}, \mathcal{E})}{\partial R^2} = \frac{\text{SNR}}{\beta} \left[ 1 + \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} \right] + \frac{2}{\text{SNR}^2(\beta - 1)^2} \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} > 0. \tag{2.53}
\]

This demonstrates the (strict) convexity of $E_{sp}(R, W_{Y|X}, \mathcal{E}).$ 

For the lower bound, we specialize Gallager’s random-coding lower bound (2.39) (note that the logarithm and exponential here are in natural base) for the MGC $W_{Y|X}$ as follows:
choosing the channel input distribution $P_X(x)$ as the Gaussian distribution $P_X^*(x)$ given in (2.49), and replacing $g(x)$ by our square cost function $x^2$ yield the following lower bound for $E_0(W_{Y|X},E,\rho)$

$$E_0(W_{Y|X},E,\rho) \geq \tilde{E}_o(W_{Y|X},E,\rho) \triangleq \max_{r \geq 0} E_0(W_{Y|X},E,\rho, P_X^*)$$

(2.54)

(2.55)

We hereby call $\tilde{E}_o(W_{Y|X},E,\rho)$ Gallager’s Gaussian-input channel function. Note also that

$$E_{sp}(R,W_{Y|X},E) = \max_{\rho \geq 0} [-\rho R + \tilde{E}_o(W_{Y|X},E,\rho)],$$

and the inner function is concave in $\rho$. Thus, the random-coding lower bound $E_r(R,W_{Y|X},E)$ can be further lower bounded by [42, pp. 339–340]

$$E^*(R,W_{Y|X},E) = \max_{0 \leq \rho \leq 1} \left\{ r(1 + \rho)E + \frac{1}{2} \ln(1 - 2rE) + \frac{\rho}{2} \ln \left[ 1 - 2\rho E + \frac{E}{(1 + \rho)\sigma_Z^2} \right] \right\}.$$  (2.56)

where

$$\gamma \triangleq \frac{1}{2} \left[ 1 + \frac{\text{SNR}}{2} + \sqrt{1 + \frac{\text{SNR}^2}{4}} \right],$$

and

$$R_{cr}(W_{Y|X}) \triangleq \frac{1}{2} \ln \left[ \frac{1}{2} + \frac{\text{SNR}}{4} + \frac{1}{2} \sqrt{1 + \frac{\text{SNR}^2}{4}} \right]$$

is the critical rate of the MGC (obtained by solving for the $R$ where the straight-line of slope $-1$ is tangent to $E^*(R,W_{Y|X},E)$). It is easy to show that $E^*(R,W_{Y|X},E)$ is convex strictly decreasing in $0 < R \leq C(W_{Y|X},E)$ with a straight-line section of slope $-1$ for $R \leq R_{cr}(W_{Y|X})$. It has to be pointed out [42] that $E^*(R,W_{Y|X},E)$ is not the real random-coding bound (as given in (2.39)) for $R < R_{cr}(W_{Y|X})$, but it admits a computable parametric form.
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and it coincides with the upper bound \( E_{sp}(R, W_{Y|X}, \mathcal{E}) \) for \( R \geq R_{cr}(W_{Y|X}) \). Thus, we will refer to \( E_{t}(R, W_{Y|X}, \mathcal{E}) \) as the Gaussian input random-coding exponent, and the channel coding error exponent \( E(R, W_{Y|X}, \mathcal{E}) \) is determined for high rates \( (R \geq R_{cr}(W_{Y|X})) \).\(^2\)

2.5 Concluding Remarks

In this chapter, we presented the basic material on the source and channel coding reliability functions for memoryless systems that will be widely used in the thesis. In the fifty-year development of Shannon theory, the source reliability function has been exactly determined for DMS’s (in both lossless and lossy coding cases), MGS’s with the squared-error distortion, and certain memoryless sources with a metric distortion measure under some finiteness constraints, while the channel error exponent for DMC’s and MGC’s is only known for high rates. In Chapter 7 we derive a sphere-packing type upper bound for the error exponent for discrete additive channels with Markovian memory, and in Chapter 8, we determine the source excess distortion exponent for memoryless Laplacian sources with magnitude distortion measure.

We note that the the source error exponent for DMS can be expressed in two forms: the constrained divergence form (2.4) and the parametric form in terms of Gallager’s source function (2.6). The random-coding exponent and the sphere-packing exponent can also be expressed in a form in terms of Gallager’s channel function and alternately in a constrained divergence form. In Chapter 4, we re-examine these exponents, and a conjugacy relation between these exponents and the corresponding source/channel functions will be illustrated.

\(^2\)In the recent work of [14], the lower bound \( E_{t}(R, W_{Y|X}, \mathcal{E}) \) is improved and is shown to be tight in a interval slightly below the critical rate, i.e., it is shown that the error exponent of the MGC is determined by \( E_{t}(R, W_{Y|X}, \mathcal{E}) \) for rates \( R \geq R_{1} \) and \( R_{1} \) can be less than \( R_{cr}(W_{Y|X}) \).
Chapter 3

Background and Fundamental Results on the Method of Types

This chapter provides a technical background which will be used to establish upper and lower bounds for the JSCC reliability function (error exponent and excess distortion exponent) in later chapters.

It is well known that the method of types is a very useful tool in information theory, particularly in Shannon theory, hypothesis testing and large deviation theory (e.g., [32,33]). For a DMS $Q_S \in \mathcal{P}(\mathcal{S})$, the type-$P$ class of $k$-length sequences $s \triangleq (s_1 s_2 \ldots s_k) \in \mathcal{S}^k$ is the set of sequences that have single-symbol empirical distribution equal to $P$. Thus, by partitioning all sequences in $\mathcal{S}^k$ into type classes where the number of distinct classes grows sub-exponentially with $k$, the probability of a particular event (the probability of error, say) can be obtained by summing the probabilities of its intersections with the various type classes which decay exponentially as the sequence length $k$ approaches infinity [32].

In Section 3.1, we go through the concept of types, joint types, and conditional types as well as the corresponding type classes for (memoryless) sequences with finite alphabets. For simplicity, we refer to these type classes of discrete sequences as discrete type classes. In Section 3.2, we develop a joint type packing lemma for a (2-dimensional) joint type setting which will be used (in Chapter 9) to establish a lower bound for the JSCC reliability...
3.1 Types, Joint Types, and Conditional Types

The following notation and conventions are adopted from [30, 32]. The type of an \( n \)-length sequence \( x \in \mathcal{X}^n \) is the empirical probability distribution \( P_x \in \mathcal{P}(\mathcal{X}) \) defined by

\[
P_x(a) \triangleq \frac{1}{n} N(a|x), \quad a \in \mathcal{X},
\]

where \( N(a|x) \) is the number of occurrences of \( a \) in \( x \). Let \( \mathcal{P}_n(\mathcal{X}) \subseteq \mathcal{P}(\mathcal{X}) \) be the collection of all types of sequences in \( \mathcal{X}^n \). For any \( P_X \in \mathcal{P}_n(\mathcal{X}) \), the set of all \( x \in \mathcal{X}^n \) with type \( P_X \) is denoted by \( T_{P_X} \), or simply by \( T_X \) if \( P_X \) is understood. We also call \( T_{P_X} \) or \( T_X \) a type class.

Similarly, the joint type of \( n \)-length sequences \( x \in \mathcal{X}^n \) and \( y \in \mathcal{Y}^n \) is the empirical joint probability distribution \( P_{XY} \in \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \) defined by

\[
P_{XY}(a,b) \triangleq \frac{1}{n} N(a,b|x,y), \quad (a,b) \in \mathcal{X} \times \mathcal{Y}.
\]

Let \( \mathcal{P}_n(\mathcal{X} \times \mathcal{Y}) \subseteq \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \) be the collection of all joint types of sequences in \( \mathcal{X}^n \times \mathcal{Y}^n \). The set of all \( x \in \mathcal{X}^n \) and \( y \in \mathcal{Y}^n \) with joint type \( P_{XY} \in \mathcal{P}_n(\mathcal{X} \times \mathcal{Y}) \) is denoted by \( T_{P_{XY}} \), or simply by \( T_{XY} \).

The conditional type of \( y \in \mathcal{Y}^n \) given \( x \in T_{P_X} \) is the empirical conditional probability distribution \( P_{Y|x} \in \mathcal{P}(\mathcal{Y}|\mathcal{X}) \) defined by

\[
P_{Y|x}(b|a) = \frac{N(a,b|x,y)}{N(a|x)},
\]

whenever \( N(a|x) > 0 \); otherwise (if \( N(a|x) = 0 \) define \( P_{Y|x}(b|a) = 0, (a,b) \in \mathcal{X} \times \mathcal{Y} \).
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Let \( \mathcal{P}_n(Y|P_X) \) be the collection of all conditional distributions \( V_{Y|X} \) which are conditional types of \( y \in Y^n \) given an \( x \in T_{P_X} \). For any conditional type \( V_{Y|X} \in \mathcal{P}_n(Y|P_X) \), the set of all \( y \in Y^n \) for a given \( x \in T_{P_X} \) satisfying \( P_{y|x} = V_{Y|X} \) is denoted by \( T_{V_{Y|X}}(x) \), or simply by \( T_{Y|X}(x) \), which is also called a conditional type class (V-shell) with respect to \( x \).

Note that for a given joint type \( P_{XY} \in \mathcal{P}_n(X \times Y) \), for any \( x \in T_{P_X} \), \( T_{P_{Y|X}}(x) = \{ y : (x, y) \in T_{P_X} \} \). Note also that

\[
\{ P_{XV_{Y|X}} : P_X \in \mathcal{P}_n(X), V_{Y|X} \in \mathcal{P}_n(Y|P_X) \} = \mathcal{P}_n(X \times Y).
\]

In addition, we denote

\[
\mathcal{P}_n(Y|X) \triangleq \bigcup_{P_X \in \mathcal{P}_n(X)} \mathcal{P}_n(Y|P_X) \subseteq \mathcal{P}(Y|X).
\]

To distinguish between different distributions (or types) defined on the same alphabet, we use sub-subscripts, say, \( i, j \), in \( P_{X_i}, P_{X_Y}, T_{X_iY_j}, \) and so on. For example, \( T_{X_iY_j} \) is the type class of the joint type \( P_{X_iY_j} \in \mathcal{P}_n(X \times Y) \). The following facts will be frequently used throughout the thesis.

**Lemma 3.1** [32]

(a) \( |\mathcal{P}_n(X)| \leq (n + 1)^{|X|}, \quad |\mathcal{P}_n(Y|X)| \leq (n + 1)^{|Y||X|} \).

(b) For any \( P_X, Q_X \in \mathcal{P}_n(X) \), we have

\[
(n + 1)^{-|X|}2^{nH_{P_X}(X)} \leq |T_{P_X}| \leq 2^{nH_{P_X}(X)},
\]

\[
Q_X^{(n)}(x) = 2^{-n[D(P_X||Q_X) + H_{P_X}(X)]} \quad \text{if} \ x \in T_{P_X},
\]

and hence

\[
(n + 1)^{-|X|}2^{-nD(P_X||Q_X)} \leq Q_X^{(n)}(T_{P_X}) \leq 2^{-nD(P_X||Q_X)}.
\]

(c) For any \( x \in T_{P_X}, y \in T_{V_{Y|X}}(x) \) and \( W_{V_{Y|X}} \in \mathcal{P}_n(Y|P_X) \), we have

\[
(n + 1)^{-|X||Y|}2^{nH_{P_X}V_{Y|X}(Y|X)} \leq |T_{V_{Y|X}}(x)| \leq 2^{nH_{P_X}V_{Y|X}(Y|X)},
\]

\[
W_{Y|X}^{(n)}(y|x) = 2^{-n[D(V_{Y|X}||W_{Y|X}|P_X) + H_{P_X}V_{Y|X}(Y|X)]},
\]
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and hence

\[(n + 1)^{-|\mathcal{X}|} 2^{-nD(V_\mathcal{Y}|_{\mathcal{X}} || W_\mathcal{Y}|_{\mathcal{X}} | P_X)} \leq W^{(n)}_{Y|X}(T_{V_\mathcal{Y}|_{\mathcal{X}}(x)|x}) \leq 2^{-nD(V_\mathcal{Y}|_{\mathcal{X}} || W_\mathcal{Y}|_{\mathcal{X}} | P_X)}.\]

**Proof:** (a) is trivial. For (b), we only need to prove the bounds for \(|T_{P_X}|\). For \(P_X \in \mathcal{P}_n(\mathcal{X})\), and an \(n\)-length sequence \(x \in T_{P_X}\), by the definition of type,

\[P^{(n)}_{X}(x) = \prod_{a \in \mathcal{X}} P_X(a)^{N(a|x)} = 2^{-nH_{P_X}(X)}.\]

Since each sequence in \(T_{P_X}\) are equiprobable, the size of the type class is

\[|T_{P_X}| = P^{(n)}_{X}(T_{P_X}) 2^{nH_{P_X}(\mathcal{X})}.\]

The upper bound for \(|T_{P_X}|\) is obvious since \(P^{(n)}_{X}(T_{P_X}) \leq 1\). If we can show

\[P^{(n)}_{X}(T_{P_X}) \geq P^{(n)}_{X}(T_{\hat{P}_X})\]  (3.1)

for any \(\hat{P}_X \in \mathcal{P}_n(\mathcal{X})\) which implies that \(T_{P_X}\) has the largest probability among the \(|\mathcal{P}_n(\mathcal{X})|\) types, then by (a),

\[P^{(n)}_{X}(T_{P_X}) \geq \frac{1}{|\mathcal{P}_n(\mathcal{X})|} \geq (n + 1)^{-|\mathcal{X}|}\]

and thus the lower bound for \(|T_{P_X}|\) is proved. Now we show (3.1). For any \(\hat{P}_X \in \mathcal{P}_n(\mathcal{X})\), the probability of the type class \(T_{\hat{P}_X}\) under the distribution \(P_X\) is given by

\[P^{(n)}_{X}(T_{\hat{P}_X}) = \prod_{a \in \mathcal{X}} P_X(a)^{n\hat{P}_X(a)} = \frac{n!}{\prod_{a \in \mathcal{X}} (nP_X(a))!} \prod_{a \in \mathcal{X}} P_X(a)^{nP_X(a)} \hat{P}_X(a).\]

It follows that

\[\frac{P^{(n)}_{X}(T_{\hat{P}_X})}{P^{(n)}_{X}(T_{P_X})} = \prod_{a \in \mathcal{X}} \frac{n!}{(nP_X(a))!} \frac{P_X(a)^{n(\hat{P}_X(a) - P_X(a))}}{P_X(a)^{nP_X(a)}} = \frac{\prod_{a \in \mathcal{X}} (nP_X(a))!}{nP_X(a)^{nP_X(a)} - \sum_{a \in \mathcal{X}} P_X(a)^{nP_X(a)} - \sum_{a \in \mathcal{X}} P_X(a)^{n(\hat{P}_X(a) - P_X(a))}}.\]

Applying the inequality \(n!/m! \leq n^{n-m}\) yields

\[\frac{P^{(n)}_{X}(T_{\hat{P}_X})}{P^{(n)}_{X}(T_{P_X})} \leq \prod_{a \in \mathcal{X}} n^{nP_X(a) - \hat{P}_X(a)} = n^{n(\sum_{a \in \mathcal{X}} P_X(a) - \sum_{a \in \mathcal{X}} \hat{P}_X(a))} = 1.\]

(c) is proved similarly as (b).
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We generalize Csiszár’s type packing lemma [30, Theorem 5] from a (1-dimensional) single-letter type setting to a (2-dimensional) joint type setting. This packing lemma will play a key role in deriving an exponentially achievable upper bound for the probability of erroneous transmission for the DMC in Proposition 6.1 and the asymmetric 2-user channel in Proposition 9.1.

**Lemma 3.2** (Joint Type Packing Lemma) Given finite sets $\mathcal{A}$ and $\mathcal{B}$, a sequence of positive integers $\{m_n\}$, and a sequence of positive integers $\{m'_m\}$ associated with every $i = 1, 2, ..., m_n$, for arbitrary (not necessarily distinct) types $P_{A_i} \in \mathcal{P}_n(\mathcal{A})$ and conditional types $P_{B_j|A_i} \in \mathcal{P}_n(\mathcal{B}|P_{A_i})$, and positive integers $N_i$ and $M_{ij}$, $i = 1, 2, ..., m_n$ and $j = j(i) = 1, 2, ..., m'_m$ with

$$\frac{1}{n} \log_2 N_i < H_{P_{A_i}}(A) - \delta,$$

and

$$\frac{1}{n} \log_2 M_{ij} < H_{P_{A_i}P_{B_j|A_i}}(B|A) - \delta,$$

where

$$\delta \triangleq \frac{2}{n} \left[ |A|^2 |B|^2 \log_2(n + 1) + \log_2 m_n + \log_2 \left( \max_i m'_m \right) + \log_2 12 \right],$$

there exist $m_n$ disjoint subsets

$$\Omega_i = \left\{ a_p^{(i)} \right\}_{p=1}^{N_i} \subseteq T_{A_i} \triangleq T_{P_{A_i}}$$

such that

$$|T_{V_{A'}|A}(a_p^{(i)}) \cap \Omega_k| \leq N_k 2^{-n \left[ I_{P_{A_i}V_{A'}|A}(A;A') - \delta \right]},$$

for every $i, k, p$ and $V_{A'}|A \in \mathcal{P}_n(\mathcal{A}|\mathcal{A})$, with the exception of the case when both $i = k$ and $V_{A'}|A$ is the conditional distribution such that $V_{A'}|A(a'|a)$ is 1 if $a' = a$ and 0 otherwise; furthermore, for every $a_p^{(i)} \in \Omega_i$ and every $i$, there exist $m'_m$ disjoint subsets

$$\Omega_{ij}(a_p^{(i)}) = \left\{ (a_p^{(i)}, b_p^{(j)}) \right\}_{q=1}^{M_{ij}}$$
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such that \( b^{(j)}_{p,q} \in T_{B_j|A_i}(a^{(i)}_p) \triangleq T_{P_{B_j|A_i}}(a^{(i)}_p) \) and

\[
|T_{V'A'|AB}(a^{(i)}_p, b^{(j)}_{p,q}) \bigcap \bigcup_{p'=1}^{N_k} \Omega_{kl}(a^{(k)}_{p'})| \leq N_k M_{kl} 2^{-n} \left[ I_{P_{A_i B_j} V'A'|AB}(A,B';A',B') - \delta \right],
\]  
(3.5)

\[
|T_{V'A'|AB}(a^{(i)}_p, b^{(j)}_{p,q}) \bigcap \bigcup_{p'=1}^{N_i} \Omega_{il}(a^{(i)}_{p'})| \leq M_{il} 2^{-n} \left[ I_{P_{A_i B_j} V'A'|AB}(B;B'|A) - \delta \right],
\]  
(3.6)

for any \( i,j,k,l,p,q \) and \( V_{A'B'|AB} \in \mathcal{P}_n(\mathcal{A} \times \mathcal{B}|\mathcal{A} \times \mathcal{B}) \), with the exception of the case when both \( i = k, j = l \) and \( V_{A'B'|AB} \) is the conditional distribution such that \( V_{A'B'|AB}(a',b'|a,b) \) is 1 if \( (a',b') = (a,b) \) and 0 otherwise.

Figure 3.1: A graphical illustration of the (2-dimensional) joint type packing lemma. There exist disjoint subsets \( \Omega_{ij} \)'s with bounded cardinalities in the “2-dimensional” space \( \mathcal{A}^n \times \mathcal{B}^n \) such that for any \( (a, b) \in \Omega_{ij} \) (say, \( (a, b) \in \Omega_{1,1} \)), the conditional type class \( T_{V_{A'B'|AB}}(a,b) \) is “almost disjoint” with these subsets \( \Omega_{k,l} \)'s, provided that \( V_{A'B'|AB} \) is not the conditional distribution such that \( V_{A'B'|AB}(a',b'|a,b) = 1 \) if \( (a',b') = (a,b) \) and 0 otherwise.
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We remark that the assertion of (3.4) is Csiszár’s type packing lemma [30, Theorem 5] for a single-letter type setting. Roughly and intuitively, if \((a, b)\) is a pair of transmitted codewords, then the possible sequences decoded as \((a, b)\) can be seen as elements in the “sphere” \(T_{V_A'Y|AB}(a, b)\) “centered” at \((a, b)\) for some \(V_A'Y|AB\). The packing lemma states that there exist disjoint sets \(\Omega_{kl} = \bigcup_{p' = 1}^{N_k} \Omega_{kl}(a^{(k)}_{p'})\) with bounded cardinalities such that the size of the intersection between the sphere \(T_{V_A'Y|AB}(a, b)\) for every \((a, b) \in \Omega_{ij}\) and every set \(\Omega_{kl}\) is “exponentially small” compared with the size of each \(\Omega_{kl}\); see Fig. 3.1. So the packing lemma can be used to prove the existence of good codes that have an exponentially small probability of error.

Note also that the above extended packing lemma is analogous to, but different from the one introduced by Körner and Sgarro [60], which is used to prove a lower bound for the asymmetric broadcast channel coding exponent. Lemma 3.2 here is used for the JSCC problem.

**Proof of Lemma 3.2:** Although the result (3.4) of Lemma 3.2 was already shown in [30], we include its proof here since we need to show that (3.4) holds simultaneously with (3.5) and (3.6). We employ a random selection argument as used in [30]. For each \(i = 1, 2, ..., m\), we randomly generate a set of \(2N_i\) sequences (according to a uniform distribution) from the type class \(T_{A_i} = T_{P_{A_i}}\), \(C_i \triangleq \{a^{(i)}_1, a^{(i)}_2, ..., a^{(i)}_{2N_i}\} \subseteq T_{A_i}\), i.e., each \(a^{(i)}_p\) is randomly drawn from the type class \(T_{A_i}\) with probability \(1/|T_{A_i}|\), \(p = 1, 2, ..., 2N_i\). Each set has \(2N_i\) elements rather than \(N_i\) because an expurgate operation will be performed later. Also, we denote the set \(C^p_i \triangleq C_i / \{a^{(i)}_p\}\).

Now for each \(i\) with associated \(j = j(i) = 1, 2, ..., m'_i\), we randomly generate \(4N_iM_{ij}\) sequences (according to a uniform distribution)

\[
\{b^{(j)}_{11}, b^{(j)}_{12}, ..., b^{(j)}_{1,2M_{ij}}, b^{(j)}_{21}, b^{(j)}_{22}, ..., b^{(j)}_{2,2M_{ij}}, ..., b^{(j)}_{2N_i,1}, b^{(j)}_{2N_i,2}, ..., b^{(j)}_{2N_i,2M_{ij}}\}
\]

such that the set

\[
C_{ij} \triangleq \left\{(a^{(i)}_1, b^{(j)}_{11}), (a^{(i)}_1, b^{(j)}_{12}), ..., (a^{(i)}_1, b^{(j)}_{1,2M_{ij}}), (a^{(i)}_2, b^{(j)}_{21}), (a^{(i)}_2, b^{(j)}_{22}), ..., (a^{(i)}_2, b^{(j)}_{2,2M_{ij}}), \right\}
\]
In other words, each \( b^{(j)}_{p,q} \) is drawn from \( T_{B_j|A_i} \( a_p^{(i)} \) with probability \( 1/|T_{B_j|A_i} \( a_p^{(i)} \)|, \( q = 1, 2, ..., M_{ij} \), and hence each pair \( \( a_p^{(i)}, b^{(j)}_{p,q} \) \) is drawn from \( T_{A,B_j} \) with probability \( 1/|T_{A,B_j}| \). Furthermore, we denote the set \( C_{ij}^p = C_{ij}/\{ \( a_p^{(i)}, b^{(j)}_{p,q} \) \} \). For any \( 1 \leq i, k \leq m_n, 1 \leq j \leq m'_in \) and \( 1 \leq l \leq m'_{kn} \), define

\[
V_{i,k} \triangleq \left\{ V_{A'|A} \in P_n(A|P_{A_i}) : \sum_{a \in A} P_{A_i}(a)V_{A'|A}(a'|a) = P_{A_k}(a') \right\}
\]

and

\[
V_{ij,kl} \triangleq \left\{ V_{A'B'|AB} \in P_n(A \times B|P_{A_i}B_j) : \right. \\
\left. \sum_{(a,b) \in A \times B} P_{A_i}B_j(a,b)V_{A'B'|AB}(a',b'|a,b) = P_{A_k}B_l(a',b') \right\}
\]

Based on the above set-up, the following inequalities hold.

1. For any \((i,j) \neq (k,l)\) and any \( V_{A'B'|AB} \in V_{ij,kl} \),

\[
\begin{align*}
E \left| T_{V_{A'|A}} \left( a_p^{(i)}, b^{(j)}_{p,q} \right) \right. \\
\left. \cap C_{kl} \right| \\
\leq E \left\{ (p',q') : \left( a_p^{(i)}, b^{(j)}_{p,q} \right) \in T_{V_{A'|A}} \left( a_p^{(i)}, b^{(j)}_{p,q} \right) \right\} \\
= 4N_kM_{kl}Pr\left\{ \left( a_1^{(k)}, b_{1,1}^{(l)} \right) \in T_{V_{A'|A}} \left( a_p^{(i)}, b^{(j)}_{p,q} \right) \right\} \\
= 4N_kM_{kl} \frac{|T_{V_{A'|A}} \left( a_p^{(i)}, b^{(j)}_{p,q} \right)|}{|T_{A_k}B_l|} \\
\leq 4N_kM_{kl}(n + 1)^{|A||B|}2^{-nI_{A_i}B_j}V_{A'B'|AB}(A',B'|A,B), \tag{3.7}
\end{align*}
\]

where the above expectation and probability are taken over the uniform distribution

\[
\tilde{P}_{k,l} \left( a_p^{(k)}, b_{p',q'}^{(l)} \right) \triangleq \frac{1}{|T_{A_k}B_l|} \\
\forall \; 1 \leq k \leq m_n, \; 1 \leq l \leq m'_{kn}, \; 1 \leq p' \leq N_k, \; 1 \leq q' \leq M_{kl}, \tag{3.8}
\]

and (3.7) follows from the basic facts (Lemma 3.1) that

\[
\left| T_{V_{A'B'|AB}} \left( a_p^{(i)}, b^{(j)}_{p,q} \right) \right| \leq 2^nI_{A_i}B_jV_{A'B'|AB}(A',B'|A,B)
\]
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and that

$$|T_{AkB_l}| \geq (n + 1)^{-|A||B|} 2^{nH_{P_{AkB_l}}(A', B')} ,$$

noting that the marginal distribution of $P_{A_iB_j} V_{A'B'|AB}$ for RV's $(A', B')$ is $P_{AkB_l}$.

2. For any $(i, j) = (k, l)$ and any $V_{A'B'|AB} \in \mathcal{V}_{ij, ij}$, likewise,

$$E \left| T_{V_{A'B'|AB}} \left( a_p^{(i)}, b_{p,q}^{(j)} \right) \cap C_{il} \right| \leq 4N_i M_{ij} (n + 1)^{|A||B|} 2^{-nI_{P_{AkB_j}} V_{A'B'|AB}(A', B'; A, B)},$$

where the expectation is taken over the uniform distribution $\hat{P}_{i,l}$ defined by (3.8).

3. For any $i$ and $j \neq l$, and any $V_{AB'|AB} \in \mathcal{V}_{ij, il}$, similarly we have

$$E \left| T_{V_{A'B'|AB}} \left( a_p^{(i)}, b_{p,q}^{(j)} \right) \cap C_{il} \right| \leq 4N_i M_{il} (n + 1)^{|A||B|} 2^{-nI_{P_{AkB_j}} V_{AB'|AB}(B'; B|A)} .$$

Using the identity

$$I_{P_{AkB_j}} V_{AB'|AB}(A, B'; A, B) = H_{P_{Ak}}(A) + I_{P_{AkB_j}} V_{AB'|AB}(B'; B|A)$$

and assumption (3.2)

$$\frac{1}{n} \log_2 N_i < H_{P_{Ak}}(A) - \delta ,$$

we obtain another bound

$$E \left| T_{V_{A'B'|AB}} \left( a_p^{(i)}, b_{p,q}^{(j)} \right) \cap C_{il} \right| \leq 4M_{il} (n + 1)^{|A||B|} 2^{-nI_{P_{AkB_j}} V_{A'B'|AB}(B'; B|A)},$$

(3.10)

where the expectation is taken over the uniform distribution $\hat{P}_{i,l}$.

4. For any $i$ and $j = l$, and any $V_{A'B'|AB} \in \mathcal{V}_{ij, il}$, likewise,

$$E \left| T_{V_{A'B'|AB}} \left( a_p^{(i)}, b_{p,q}^{(j)} \right) \cap C_{il} \right| \leq 4M_{ij} (n + 1)^{|A||B|} 2^{-nI_{P_{AkB_j}} V_{A'B'|AB}(B'; B|A)},$$

(3.11)

where the expectation is taken over the uniform distribution $\hat{P}_{i,j}$.

5. For any $i \neq k$ and any $V_{A'|A} \in \mathcal{V}_{i, k}$,

$$E \left| T_{V_{A'|A}} \left( a_p^{(i)} \right) \cap C_k \right| \leq E \left| \left\{ p' : a_p^{(k)} \in T_{V_{A'|A}} \left( a_p^{(i)} \right) \right\} \right|$$

$$= 2N_k \Pr \left\{ a_1^{(i)} \in T_{V_{A'|A}} \left( a_p^{(i)} \right) \right\}$$

$$= 2N_k \frac{|T_{V_{A'|A}} \left( a_p^{(i)} \right)|}{|T_{Ak}|}$$

$$\leq 2N_k (n + 1)^{-|A|} 2^{-nI_{P_{Ak}} V_{A'|A}(A'; A)},$$

(3.12)
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where the above expectation and probability are taken over the uniform distribution

$$\widetilde{P}_k(a_p^{(k)}) \triangleq \frac{1}{|T_{A_k}|}, \quad \forall \quad 1 \leq k \leq m_n, \quad 1 \leq p' \leq N_k,$$

and (3.12) follows from the basic facts (Lemma 3.1) that

$$|T_{V_{A_k}|A} (a_1^{(i)})| \leq 2^{-2^H_{P_{A_k}V_{A'}|A}(A'|A)}$$

and that

$$|T_{A_k}| \geq (n + 1)^{|A|} 2^{-2^H_{P_{A_k}V_{A'}|A}(A')}$$

noting that the marginal distribution of $P_{A_k}V_{A'}|A$ for the RV $A'$ is $P_{A_k}$.

6. For any $i = k$ and any $V_{A'|A} \in \mathcal{V}_{i,k}$, likewise,

$$\mathbb{E} \left| T_{V_{A'|A}} (a_p^{(i)} \bigcap C_{p'}^{i,j}) \right| \leq 2N_k (n + 1)^{-|A|} 2^{-n_{P_{A_k}V_{A'}|A}(A'|A)},$$

where the expectation is taken over the uniform distribution $\widetilde{P}_i$ defined in (3.13).

Note also if $V_{A'B'|AB} \notin \mathcal{V}_{ij,k}$

$$\left| T_{V_{A'B'|AB}} (a_p^{(i)}, b_{p,q}^{(j)}) \bigcap C_{kl}^{ij} \right| = 0,$$

and if $V_{A'B'|AB} \notin \mathcal{V}_{ij,ij}$

$$\left| T_{V_{A'B'|AB}} (a_p^{(i)}, b_{p,q}^{(j)}) \bigcap C_{pq}^{ij} \right| = 0.$$

Therefore, it follows from (3.7) and (3.9) that for any $V_{A'B'|AB} \in \mathcal{P}_n(A \times B|A \times B)$,

$$\mathbb{E} \left| T_{V_{A'B'|AB}} (a_p^{(i)}), x_{p,q}^{(j)} \bigcap C_{kl}^{ij} \right| \leq \sum_{(k,l)\neq (i,j)} \mathbb{E} \left| T_{V_{A'B'|AB}} (a_p^{(i)}, b_{p,q}^{(j)}) \bigcap C_{kl}^{ij} \right| \leq m_n (\max_i m_{i,m}) (n + 1)^{|A|B|} 2^{-n_{P_{A,B}V_{A'B'|AB}(A',B'|A)}},$$

Taking the sum over all $V_{A'B'|AB} \in \mathcal{P}_n(A \times B|A \times B)$, and using the fact (Lemma 3.1)

$$|\mathcal{P}_n(A \times B|A \times B)| \leq (n + 1)^{|A||B|}$$

and $|A|^2|B|^2 + |A||B| \leq 2|A|^2|B|^2$, we obtain

$$\mathbb{E} S_{ij}^{pq} \leq (n + 1)^2|A||B| \sum_i m_{i,m} (\max_i m_{i,m})$$
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where

\[ S_{pq}^{ij} \triangleq \sum_{V_{A'B'}|AB} 2^{nI_{PA'_iB'_j}V_{A'B'|AB}(A',B';A,B)} \times \left[ \begin{array}{c} \frac{\sum_{(k,l) \neq (i,j)} T_{V_{A'B'|AB}} \left( a_p^{(i)}, b_p^{(j)} \right) \cap C_{kl}}{4N_k M_{kl}} \end{array} \right] \]
Therefore, there exists at least a selection of these sets \( \{ \widehat{C}_i \}_{i=1}^{m_n} \) and \( \{ \widehat{C}_{ij} \}_{i=1,j=1}^{m_{n,m}} \) such that
\[
\sum_{i=1}^{m_n} \sum_{j=1}^{m_{n,m}} \frac{1}{4N_i M_{ij}} \sum_{p=1}^{2N_x} \sum_{q=1}^{2M_{ij}} \left( S_{ij}^{pq} + K_{ij}^{pq} + L_{ij}^{pq} \right) \leq 3(n + 1)^{|A| + |B|} m_n^2 \left( \max_i m_{\text{in}}' \right)^2,
\]
which implies that for all \( i = 1, 2, \ldots, m_n \) and \( j = 1, 2, \ldots, m_{\text{in}}' \) the following is satisfied
\[
\frac{1}{4N_i M_{ij}} \sum_{p=1}^{2N_x} \sum_{q=1}^{2M_{ij}} \left( S_{ij}^{pq} + K_{ij}^{pq} + L_{ij}^{pq} \right) \leq 3(n + 1)^{|A| + |B|} m_n^2 \left( \max_i m_{\text{in}}' \right)^2.
\]
We next proceed the proof with an expurgation argument. Without loss of generality, we assume
\[
\frac{1}{2M_{ij}} \sum_{q=1}^{2M_{ij}} \left( S_{ij}^{1q} + K_{ij}^{1q} + L_{ij}^{1q} \right) \leq \frac{1}{2M_{ij}} \sum_{q=1}^{2M_{ij}} \left( S_{ij}^{2q} + K_{ij}^{2q} + L_{ij}^{2q} \right) \leq \cdots \leq \frac{1}{2M_{ij}} \sum_{q=1}^{2M_{ij}} \left( S_{ij}^{2N_i,q} + K_{ij}^{2N_i,q} + L_{ij}^{2N_i,q} \right),
\]
then we must have, for every \( 1 \leq p \leq N_i \),
\[
\frac{1}{2M_{ij}} \sum_{q=1}^{2M_{ij}} S_{ij}^{pq} + K_{ij}^{pq} + L_{ij}^{pq} \leq 6(n + 1)^{|A| + |B|} m_n^2 \left( \max_i m_{\text{in}}' \right)^2.
\]
Similarly, suppose for each \( p = 1, 2, \ldots, N_i \),
\[
S_{ij}^{p1} + K_{ij}^{p1} + L_{ij}^{p1} \leq S_{ij}^{p2} + K_{ij}^{p2} + L_{ij}^{p2} \leq \cdots \leq S_{ij}^{p2M_{ij}} + K_{ij}^{p2M_{ij}} + L_{ij}^{p2M_{ij}},
\]
the above implies that for each \( p = 1, 2, \ldots, N_i \) and each \( q = 1, 2, \ldots, M_{ij} \),
\[
S_{ij}^{pq} + K_{ij}^{pq} + L_{ij}^{pq} \leq 12(n + 1)^{|A| + |B|} m_n^2 \left( \max_i m_{\text{in}}' \right)^2.
\]
We now let for \( i = 1, 2, \ldots, m_n, \ p = 1, 2, \ldots, N_i, \ \Omega_i \triangleq \{ a_1^{(i)}, a_2^{(i)}, \ldots, a_{N_i}^{(i)} \} \subseteq \widehat{C}_i, \ \Omega_i^p \triangleq \Omega_i / \{ a_p^{(i)} \} \subseteq \widehat{C}_i^p \) and for \( j = 1, 2, \ldots, m_{\text{in}}', \ q = 1, 2, \ldots, M_{ij} \), let \( \Omega_{ij}(a_p^{(i)}) = \{(a_p^{(i)}, b_p^{(j)})\}_{j=1}^{M_{ij}} \) such that
\[
\Omega_{ij} \triangleq \bigcup_{p=1}^{N_i} \Omega_{ij}(a_p^{(i)}) = \left\{ \left( a_1^{(i)}, b_1^{(j)} \right), \left( a_2^{(i)}, b_2^{(j)} \right), \ldots, \left( a_1^{(i)}, b_1^{(j)} \right), \left( a_2^{(i)}, b_2^{(j)} \right), \ldots, \left( a_2^{(i)}, b_2^{(j)} \right), \ldots \right\} \subseteq \widehat{C}_{ij},
\]
\[
\left( a_1^{(i)}, b_1^{(j)} \right), \left( a_2^{(i)}, b_2^{(j)} \right), \ldots, \left( a_{N_i}^{(i)}, b_{N_i,1}^{(j)} \right) \subseteq \widehat{C}_{ij},
\]
and denote also \( \Omega_{pq}^{ij} \triangleq \Omega_{ij}/\{(a_p^{(i)}, b_{p,q}^{(j)})\} \subseteq \tilde{\Omega}_{pq}^{ij} \). Immediately, it follows from (3.21) that for every \( i = 1, 2, ..., m_n, j = 1, 2, ..., m_{n}'_{m_l}, k = 1, 2, ..., m_n, l = 1, 2, ..., m_{kn}'_l, p = 1, 2, ..., N_i, q = 1, 2, ..., M_{ij}, \) and every \( V_{A'B'|AB} \in \mathcal{P}_n(\mathcal{A} \times \mathcal{B} \times \mathcal{A} \times \mathcal{B}) \) and \( V_{A'|A} \in \mathcal{P}_n(\mathcal{A}|\mathcal{A}) \)

\[
\begin{align*}
\frac{|T_{V_{A'B'|AB}}(a_p^{(i)}, b_{p,q}^{(j)}) \cap \Omega_{kl}|}{N_k M_{kl}} & \leq 2^{-n} [I_{P_{A_iB_j}V_{A'B'|AB}}(A', B'; A, B) - \delta], \quad (k, l) \neq (i, j), & (3.22) \\
\frac{|T_{V_{A'B'|AB}}(a_p^{(i)}, b_{p,q}^{(j)}) \cap \Omega_{pq}|}{N_i M_{ij}} & \leq 2^{-n} [I_{P_{A_iB_j}V_{A'B'|AB}}(A', B'; A, B) - \delta], & (3.23) \\
\frac{|T_{V_{A'B'|AB}}(a_p^{(i)}, b_{p,q}^{(j)}) \cap \Omega_{ij}|}{M_i} & \leq 2^{-n} [I_{P_{A_iB_j}V_{A'B'|AB}}(B'; B| A) - \delta], \quad l \neq j, & (3.24) \\
\frac{|T_{V_{A'|A}}(a_p^{(i)}) \cap \Omega_k|}{N_k} & \leq 2^{-n} [I_{P_{A_i}V_{A'|A}}(A'; A) - \delta], \quad k \neq i, & (3.26) \\
\frac{|T_{V_{A'|A}}(a_p^{(i)}) \cap \Omega_{i}^p|}{N_i} & \leq 2^{-n} [I_{P_{A_i}V_{A'|A}}(A'; A) - \delta], & (3.27)
\end{align*}
\]

where

\[ \delta = \frac{2}{n} \left[ |A|^2 |B|^2 \log_2 (n + 1) + \log_2 m_n + \log_2 (\max_i m_{i,n}') + \log_2 12 \right]. \]

Now we proved the existence of the sets \( \Omega_i \) and \( \Omega_{ij} \) with elements selected uniformly from each \( T_{A_i} \) and \( T_{A_iB_j} \) satisfying the inequalities (3.22)–(3.27) for any \( V_{A'|A} \) and \( V_{A'B'|AB} \). It remains to show that these sets are disjoint and have distinct elements provided assumptions (3.2) and (3.3). Indeed, since (3.26) and (3.27) hold for every \( V_{A'|A} \in \mathcal{P}_n(\mathcal{A}|\mathcal{A}) \), they of course hold when \( V_{A'|A} \) is a conditional distribution such that \( V_{A'|A}(a'| a) \) is 1 if \( a' = a \) and 0 otherwise. It then follows from (3.2)

\[
\frac{1}{n} \log_2 N_i < H_{P_{A_i}}(A) - \delta = I_{P_{A_i}V_{A'|A}}(A'; A) - \delta
\]

that \( |T_{V_{A'|A}}(a_p^{(i)}) \cap \Omega_k| = \left| \{a_p^{(i)}\} \cap \Omega_k \right| < 1 \) or equivalently, \( \left| \{a_p^{(i)}\} \cap \Omega_k \right| = 0 \), which means any elements in \( \Omega_i \) does not belong to \( \Omega_k \) for \( i \neq k \), i.e., \( \Omega_i \) and \( \Omega_k \) are disjoint. Likewise, using assumption (3.2) in (3.27), we see that

\[
|T_{V_{A'|A}}(a_p^{(i)}) \cap \Omega_i^p| = \left| \{a_p^{(i)}\} \cap \Omega_i^p \right| = 0,
\]
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which means that $\Omega_i$ has $N_i$ disjoint elements. Similarly, setting $V_{A'B'|AB}$ be the conditional distribution such that $V_{A'B'|AB}(a', b'|a, b)$ is 1 if $a' = a$, $b' = b$ and 0 otherwise, and using (3.3)

$$\frac{1}{n} \log_2 M_{ij} < H_{P_{A_i}P_{B_j}|A_i}(B|A) - \delta,$$

we see that for any $a_p^{(i)} \in \Omega_i$, $\Omega_{ij}(a_p^{(i)})$’s are disjoint and the elements in $\Omega_{ij}(a_p^{(i)})$ are all distinct, i.e., $|\Omega_{ij}(a_p^{(i)})| = M_{ij}$ for every $a^{(i)} \in \Omega_i$. Finally, when $V_{A'|A}$ is not the conditional distribution such that $V_{A'|A}(a'|a)$ is 1 if $a' = a$ and 0 otherwise, we can write (3.26) and (3.27) in the same way as (3.4), and when $V_{A'B'|AB}$ is not the conditional distribution such that $V_{A'B'|AB}(a', b'|a, b)$ is 1 if $a' = a$, $b' = b$ and 0 otherwise, we can write (3.22)–(3.23) as (3.5), and write (3.24)–(3.25) as (3.6), since

$$|T_{V_{A'|A}}(a_p^{(i)}) \cap \Omega_p^i| = |T_{V_{A'|A}}(a_p^{(i)}) \cap \Omega_p|,$$

$$|T_{V_{A'B'|AB}}(a_p^{(i)}, b_p^{(j)}) \cap \Omega_p^{pq}| = |T_{V_{A'B'|AB}}(a_p^{(i)}, b_p^{(j)}) \cap \Omega_{ij}|,$$

$$|T_{V_{A'B'|AB}}(a_p^{(i)}, b_p^{(j)}) \cap \Omega_p^{pq}| = |T_{V_{A'B'|AB}}(a_p^{(i)}, b_p^{(j)}) \cap \Omega_{ij}|.$$
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3.3.1 Gaussian-Type Classes

In [6, Sec. VI. A], a continuous-alphabet analog to the method of types was studied for the MGS by introducing the notion of Gaussian-type classes. Given $\sigma^2 > 0$ and $\epsilon \in (0, \sigma^2)$, the Gaussian-type class, denoted by $\mathbb{T}^\epsilon(\sigma^2)$, is the set of all $k$-length sequences $s \in \mathbb{R}^k$ such that

$$|s^t s - k\sigma^2| \leq k\epsilon,$$

where $t$ is the transpose operation. A typical 2-dimensional Gaussian-type class with $\sigma^2 = 5$ and $\epsilon = 1$ is a ring and is shown in Fig. 3.2 (a). Based on a sequence of (appropriate) positive parameters $\{\sigma^2_i\}_{i=1}^\infty$, say $\sigma^2_1 = 5$ and $\sigma^2_i = \sigma^2_{i-1} + 2$ for $i \geq 2$, the Euclidean space $\mathbb{R}^k$, say $k = 2$, can be partitioned using the sequence of rings given by (3.28) together with the disc $\{s : s^t s \leq k\epsilon\}$; see Fig. 3.2 (b). Like the discrete type classes, the size (which is volume here) of a particular Gaussian-type class grows exponentially with the dimension $k$, and the probability of each type class defined by (3.28) under a zero-mean Gaussian distribution decays exponentially in $k$; see the following lemma.
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Figure 3.2: (a) A typical Gaussian-type class with $k = 2$, $\sigma^2 = 5$, $\epsilon = 1$; (b) $\mathbb{R}^2$ is partitioned by a sequence of Gaussian-type classes.
Lemma 3.3  [6] Let $\text{Vol}(A) \triangleq \int_{s \in A} ds$ be the volume of set $A$. For any $\hat{\sigma}_S^2 > \epsilon > 0$, we have

$$\left(1 - \frac{2\hat{\sigma}_S^4}{k\epsilon^2}\right) \left[2\pi \hat{\sigma}_S^2 e^{1 - \frac{1}{\hat{\sigma}_S^2}}\right]^{k/2} \leq \text{Vol}\{\mathbb{T}^e(\hat{\sigma}^2)\} \leq [2\pi e(\hat{\sigma}^2 + \epsilon)]^{k/2}. \quad (3.29)$$

Furthermore, let $Q_S \sim N(0, \sigma_S^2)$ be a Gaussian distribution with mean zero and variance $\sigma_S^2$. Then

$$\left(1 - \frac{2\hat{\sigma}_S^4}{k\epsilon^2}\right) \exp\left\{-k \left(D(Q_S \parallel Q_S) + \zeta_0(\epsilon)\right)\right\} \leq Q_S^{(k)} \left(\mathbb{T}^e(\hat{\sigma}_S^2)\right) \leq \exp\left\{-k \left(D(\hat{Q}_S \parallel Q_S) + \zeta_1(\epsilon)\right)\right\}, \quad (3.30)$$

where $\hat{Q}_S \sim N(0, \hat{\sigma}_S^2)$,

$$D(\hat{Q}_S \parallel Q_S) = \frac{1}{2} \left(\frac{\hat{\sigma}_S^2}{\sigma_S^2} - \ln \frac{\hat{\sigma}_S^2}{\sigma_S^2} - 1\right) \quad (3.31)$$

is the Kullback-Leibler divergence between the two Gaussian distributions $\hat{Q}_S$ and $Q_S$.

$$\zeta_0(\epsilon) = \frac{1}{2} \left(\frac{\epsilon}{\sigma_S^2} + \frac{\epsilon}{\hat{\sigma}_S^2}\right),$$

and

$$\zeta_1(\epsilon) = -\frac{\epsilon}{\sigma_S^2} - \ln \left(1 + \frac{\epsilon}{\hat{\sigma}_S^2}\right).$$

Remak 3.1 Since the exponentially vanishing probability $Q_S^{(k)} \left(\mathbb{T}^e(\hat{\sigma}_S^2)\right)$ does not hold in general, the Gaussian-type class can only be applied to MGS’s.

Proof: Consider an auxiliary zero-mean Gaussian distribution with variance $\hat{\sigma}_S^2 + \epsilon$. Then the upper bound of $\text{Vol}\{\mathbb{T}^e(\hat{\sigma}^2)\}$ follows from

$$1 \geq \int_{\{s:|s| \leq k\hat{\sigma}_S^2\}} \frac{1}{\sqrt{2\pi \hat{\sigma}_S^2 e^{k(\hat{\sigma}_S^2 + \epsilon)}}} e^{-\frac{s^4}{2(\hat{\sigma}_S^2 + \epsilon)}} ds$$

$$\geq \int_{\{s:|s| \leq k\hat{\sigma}_S^2\}} \frac{1}{\sqrt{2\pi \hat{\sigma}_S^2 e^{k(\hat{\sigma}_S^2 + \epsilon)}}} e^{\frac{k(\hat{\sigma}_S^2 + \epsilon)}{2(\hat{\sigma}_S^2 + \epsilon)}} ds$$

$$= \frac{1}{(2\pi e(\hat{\sigma}_S^2 + \epsilon))^{k/2}} \text{Vol}\{\mathbb{T}^e(\hat{\sigma}_S^2)\}. $$
To lower bound the volume, consider an auxiliary MGS $\tilde{Q}_S \sim \mathcal{N}(0, \tilde{\sigma}_S^2)$ with $k$-tuple distribution

$$
\tilde{Q}_S^{(k)}(s) = \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{s^2}{2\tilde{\sigma}_S^2}}.
$$

Based on $\tilde{Q}_S$, we can bound the probability

$$
\tilde{Q}_S^{(k)}(T^e(\tilde{\sigma}_S^2)) = \int \{s \mid s^t s - k \bar{s}_S^2 \leq k \epsilon \} \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{k}{2\tilde{\sigma}_S^2}} ds \\
\leq \int \{s \mid s^t s - k \bar{s}_S^2 \leq k \epsilon \} \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{k(\bar{s}_S^2 - \epsilon)}{2\tilde{\sigma}_S^2}} ds \\
= \left[ \frac{1}{2\pi \tilde{\sigma}_S^2 e^{\frac{1}{\tilde{\sigma}_S^2}}} \right]^{k/2} \text{Vol}\{T^e(\tilde{\sigma}_S^2)\}.
$$

(3.32)

On the other hand, we can upper bound

$$
1 - \tilde{Q}_S^{(k)}(T^e(\tilde{\sigma}_S^2)) = \tilde{Q}_S^{(k)}(\left\{ \frac{1}{k} s^t s - \tilde{\sigma}_S^2 > \epsilon \right\}) \\
\leq \frac{2\tilde{\sigma}_S^4}{k \epsilon^2},
$$

(3.33)

where the inequality follows from the Chebychev inequality by noting that $\mathbb{E}[s_t^2] = \tilde{\sigma}_S^2$.

Plugging (3.33) into (3.32) yields the left inequality in (3.29). Similarly, (3.30) follows from

$$
Q_S^{(k)}(T^e(\tilde{\sigma}_S^2)) = \int \{s \mid s^t s - k \bar{s}_S^2 \leq k \epsilon \} \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{k}{2\tilde{\sigma}_S^2}} ds \\
\leq \int \{s \mid s^t s - k \bar{s}_S^2 \leq k \epsilon \} \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{k(\bar{s}_S^2 - \epsilon)}{2\tilde{\sigma}_S^2}} ds \\
\leq e^{-\frac{k}{2\tilde{\sigma}_S^2} \left[ e(\bar{s}_S^2 + \epsilon) \right]} \left[ \frac{\bar{s}_S^2}{\tilde{\sigma}_S^2} \right]^{k/2}
$$

(3.34)

and

$$
Q_S^{(k)}(T^e(\tilde{\sigma}_S^2)) = \int \{s \mid s^t s - k \bar{s}_S^2 \leq k \epsilon \} \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{k}{2\tilde{\sigma}_S^2}} ds \\
\geq \int \{s \mid s^t s - k \bar{s}_S^2 \leq k \epsilon \} \frac{1}{[2\pi \tilde{\sigma}_S^2]^{k/2}} e^{-\frac{k(\bar{s}_S^2 + \epsilon)}{2\tilde{\sigma}_S^2}} ds \\
\geq e^{-\frac{k}{2\tilde{\sigma}_S^2} \left[ 1 - \frac{2\tilde{\sigma}_S^4}{k \epsilon^2} \right] \left[ \frac{\bar{s}_S^2}{\tilde{\sigma}_S^2} e^{\frac{1}{\tilde{\sigma}_S^2}} \right]^{k/2}}
$$

(3.35)
where (3.34) and (3.35) follow from (3.29).

### 3.3.2 Laplacian-Type Classes

Of course, in addition to (3.28), there are other ways to partition the whole Euclidean space $\mathbb{R}^k$. For given $\alpha > 0$ and $0 < \epsilon < \alpha$, we define a Laplacian-type class $T^\epsilon(\alpha)$ by the set of all $k$-vectors $s \in \mathbb{R}^k$ such that $\left| \sum_{i=1}^k |s_i| - k\alpha \right| \leq k\epsilon$, i.e.,

$$T^\epsilon(\alpha) \triangleq \left\{ s : \left| \sum_{i=1}^k |s_i| - k\alpha \right| \leq k\epsilon \right\}.$$  \hspace{1cm} (3.36)

A typical shape of a 2-dimensional Laplacian-type class with $\alpha = 5$ and $\epsilon = 1$ is shown in Fig. 3.3 (a). Based on a sequence of (appropriate) positive parameters $\{\alpha_i\}_{i=1}^\infty$, say $\alpha_1 = 5$ and $\alpha_i = \alpha_{i-1} + 2$ for $i \geq 2$, the Euclidean space $\mathbb{R}^k$, say $k = 2$, can be partitioned using the sequence of $T^\epsilon(\alpha)$ together with the rhombus $\left\{ s : \sum_{i=1}^k |s_i| \leq k\epsilon \right\}$; see Fig. 3.3 (b). We can bound the volume of the Laplacian-type class as for the Gaussian-type class. It turns out that the probability of a Laplacian-type class vanishes exponentially under a zero-mean Laplacian distribution. Thus, analogously to the Gaussian-type class, the Laplacian-type class can be used to deal with memoryless Laplacian sources (MLSs).

**Lemma 3.4** For any $\tilde{\alpha} > \epsilon > 0$, we have

$$\left[ 1 - \frac{2\tilde{\alpha}^2}{k\epsilon^2} \right] \left( 2\tilde{\alpha}e^{1-\frac{\epsilon}{\tilde{\alpha}}} \right)^k \leq \text{Vol}\{T^\epsilon(\tilde{\alpha})\} \leq [2\epsilon(\tilde{\alpha} + \epsilon)]^k.$$  \hspace{1cm} (3.37)

Furthermore, let $Q_S \sim \mathcal{L}(0, \alpha)$ be a Laplacian distribution with mean zero and first moment $\alpha$ (or variance $2\alpha^2$ equivalently). Then

$$\left[ 1 - \frac{2\tilde{\alpha}^2}{k\epsilon^2} \right] \exp \left\{ -k \left( D(\tilde{Q}_S \| Q_S) + \zeta_0(\epsilon) \right) \right\} \leq Q_S^{(k)}(T^\epsilon(\tilde{\alpha})) \leq \exp \left\{ -k \left( D(\tilde{Q}_S \| Q_S) + \zeta_2(\epsilon) \right) \right\}$$  \hspace{1cm} (3.38)

where

$$D(\tilde{Q}_S \| Q_S) = \frac{\tilde{\alpha}}{\alpha} - \ln \frac{\tilde{\alpha}}{\alpha} - 1.$$  \hspace{1cm} (3.39)
Figure 3.3: (a) A typical Laplacian-type class with $k = 2$, $\alpha = 5$, $\epsilon = 1$; (b) $\mathbb{R}^2$ is partitioned by a sequence of Laplacian-type classes.

is the Kullback-Leibler divergence between the two Laplaxian distributions $\tilde{Q}_S$ and $Q_S$,

$$\hat{\zeta}_0(\epsilon) = \frac{\epsilon}{\alpha} + \frac{\epsilon}{\tilde{\alpha}},$$

and

$$\zeta_2(\epsilon) = -\frac{\epsilon}{\alpha} - \ln \left(1 + \frac{\epsilon}{\alpha}\right).$$

The proof is similar to the last one and is omitted.

3.4 Type Covering Lemmas for Discrete and Continuous Type Classes

When we transmit an information source over a noisy or noiseless channel with a fidelity criterion, we usually expect that the resulting distortion between the original source sequence and the recovered sequence is less than some distortion threshold, say $\Delta$, with a high probability. To design a code with a small probability of exceeding the distortion $\Delta$, we can employ the “$\Delta$-admissible” quantization approach proposed by Berger [15]. Specifi-
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cally, we first perform vector quantization on each source sequence with quantization error less than $\Delta$, then we transmit these quantized discrete sequences (i.e., quantization cells) and estimate them at the receiver losslessly. The coding scheme will be described in detail in Chapter 8, where we apply it to obtain an upper bound for the probability of excess distortion.

In this section, we address the following quantization problem: how many codewords are needed to ensure that for every source sequence, say $s$ in $\mathcal{S}^k$, there exists a codeword $c$ with distortion less than $\Delta$? In other words, from a geometric point of view, how many $k$-dimensional balls of size $\Delta$ do we need to at least entirely cover the whole source space $\mathcal{S}^k$? When $\mathcal{S}$ is a finite alphabet, this problem is tackled in [15] by the method of types (also cf. [32]). Recalling that the source space $\mathcal{S}^k$ can be partitioned by a polynomial number of different type classes (with respect to $k$), the following type covering lemma states that, for each particular type, exponential number of $\Delta$-size balls (with respect to $k$) are required to cover the type class (see Fig. 3.4).

**Lemma 3.5** (Covering Lemma for Discrete Type Classes [15, 32]) Given $\mu > 0$, for each sufficiently large $k$ depending only on the distortion measure $d(\cdot, \cdot)$ and $\mu$, for every type class there exists a set $\mathcal{C}_{P_S} \subset \mathcal{S}^k$ of size

$$|\mathcal{C}_{P_S}| \leq \exp\{k[R(P_S, \Delta) + \mu]\}$$

such that every sequence $s \in \mathbb{T}_{P_S}$ is contained, for some $c_{P_S} \in \mathcal{C}_{P_S}$, in the ball of size $\Delta$

$$B(c_{P_S}, \Delta) \triangleq \left\{ s : d^{(k)}(s, c_{P_S}) \leq \Delta \right\},$$

where $R(P_S, \Delta)$ is the rate-distortion function of the DMS $P_S$.

When $\mathcal{S} = \mathbb{R}$, we have similar results for the Gaussian-type and Laplacian-type classes. The type covering lemma for Gaussian-type classes is proved in [6]. We only give the proof for the type covering lemma for Laplacian-type classes.
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Figure 3.4: A graphical illustration of the type covering lemma. We need at least \( \approx \exp\{kR(P_S, \Delta)\} \) \( k \)-dimensional balls of size \( \Delta \) to entirely cover the type class \( T_{P_S} \).

**Lemma 3.6 (Covering Lemma for Gaussian-Type Classes [6])** Given \( \sigma^2_S > \Delta \) and \( \mu > 0 \), for sufficiently small \( \epsilon \) and for sufficiently large \( k \), there exists a set \( C \subset \mathbb{R}^k \) of size

\[
|C| \leq \exp\{k[R(P_S, \Delta) + \zeta_3(\epsilon)] + \mu\}
\]

with

\[
\zeta_3(\epsilon) = \frac{1}{2} \ln \frac{\Delta}{(\sqrt{\Delta} - \epsilon)^2 - \epsilon \Delta} \left(1 + 4 \sqrt{\frac{\Delta \Delta}{\sigma^2_S}}\right) + 2\epsilon + 2 \ln \left[1 + \epsilon \left(1 + 4 \sqrt{\frac{\Delta}{\sigma^2_S} - 1}\right)\right]
\]

such that every sequence \( s \in T^c(\sigma^2_S) \) is contained, for some \( c \in C \), in the ball of size \( \Delta \)

\[
B(c, \Delta) \triangleq \left\{ s : \frac{1}{k} \sum_{i=1}^k (s_i - c_i)^2 \leq \Delta \right\},
\]

where \( R(P_S, \Delta) \) is the rate-distortion function of MGS \( P_S \sim \mathcal{N}(0, \sigma^2_S) \).
Lemma 3.7 (Covering Lemma for Laplacian-Type Classes) Given $\alpha > \Delta$ and $\mu > 0$, for sufficiently small $\epsilon$ and for sufficiently large $k$, there exists a set $C \subset \mathbb{R}^k$ of size $|C| \leq \exp\{k[R(P_S, \Delta) + \zeta_4(\epsilon)] + \mu\}$ with

$$\zeta_4(\epsilon) = \ln \frac{\Delta}{\Delta - \epsilon} + \ln \left(1 + \frac{\epsilon}{\alpha - \Delta + \epsilon}\right) + \frac{2\alpha \epsilon}{(\alpha - \Delta + \epsilon)(\Delta - \epsilon)}$$

such that every sequence in $T^\epsilon(\alpha)$ is contained, for some $c \in C$, in the ball (cube)

$$B(c, \Delta) \triangleq \left\{ s : \frac{1}{k} \sum_{i=1}^{k} |s_i - c_i| \leq \Delta \right\}$$

of size $\Delta$, where $R(P_S, \Delta)$ is the rate distortion function of Laplacian source $P_S \sim L(0, \alpha)$.

**Proof:** Before we proceed with the proof, we introduce a “shifted” Laplacian-type class. Given a sequence $s^* = (s_1^* \cdots s_k^*)$, denote

$$T^\epsilon(\alpha | s^*) \triangleq \left\{ s : \frac{1}{k} \sum_{i=1}^{k} |s_i - s_i^*| - k\alpha \leq k\epsilon \right\}.$$

Clearly, $T^\epsilon(\alpha | s^*)$ is a shifted set generated from $T^\epsilon(\alpha)$ and by Lemma 3.4

$$\text{Vol}\{T^\epsilon(\alpha | s^*)\} = \text{Vol}\{T^\epsilon(\alpha)\} \geq \left[1 - \frac{\alpha^2}{k\epsilon^2}\right] \left(2\alpha e^{1 - \frac{\alpha}{\Delta}}\right)^k.$$

We start by assuming that $\alpha \geq \Delta$ since when $\alpha < \Delta$ the type class $T^\epsilon(\alpha)$ is covered by the ball $B(0, \Delta)$ for $\epsilon$ sufficiently small ($\epsilon < \Delta - \alpha$), i.e., for $\alpha < \Delta$ and for $\epsilon < \Delta - \alpha$ there exists a code with size $|C| = 1$ that covers $T^\epsilon(\alpha)$.

Construct a grid $X(\delta)$ of all vectors in the Euclidean space $\mathbb{R}^k$ whose components are integer multiples of $\delta$ for some small $0 < \delta < \Delta$ (we set $\delta = \epsilon$ in the following) and consider the $k$-dimensional balls of size $\delta$, centered at the grid points. Now we randomly (independently) choose $M$ vectors $c^{(1)}, \ldots, c^{(M)}$ in the set $T^\epsilon(\alpha - (\Delta - \delta))$ according to the uniform pdf $P(c) \triangleq 1/\text{Vol}\{T^\epsilon(\alpha - (\Delta - \delta))\}$, where $\xi \triangleq \left[1 + (1 - \frac{\Delta - \delta}{\alpha})^2\right] \epsilon$ and

$$\exp\left\{k[R(P_S, \Delta) + \zeta_4(\epsilon)] + \frac{\mu}{2}\right\} \leq M \leq \exp\{k[R(P_S, \Delta) + \zeta_4(\epsilon)] + \mu\}. \quad (3.40)$$

Define the set $U(\Delta)$ by

$$U(\Delta) = \left\{ s \in T^\epsilon(\alpha) \cap X(\delta) : \frac{1}{k} \sum_{j=1}^{k} |s_j - c_j^{(i)}| > \Delta - \delta, \text{ for all } i = 1, 2, \ldots, M \right\}.$$
where

\[ C \triangleq \{ c^{(1)}, \ldots, c^{(M)} \} \]

of size \( M \) within distortion threshold \( \Delta - \delta \). Now if we can show that \( \mathbb{E}_P|U(\Delta)| < 1 \), where the expectation is taken under the uniform distribution \( P(c) \), then there must exist a code for which \( U(\Delta) \) is empty. For such code \( C \), \( U(\Delta) \) is covered by the union of cubes \( B(c^{(i)}, \Delta - \delta), i = 1, 2, \ldots, M \), which then implies that, \( T^\epsilon(\alpha) \) is entirely covered by the union of cubes \( B(c^{(i)}, \Delta) \). According to the above random selection assumption,

\[
\mathbb{E}_P|U(\Delta)| = \mathbb{E}_P \left\{ \sum_{s \in T^\epsilon(\alpha) \cap X(\delta)} \prod_{i=1}^{M} \mathbb{1} \left( \frac{1}{k} \sum_{j=1}^{k} |s_j - c_j^{(i)}| > \Delta - \delta \right) \right\} 
\]

\[
= \sum_{s \in T^\epsilon(\alpha) \cap X(\delta)} \prod_{i=1}^{M} \left[ 1 - P \left\{ c^{(i)} : \frac{1}{k} \sum_{j=1}^{k} |s_j - c_j^{(i)}| \leq \Delta - \delta \right\} \right]. \quad (3.41)
\]

Now for each \( s \in T^\epsilon(\alpha) \), we consider the auxiliary set \( T^\epsilon \left( D - \frac{D^2}{\alpha} \right) \left( \frac{1 - D^2}{\alpha} \right)^2 s \) where \( D \triangleq \Delta - \delta < \alpha \). It is seen that \( T^\epsilon \left( D - \frac{D^2}{\alpha} \right) \left( \frac{1 - D^2}{\alpha} \right)^2 \subseteq T^\epsilon(\alpha - D) \) since

\[
k \left( 1 - \frac{D}{\alpha} \right)^2 (\alpha + \epsilon) + k \left( D - \frac{D^2}{\alpha} \right) + k\epsilon = k(\alpha - D + \xi)
\]

and

\[
k \left( 1 - \frac{D}{\alpha} \right)^2 (\alpha - \epsilon) - k \left( D - \frac{D^2}{\alpha} \right) - k\epsilon = k(\alpha - D - \xi),
\]

and similarly it can be readily checked that for any \( s \in T^\epsilon(\alpha) \)

\[
T^\epsilon \left( D - \frac{D^2}{\alpha} \right) \left( \frac{1 - D}{\alpha} \right)^2 s \subseteq \left\{ c^{(i)} : \frac{1}{k} \sum_{j=1}^{k} |s_j - c_j^{(i)}| \leq D \right\}.
\]

Since the codewords are distributed uniformly in \( T^\epsilon(\alpha - D) \), applying Lemma 3.4 and recalling that \( \delta = \epsilon \) we have

\[
P \left\{ c^{(i)} : \frac{1}{k} \sum_{j=1}^{k} |s_j - c_j^{(i)}| \leq D \right\} \geq \frac{\text{Vol} \left\{ T^\epsilon \left( D - \frac{D^2}{\alpha} \right) \left( \frac{1 - D^2}{\alpha} \right)^2 s \right\}}{\text{Vol} \left\{ T^\epsilon(\alpha - D) \right\}}
\]

\[
\geq \exp \left\{ -k \left[ \ln \frac{\alpha}{\Delta} + \bar{\zeta}_4(\epsilon) \right] + o(k) \right\}, \quad (3.42)
\]

where

\[
\bar{\zeta}_4(\epsilon) = - \ln \frac{\Delta - \epsilon}{\Delta} + \ln \left( 1 + \frac{\epsilon}{\alpha - D} \right) + \frac{\xi \alpha}{D(\alpha - D)} = \zeta_4(\epsilon)
\]
3.5 Concluding Remarks

In this chapter we established some necessary background on the method of types. We reviewed the properties of classical discrete types and type classes, and we introduced two continuous type classes: the Gaussian-type class and the Laplacian type class. The important feature of the Gaussian-type class (Laplacian-type class) is that the volume of each type class is exponentially large, while the probability of each type class under a Gaussian (Laplacian) product distribution is exponentially small. A generalized joint type packing lemma was developed, which will be used to upper bound the probability of error for coding DMS’s over DMC’s and 2-user asymmetric channels in Chapters 6 and 9, respectively. We also summarized different versions of type covering lemmas, which will be used to bound the size of a quantization codebook in a “Δ-admissible” coding scheme in Chapter 8. We remark that except for the packing lemma and the covering lemma, the method of types will be frequently used throughout Chapters 6–9. Markov types will be further discussed in Chapter 7.
Chapter 4

Conjugate Functions: Fenchel Transforms

In this chapter, we introduce conjugate convex/concave functions and study their applications to source and channel reliability functions. An important duality result, called Fenchel duality theorem, is presented.

In Sections 4.1, we introduce conjugate convex/concave functions (which are also called convex/concave Fenchel transforms, or convex/concave Fenchel-Legendre transforms in the literature) and we present the Fenchel duality theorem regarding the optimization of the sum of two convex (not necessarily differentiable) functions, which will be widely used in the following chapters. In Section 4.2, we recast the source and channel reliability functions introduced in Chapter 2 and derive their conjugate functions. Several pairs of Fenchel transforms are revealed. We finally state concluding remarks in Section 4.3.

4.1 Conjugate Functions and Fenchel Duality Theorem

For any function $f$ defined on $F \subset \mathbb{R}$, define its convex Fenchel transform (conjugate function, Legendre transform 4.1) $f^*$ by

$$f^*(y) \triangleq \sup_{x \in F} [xy - f(x)]$$
and let $F^*$ be the set $\{ y : f^*(y) < \infty \}$. It is easy to see from its definition that $f^*$ is a convex function on $F^*$. Moreover, if $f$ is convex and continuous, then $(f^*)^* = f$. More generally, $f^{**} \leq f$ and $f^{**}$ is the convex hull of $f$, i.e. the largest convex function that is bounded above by $f$ [79, Section 3], [17, Section 7.1].

Similarly, for any function $g$ defined on $G \subset \mathbb{R}$, define its concave Fenchel transform $g_*$ by

$$g_*(y) \triangleq \inf_{x \in G} [xy - g(x)]$$

and let $G_*$ be the set $\{ y : g_*(y) > -\infty \}$. It is easy to see from its definition that $g_*$ is a concave function on $G_*$. Moreover, if $g$ is concave and continuous, then $(g_*)^* = g$. More generally, $g^{**} \geq g$ and $g^{**}$ is the concave hull of $g$, i.e. the smallest concave function that is bounded below by $g$.

**Fenchel Duality Theorem** [65, p. 201] Assume that $f$ and $g$ are, respectively, convex and concave functions on the non-empty intervals $F$ and $G$ in $\mathbb{R}$ and assume that $F \cap G$ has interior points. Suppose further that $\mu = \inf_{x \in F \cap G} [f(x) - g(x)]$ is finite. Then

$$\mu = \inf_{x \in F \cap G} [f(x) - g(x)] = \max_{y \in F^* \cap G_*} [g_*(y) - f^*(y)],$$

where the maximum on the right is achieved by some $y_0 \in F^* \cap G_*$. If the infimum on the left is achieved by some $x_0 \in F \cap G$, then

$$\max_{x \in F} [xy_0 - f(x)] = x_0 y_0 - f(x_0)$$

and

$$\min_{x \in G} [xy_0 - g(x)] = x_0 y_0 - g(x_0).$$

The Fenchel duality theorem will be widely used in the thesis to obtain dual (equivalent) forms of the lower and upper bounds for the JSCC reliability function. As will become more clear in the next chapter, Fenchel duality plays an important role in studying the JSCC reliability function. First, it facilitates the computation of the JSCC reliability function; second, it is a tool to evaluate the tightness of the bounds and to establish the lower/upper bound for the JSCC reliability function.
We remark that all the concepts and results can be easily extended to vector functions (on subsets of $\mathbb{R}^k$).

4.2 Applications: Source and Channel Reliability Functions Revisited

In this section we revisit the source and channel reliability functions and their bounds presented in Chapter 2. The conjugacy between the source and channel reliability functions and the corresponding source and channel functions are studied.

Lemma 4.1 The source function $E_s(\rho, Q_S)$ defined by (2.7) is a strictly convex function of $\rho$ if $Q_S$ is not a uniform distribution; otherwise $E_s(\rho, Q_S)$ is a linear function of $\rho$. Thus, the DMS error exponent $e(R, Q_S)$ given in (2.4) and $E_s(\rho, Q_S)$ are a pair of convex Fenchel transforms, i.e.,

$$e(R, Q_S) = (E_s(\rho, Q_S))^*, \quad R \in [H_{Q_S}(S), \log_2 |S|]$$

and

$$E_s(\rho, Q_S) = (e(R, Q_S))^*, \quad \rho \in [0, +\infty).$$

Proof: Since $E_s(\rho, Q_S)$ is differentiable in $\rho$, it can be easily verified that the second derivative is nonnegative, and strictly positive if $Q_S$ is not the uniform distribution (also see (5.3) and Lemma 5.1). It then follows from the parametric form of the source error exponent (2.6) that $e(R, Q_S)$ and $E_s(\rho, Q_S)$ are a pair of Fenchel transforms. ■

The relation between Gallager’s channel function $E_o(\rho, W_{Y|X})$ and the random-coding and sphere-packing bounds is more complicated. First of all, recall that for each $P_X \in \mathcal{P}(S)$, $E_r(R, P_X, W_{Y|X})$ as defined in (2.15) is a convex non-increasing function for all $R$, and is a linear function of $R$ with slope $-1$ for $R \leq R_{cr}(P_X, W_{Y|X})$ [42, p. 143]. It will be convenient to regard this linear function as defining $E_r(R, P_X, W_{Y|X})$ for all negative $R$. The random-coding bound $E_r(R, W_{Y|X})$, which is the maximum of this family of convex functions, is a convex strictly decreasing function of $R$ for $R < C(W_{Y|X})$, and is a linear
function of $R$ with slope $-1$ for all $R$ below the critical rate $R_{cr}(W_{Y|X})$. For $R \geq C(W_{Y|X})$, $E_r(R, W_{Y|X}) = 0$. Since $E_r(R, W_{Y|X})$ is convex, then $-E_r(R, W_{Y|X})$ is concave. Let $T_r(\rho, W_{Y|X})$ be the concave transform of $-E_r(R, W_{Y|X})$, i.e.,

$$T_r(\rho, W_{Y|X}) \triangleq \inf_{R \in \mathbb{R}} [\rho R + E_r(R, W_{Y|X})].$$

(4.4)

It follows from the properties of $E_r(R, W_{Y|X})$ noted above that $T_r(\rho, W_{Y|X}) = -\infty$ for $\rho < 0$ and $\rho > 1$ and that $T_r(\rho, W_{Y|X})$ is finite for $\rho \in [0, 1]$.

**Lemma 4.2** The function $T_r(\rho, W_{Y|X})$ defined by (4.4) is the concave hull on the interval $[0, 1]$ of the channel function $E_o(\rho, W_{Y|X})$ defined in (2.19). Thus, $E_o(\rho, W_{Y|X}) \leq T_r(\rho, W_{Y|X})$ for $0 \leq \rho \leq 1$.

**Proof:** We form the concave transform of $E_o(R, W_{Y|X})$ on the interval $[0, 1]$ to get

$$(E_o(\rho, W_{Y|X}))_* = \inf_{0 \leq \rho \leq 1} [\rho R - E_o(\rho, W_{Y|X})] = -\sup_{0 \leq \rho \leq 1} [E_o(\rho, W_{Y|X}) - \rho R].$$

Now use, in succession, (2.19), (2.16), and (2.18) to get

$$(E_o(\rho, W_{Y|X}))_* = -\sup_{0 \leq \rho \leq 1} \max_{P_X} [E_o(\rho, P_X, W_{Y|X}) - \rho R]$$

$$= -\max_{P_X} \sup_{0 \leq \rho \leq 1} [E_o(\rho, P_X, W_{Y|X}) - \rho R]$$

$$= -\max_{P_X} E_r(R, P_X, W_{Y|X})$$

$$= -E_r(R, W_{Y|X}).$$

Since $T_r(\rho, W_{Y|X})$ is the concave transform of the concave function, $-E_r(R, W_{Y|X})$, we have that

$$(-E_r(R, W_{Y|X}))_* = T_r(\rho, W_{Y|X}) \quad \text{and so} \quad (E_o(\rho, W_{Y|X}))^{**} = T_r(\rho, W_{Y|X}).$$

Hence, $T_r(\rho, W_{Y|X})$ is the concave hull on $[0, 1]$ of $E_o(\rho, R)$.

Similarly to the above, recall that $E_{sp}(R, W_{Y|X})$, defined in (2.26) is convex, zero for $R \geq C(W_{Y|X})$, positive for $R < C(W_{Y|X})$, and finite if $R > R_{\infty}(W_{Y|X})$ [32, 42], where $R_{\infty}(W_{Y|X})$ is given by

$$R_{\infty}(W_{Y|X}) \triangleq \lim_{\rho \to \infty} \frac{E_o(\rho, W_{Y|X})}{\rho}.$$
A computable expression for $R_\infty(W_{Y|X})$ is given in [42, p. 158]. The normal situation is $R_\infty(W_{Y|X}) = 0$. (As shown by Gallager, $R_\infty(W_{Y|X}) = 0$ unless each channel output symbol is unreachable from at least one input. In the latter case, $R_\infty(W_{Y|X}) > 0$.) We now let $T_{sp}(\rho, W_{Y|X})$ be the concave transform of the concave function $-E_{sp}(\rho, W_{Y|X})$, i.e.,

$$T_{sp}(\rho, W_{Y|X}) \triangleq \inf_{R_\infty(W_{Y|X}) < R < \infty} [\rho R + E_{sp}(R, W_{Y|X})].$$  \hspace{1cm} (4.6)

It follows that $T_{sp}(\rho, W_{Y|X}) = -\infty$ for $\rho < 0$ and that $0 \leq T_{sp}(\rho, W_{Y|X}) < \infty$ for $\rho \geq 0$.

**Lemma 4.3** The function $T_{sp}(\rho, W_{Y|X})$ defined by (4.6) is the concave hull on $[0, \infty)$ of the channel function $E_o(\rho, W_{Y|X})$ defined in (2.19).

**Proof:** We now form the concave transform of $E_o(\rho, W_{Y|X})$ on the interval $[0, \infty)$ to get

$$(E_o(\rho, W_{Y|X}))_* = \inf_{0 \leq \rho < \infty} [\rho R - E_o(\rho, W_{Y|X})] = -\sup_{0 \leq \rho < \infty} [E_o(\rho, W_{Y|X}) - \rho R].$$

Now use (2.19), (2.28), and (2.29) to get

$$(E_o(\rho, W_{Y|X}))_* = -\sup_{0 \leq \rho < \infty} \max_{P_X} [\tilde{E}_0(\rho, P_X, W_{Y|X}) - \rho R]$$

$$= -\max_{P_X} \sup_{0 \leq \rho < \infty} [\tilde{E}_0(\rho, P_X, W_{Y|X}) - \rho R]$$

$$= -\max_{P_X} \tilde{E}_{sp}(R, P_X, W_{Y|X})$$

$$= -E_{sp}(R, W_{Y|X}).$$

As in the previous proof, $(E_o(\rho, W_{Y|X}))_{**} = T_{sp}(\rho, W_{Y|X})$. Hence, $T_{sp}(\rho, W_{Y|X})$ is the concave hull on $[0, \infty)$ of $E_o(\rho, R)$. \hfill \blacksquare

**Observation 4.1** Note that the function $E_o(\rho, P_X, W_{Y|X})$ is concave in $\rho$ for each $P_X$ [42, p. 142]. Hence, if the maximizing $P_X$ in (2.19) is independent of $\rho$, $E_o(\rho, W_{Y|X})$ is concave and thus $T_r(\rho, W_{Y|X})$ and $T_{sp}(\rho, W_{Y|X})$ are equal to $E_o(\rho, W_{Y|X})$. This situation holds if the channel is symmetric in the sense of Gallager [42, p. 94] (also see Example 5.3.3). For this case, the maximizing distribution is the uniform distribution $P_X(x) = 1/|X|$ for all $x \in X$. However, there are channels for which $E_o(\rho, W_{Y|X})$ is not concave. One example of such a channel is provided by Gallager [42, Fig. 5.6.5]. For this particular (6-ary input,
4.2. Applications: Source and Channel Reliability Functions Revisited

4-ary output) channel, we plot $E_o(\rho, W_{Y|X})$ against $\rho$ in Fig. 4.1. It is noted that the derivative of $E_o(\rho, W_{Y|X})$ has a positive jump increase at around $\rho = 0.51$ (see [42, Fig. 5.6.5]), and its concave hull $T_r(\rho, W_{Y|X})$ is strictly larger than $E_o(\rho, W_{Y|X})$ in the interval $\rho \in (0.41, 0.62)$.

Figure 4.1: Example of a 6-ary input, 4-ary output DMC (see [42, Fig. 5.6.5]) for which $E_o(\rho, W_{Y|X})$ is not concave.

We next prove another two pairs of Fenchel transforms for the memoryless Gaussian system, which will be used in Chapter 8.

Given $\rho \geq 0$, for the continuous memoryless source $Q_S$, $\mathcal{S} = \mathbb{R}$, define source function

$$E(Q_S, \Delta, \rho) \triangleq \sup_{P_S}[\rho R(P_S, \Delta) - D(P_S \parallel Q_S)], \quad (4.7)$$

where the supremum is taken over all the probability distributions $P_S$'s defined on $\mathcal{S}$ such that $R(P_S, \Delta)$ and $D(P_S \parallel Q_S)$ are well-defined and finite. We remark that (4.7) is equal to the guessing exponent for MGS's [6] under the squared-error distortion measure and admits
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an explicit form

\[ E(Q_S, \Delta, \rho) = \max \left\{ 0, \frac{1}{2} \left[ \rho \ln \frac{\sigma_S^2}{\Delta} + (1 + \rho) \ln(1 + \rho) - \rho \right] \right\}. \quad (4.8) \]

**Lemma 4.4** \( E(Q_S, \Delta, \rho) \) and the MGS exponent \( F_G(R, Q_S, \Delta) \) defined by (2.46) and (2.47) are a pair of convex Fenchel transforms \( \rho \geq 0 \) and \( R \geq 0 \), i.e.,

\[ E(Q_S, \Delta, \rho) = F_G(R, Q_S, \Delta)^* \quad \text{for all } \rho \geq 0 \]

and

\[ F_G(R, Q_S, \Delta) = E(Q_S, \Delta, \rho)^* \quad \text{for all } R \geq 0. \]

**Proof:** By definition,

\[ F_G(R, Q_S, \Delta)^* = \sup_{R \geq 0} [\rho R - F(R, Q_S, \Delta)] = \sup_{R \geq R(Q_S, \Delta)} f(R) \]

where

\[ f(R) = \rho R - \frac{1}{2} \left( \frac{\Delta e^{2R}}{\sigma_S^2} - \ln \frac{\Delta e^{2R}}{\sigma_S^2} - 1 \right). \]

Since

\[ \frac{\partial f(R)}{\partial R} = 1 + \rho - \frac{\Delta e^{2R}}{\sigma_S^2}, \]

it is seen that \( f(R) \) is concave and

\[ \sup_{R \geq R(Q_S, \Delta)} f(R) = f \left( \frac{1}{2} \ln \frac{\sigma_S^2(1 + \rho)}{\Delta} \right) = \frac{1}{2} \left[ \rho \ln \frac{\sigma_S^2}{\Delta} + (1 + \rho) \ln(1 + \rho) - \rho \right] > 0 \]

if \( \frac{\Delta}{\sigma_S^2} \leq 1 + \rho \), and \( f(R) \) is concave decreasing with

\[ \sup_{R \geq R(Q_S, \Delta)} f(R) = \sup_{R \geq 0} f(R) = f(0) = 0 > \frac{1}{2} \left[ \rho \ln \frac{\sigma_S^2}{\Delta} + (1 + \rho) \ln(1 + \rho) - \rho \right] \]

if \( \frac{\Delta}{\sigma_S^2} > 1 + \rho \), which implies that \( E(Q_S, \Delta, \rho) \) is the convex Fenchel transform of \( F_G(R, Q_S, \Delta) \), i.e.,

\[ F_G(R, Q_S, \Delta)^* = E(Q_S, \Delta, \rho) = \max \left\{ 0, \frac{1}{2} \left[ \rho \ln \frac{\sigma_S^2}{\Delta} + (1 + \rho) \ln(1 + \rho) - \rho \right] \right\}. \]

Finally, \( F_G(R, Q_S, \Delta) \) is also the convex Fenchel transform of \( E(Q_S, \Delta, \rho) \) since \( F_G(R, Q_S, \Delta) \) is convex. \( \blacksquare \)
Lemma 4.5 The negative MGC sphere-packing exponent $-E_{sp}(R,W_Y|X,E)$ given in (2.51) and the Gaussian input Gaussian-input channel function $\tilde{E}_0(W_Y|X,E,\rho)$ given in (2.54) are a pair of concave Fenchel transforms for $\rho \geq 0$ and $R > 0$, i.e.,

$$-E_{sp}(R,W_Y|X,E) = \tilde{E}_0(W_Y|X,E,\rho)_* \quad \text{for all } R > 0$$

and

$$\tilde{E}_0(W_Y|X,E,\rho) = (-E_{sp}(R,W_Y|X,E))_* \quad \text{for all } \rho \geq 0.$$ 

Proof: Note that

$$E_{sp}(R,W,E) = \max_{\rho \geq 0} [-\rho R + \tilde{E}_0(W,E,\rho)] = -\inf_{\rho \geq 0} [\rho R - \tilde{E}_0(W,E,\rho)],$$

which implies that $-E_{sp}(R,W,E)$ is the concave transform of $\tilde{E}_0(W,E,\rho)$ on

$$\{R : -E_{sp}(R,W,E) > -\infty\} = \mathbb{R}^+.$$ 

Thus, the transform

$$(-E_{sp}(R,W,E))_* = \inf_{R \in \mathbb{R}^+} [\rho R + E_{sp}(R,W,E)]$$

is the concave hull of $\tilde{E}_0(W,E,\rho)$ in $\rho \in [0,\infty)$. We next show $(-E_{sp}(R,W,E))_* = \tilde{E}_0(W,E,\rho)$ by definition. Now if we set

$$\frac{\partial}{\partial R} [\rho R + E_{sp}(R,W,E)] = 0,$$

we have (refer to Lemma 2.1)

$$\sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} = \frac{2\beta}{\text{SNR}} (1 + \rho) - 1,$$

(4.9)

where $\beta = e^{2R}$. Substituting (4.9) back into $(-E_{sp}(R,W,E))_*$ and using (2.51) yield

$$(-E_{sp}(R,W,E))_* = \frac{1}{2} \left[ \rho \ln \beta^* + (1 - \beta^*)(1 + \rho) + \text{SNR} + \ln \left( \beta^* - \frac{\text{SNR}}{1 + \rho} \right) \right],$$

(4.10)

where $\beta^*$ is determined by (4.9), which can be equivalently written by

$$-(1 + \rho) + \frac{1 + \rho}{\beta(1 + \rho) - \text{SNR}} + \frac{\rho}{\beta} = 0,$$

(4.11)
subject to $\beta > \frac{\text{SNR}}{1 + \rho}$ according to (4.10). In this range the left-hand side of (4.11) is decreasing in $\beta$ and ranges from $+\infty$ to the negative number $-(1 + \rho)$, which means there is a unique $\beta^*$ satisfying (4.11). Solving the function (4.11) for the stationary point $\beta^*$ we obtain

$$\beta^* = \frac{1}{2} \left( 1 + \frac{\text{SNR}}{1 + \rho} \right) \left[ 1 + \sqrt{1 - \frac{4\text{SNR}\rho}{(1 + \rho + \text{SNR})^2}} \right].$$

(4.12)

On the other hand, we can replace $\beta = 1 - 2r\mathcal{E} + \frac{\text{SNR}}{1 + \rho}$ in the expression of $\tilde{E}_o(W,\mathcal{E},\rho)$ given by (2.54) and obtain

$$\tilde{E}_o(W,\mathcal{E},\rho) = \max_{\frac{\text{SNR}}{1 + \rho} < \beta < \frac{\text{SNR}}{1 + \rho}} \frac{1}{2} \left[ \rho \ln \tilde{\beta} + (1 - \tilde{\beta})(1 + \rho) + \text{SNR} + \ln \left( \tilde{\beta} - \frac{\text{SNR}}{1 + \rho} \right) \right].$$

Maximizing the above over $\tilde{\beta}$ (see [42, p. 339] for details), we see that $\tilde{E}_o(W,\mathcal{E},\rho)$ has the same parametric form as (4.10), which implies

$$(-E_{sp}(R,W,\mathcal{E}))^* = \tilde{E}_o(W,\mathcal{E},\rho),$$

and hence $\tilde{E}_o(W,\mathcal{E},\rho)$ is the concave transform of $-E_{sp}(R,W,\mathcal{E})$.

\[\blacksquare\]

\textbf{Lemma 4.6} The negative Gaussian input random-coding exponent $-E_{\dag}(R,W_{Y\mid X},\mathcal{E})$ given in (2.56) and $\tilde{E}_o(W_{Y\mid X},\mathcal{E},\rho)$ are a pair of concave Fenchel transforms for $0 \leq \rho \leq 1$ and $R \geq 0$, i.e.,

$$-E_{\dag}(R,W_{Y\mid X},\mathcal{E}) = \tilde{E}_o(W_{Y\mid X},\mathcal{E},\rho)^* \quad \text{for all } R > 0$$

and

$$\tilde{E}_o(W_{Y\mid X},\mathcal{E},\rho) = (-E_{\dag}(R,W_{Y\mid X},\mathcal{E}))^* \quad \text{for all } 0 \leq \rho \leq 1.$$

\textbf{Proof:} Recall that by Gallager [42, Chapter 7]

$$E_{\dag}(R,W,\mathcal{E}) = \max_{0 \leq \rho \leq 1} \left[ -\rho R + \tilde{E}_o(W,\mathcal{E},\rho) \right] = -\inf_{0 \leq \rho \leq 1} \left[ \rho R - \tilde{E}_o(W,\mathcal{E},\rho) \right],$$

which means that $-E_{\dag}(R,W,\mathcal{E})$ is the concave transform of $\tilde{E}_o(W,\mathcal{E},\rho)$ on

$$\{ R : -E_{\dag}(R,W,\mathcal{E}) > -\infty \} = \mathbb{R}^+. $$
Thus, the transform
\[
(−E^*_t(R,W,E))_s = \inf_{R \in \mathbb{R}^+} [\rho R + E_t^*(R,W,E)]
\]
is the concave hull of $\tilde{E}_0(W,E,\rho)$ in $\rho \in [0,1]$. Lemma 4.5 implies that $\tilde{E}_0(W,E,\rho)$ is concave in $[0,\infty)$. Thus we have $(−E^*_t(R,W,E))_s = \tilde{E}_0(W,E,\rho)$ for all $\rho \in [0,1]$.

We close this section by summarizing these Fenchel transform pairs in the following table.

<table>
<thead>
<tr>
<th>System</th>
<th>Conjugacy</th>
<th>Source/Channel Exponents</th>
<th>Source/Channel Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMS</td>
<td>Convex</td>
<td>$e(R,Q_S)$</td>
<td>$E_s(\rho,Q_S)$</td>
</tr>
<tr>
<td>MGS</td>
<td>Convex</td>
<td>$F_G(R,Q_S,\Delta)$</td>
<td>$E(Q_S,\Delta,\rho)$</td>
</tr>
<tr>
<td>DMC</td>
<td>Concave</td>
<td>$−E_r(R,W_{Y</td>
<td>X})$</td>
</tr>
<tr>
<td>DMC</td>
<td>Concave</td>
<td>$−E_{sp}(R,W_{Y</td>
<td>X})$</td>
</tr>
<tr>
<td>MGC</td>
<td>Concave</td>
<td>$−E_t^*(R,W,E)$</td>
<td>$\tilde{E}<em>0(W</em>{Y</td>
</tr>
<tr>
<td>MGC</td>
<td>Concave</td>
<td>$−E_{sp}(R,W_{Y</td>
<td>X})$</td>
</tr>
</tbody>
</table>

Table 4.1: Useful Fenchel transform pairs.

4.3 Concluding Remarks

In this chapter, we introduced one-dimensional conjugate convex and concave functions and the Fenchel duality theorem. Note that similar results can be easily carried out for vector functions; readers may refer to [17], [65], [79]. Consequently, we applied these properties of conjugacy to the source and channel reliability functions introduced in Chapter 2. The Fenchel transforms of these functions are summarized in Table 4.1.
Chapter 5

JSCC Reliability Function for Discrete Memoryless Systems

In this chapter, we study the JSCC reliability function for discrete memoryless systems. In particular, we investigate the computation of Csiszár’s bounds for the JSCC error exponent, $E_J$, of a communication system consisting of a DMS $Q_S$ and a DMC $W_{Y|X}$.

We first formally describe the system and define the JSCC error exponent in Section 5.1. In Section 5.2, we investigate the analytical computation of Csiszár’s random-coding lower bound and sphere-packing upper bound for the JSCC error exponent. By applying the Fenchel duality theorem introduced in the last chapter, we provide equivalent expressions for these bounds which involve a maximization over a non-negative parameter of the difference between the concave hull of Gallager’s channel function and Gallager’s source function; hence, they can be readily computed for arbitrary source-channel pairs by applying Arimoto’s algorithm [9]. When the channel’s distribution is symmetric, our bounds admit closed-form parametric expressions.

In Section 5.3, we provide formulas of the rates for which the bounds are attained and establish explicit computable sufficient and necessary conditions in terms of $Q_S$ and $W_{Y|X}$ under which the upper and lower bounds coincide; in this case, $E_J$ can be determined exactly. A byproduct of our results is the observation that Csiszár’s JSCC random-coding
lower bound can be larger than Gallager’s earlier lower bound obtained in [42]. Using a similar approach, we obtain in Section 5.4 the equivalent expression of Csiszár’s expurgated lower bound [31] and establish the condition when the random-coding lower bound can be improved by the expurgated bound. As an example, we give closed-form parametric expressions of the improved lower bound and the corresponding condition for DMSs and equidistant DMCs.

In Section 5.5, we partially address the computation of Csiszár’s lower and upper bounds for the (lossy) JSCC excess distortion exponent with distortion threshold $\Delta$, $E^{\Delta}_J$. Under the case of the Hamming distortion measure, and for a binary DMS and an arbitrary DMC, we express the bounds for $E^{\Delta}_J$ and the rates for which the bounds are attained as in the lossless case. Finally, we state our conclusions in Section 5.6.

5.1 Definitions and System Description

5.1.1 JSCC System and JSCC Error Exponent

We consider throughout this chapter a communication system consisting of a DMS $Q_S$ with finite alphabet $\mathcal{S}$ and distribution $Q_S$, and a DMC $W_{Y|X}$ with finite input alphabet $\mathcal{X}$, finite output alphabet $\mathcal{Y}$, and transition probability $W_{Y|X}$. Without loss of generality we assume that $Q_S(s) > 0$ for each $s \in \mathcal{S}$. Also, if the source distribution is uniform, optimal (lossless) JSCC amounts to optimal channel coding which is already well-studied. Therefore, we assume throughout this chapter that $Q_S$ is not the uniform distribution on $\mathcal{S}$ except in Section 5.5 where we deal with JSCC under a fidelity criterion.

![JSCC system consisting of a DMS and a DMC.](image)

Figure 5.1: JSCC system consisting of a DMS and a DMC.

A joint source-channel (JSC) code with blocklength $n$ and transmission rate $\tau > 0$
(measured in source symbols/channel use) is a pair of mappings

\[ f_n : S^{\tau n} \longrightarrow X^n \]

and

\[ \varphi_n : Y^n \longrightarrow S^{\tau n}. \]

That is, blocks \( s \triangleq (s_1, s_2, ..., s_{\tau n}) \) of source symbols of length \( \tau n \) are encoded as blocks \( x \triangleq (x_1, x_2, ..., x_n) = f_n(s) \) of symbols from \( X \) of length \( n \), transmitted, received as blocks \( y \triangleq (y_1, y_2, ..., y_n) \) of symbols from \( Y \) of length \( n \) and decoded as blocks of source symbols \( \varphi_n(y) \) of length \( \tau n \); see Fig. 5.1. The probability of erroneously decoding the block is

\[ P_e(n)(Q_S, W_{Y|X}, \tau) \triangleq \sum_{\{ (s, y) : \varphi_n(y) \neq s \}} Q_S^{(\tau n)}(s) W_{Y|X}^{(n)}(y | f_n(s)). \]  
\( (5.1) \)

**Definition 5.1** The JSCC error exponent \( E_J(Q_S, W_{Y|X}, \tau) \) is defined as the supremum of the set of all numbers \( E \) for which there exists a sequence of JSC codes \( (f_n, \varphi_n) \) with transmission rate \( \tau \) and blocklength \( n \) such that

\[ E \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_e(n)(Q_S, W_{Y|X}, \tau). \]

When there is no possibility of confusion, \( E_J(Q_S, W_{Y|X}, \tau) \) will be written as \( E_J \). We know from the JSCC theorem (e.g., [29, p. 218], [42]) that \( E_J \) can be positive if and only if \( \tau H_{Q_S}(S) < C(W_{Y|X}) \).

**5.1.2 Tilted Distributions**

We associate with the source distribution \( Q_S \) a family of tilted distributions \( Q_S^{(\rho)} \) defined by

\[ Q_S^{(\rho)}(s) \triangleq \frac{Q_S^{(1/\rho)}(s)}{\sum_{s' \in S} Q_S^{(1/\rho)}(s')}, \quad s \in S, \quad \rho \geq 0. \]  
\( (5.2) \)

**Lemma 5.1** [32, p. 44] The entropy \( H_{Q_S^{(\rho)}}(S) \) is a strictly increasing function of \( \rho \) except in the case that \( Q_S(s) = 1/|S| \) for all \( s \in S \). Moreover, for \( H_{Q_S}(S) \leq R \leq \log_2 |S| \), the equation \( H_{Q_S^{(\rho)}}(S) = R \) is satisfied by a unique value \( \rho^* \) (where we define \( \rho^* \triangleq \infty \) if \( R = \log_2 |S| \) and define \( H_{Q_S^{(\infty)}}(S) \triangleq \log_2 |S| \)).
5.2. Csiszár’s Random-Coding and Sphere-Packing Bounds

The proof that $H_{Q_S}(\rho)(S)$ is increasing follows easily from differentiation with respect to $\rho$ and a use of the Cauchy-Schwarz inequality. The remainder of the proof follows from the facts that $H_{Q_S}(0)(S) = H_Q(S) = \log_2 |S|$ and that $H_{Q_S}(\rho)(S)$ is a continuous function of $\rho$.

It is easily seen that

$$H_{Q_S}(\rho)(S) = \frac{\partial E_s(\rho, Q_S)}{\partial \rho},$$

where $E_s(\rho, Q)$ is defined by (2.7). From this we see that for $R \geq H_Q(S)$ the supremum in (2.6) is achieved at $\rho^*$.

5.2 Csiszár’s Random-Coding and Sphere-Packing Bounds

In [30], Csiszár establishes a lower and an upper bound for the JSCC error exponent $E_J$ in terms of the source and channel error exponents. Given a DMS $Q_S$, a DMC $W_{Y|X}$, and the transmission rate $\tau$ (source symbol/channel use), he proved that the JSCC error exponent in definition 5.1 satisfies

$$E_{J_r}(Q_S, W_{Y|X}, \tau) \leq E_J(Q_S, W_{Y|X}, \tau) \leq \inf_{\tau H_Q(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E(R, W_{Y|X}) \right],$$

(5.4)

where $e(R, Q_S)$ is the source error exponent, $E(R, W_{Y|X})$ is the channel error exponent, and

$$E_{J_r}(Q_S, W_{Y|X}, \tau) \triangleq \min_{\tau H_Q(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_{Y|X}) \right]$$

(5.5)

is called Csiszár’s source-channel random-coding lower bound since it contains $E_r(R, W_{Y|X})$ in its expression. It is shown that if the zero-error capacity$^1$ of the channel $W_{Y|X}$ is positive, i.e., if $E(R, W_{Y|X}) = \infty$ for some $R$ positive, then the upper bound given by (5.4) is tight.

The proof of the upper bound in (5.4) follows from a simple type counting argument. We will recast the proof in Observation 6.1. The lower bound is proved by employing a generalized minimum mutual information decoding rule. We will recast the proof for $E_{J_r}(Q_S, W_{Y|X}, \tau)$ in Observation 6.2.

$^1$The zero-error capacity $C_0(W_{Y|X})$ is defined by $C_0(W_{Y|X}) \triangleq \sup \{ R : E(R, W_{Y|X}) = \infty \}$.
Note that the channel error exponent is only partially known, and hence the upper bound in (5.4), although looking elegant, is uncomputable in general. We then further upper bound it by replacing the channel error exponent $E(R, W_Y | X)$ by the sphere-packing upper bound, i.e.,

$$E_J(Q_S, W_Y | X, \tau) \leq \inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E(R, W_Y | X) \right] \leq \overline{E}_{Jsp}(Q_S, W_Y | X, \tau)$$

where

$$\overline{E}_{Jsp}(Q_S, W_Y | X, \tau) \triangleq \inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_Y | X) \right]$$

is called Csiszar’s source-channel sphere-packing upper bound. In the following we address the computation of the lower and upper bounds $E_{Jr}(Q_S, W_Y | X, \tau)$ and $E_{Jsp}(Q_S, W_Y | X, \tau)$.

Applying Fenchel duality theorem, these bounds $E_{Jr}$ and $E_{Jsp}$ can be expressed in a form more adapted to calculation as follows.

**Theorem 5.1** Let $\tau H_{Q_S}(S) < C(W_Y | X)$ and let $\tau \log_2 |S| > R_{\infty}(W_Y | X)$. Then

$$\underline{E}_{Jr}(Q_S, W_Y | X, \tau) = \max_{0 \leq \rho \leq 1} \left[ T_r(\rho, W_Y | X) - \tau E_s(\rho, Q_S) \right]$$

$$\underline{E}_{Jsp}(Q_S, W_Y | X, \tau) = \max_{0 \leq \rho \leq \infty} \left[ T_{sp}(\rho, W_Y | X) - \tau E_s(\rho, Q_S) \right]$$

where $T_r(\rho, W_Y | X)$ and $T_{sp}(\rho, W_Y | X)$ are the concave hulls of $E_o(\rho, W_Y | X)$ on $[0, 1]$ and $[0, \infty)$ defined in (4.4) and (4.6), respectively, and $R_{\infty}$ is defined in (4.5). If the maximizing $P_X$ in (2.19) is independent of $\rho$, $T_r(\rho, W_Y | X)$ and $T_{sp}(\rho, W_Y | X)$ can be replaced by $E_o(\rho, W_Y | X)$.

**Remark 5.1** When $\tau H_{Q_S}(S) \geq C(W_Y | X)$, $\underline{E}_{Jr}(Q_S, W_Y | X, \tau) = \underline{E}_{Jsp}(Q_S, W_Y | X, \tau) = 0$.

**Observation 5.1** According to Lemma 4.2, $E_o(\rho, W_Y | X) \leq T_r(\rho, W_Y | X)$. Thus the lower bound $\underline{E}_{Jr}(Q_S, W_Y | X, \tau)$ can be replaced by the possibly looser lower bound

$$\max_{0 \leq \rho \leq 1} \left[ E_o(\rho, W_Y | X) - \tau E_s(\rho, Q_S) \right].$$
This is the lower bound implied by Gallager’s work [42, p. 535]. As noted earlier, if the maximizing \( P_X \) in (2.19) is independent of \( \rho \) (e.g., for symmetric channels, see Section 5.3.3), the two lower bounds are identical.

**Proof of Theorem 5.1:** We first apply Fenchel’s Duality Theorem (4.1) to the lower bound \( E_Jr(Q_S, W_{Y|X}, \tau) \). From Lemma 4.1, (2.6), and (2.5), \( \tau e(\frac{R}{\tau}, Q_S) \) is convex on \((−\infty, \tau \log |S|]\) and has convex transform \( \tau \tau_s(\rho, Q_S) \) on the set \([0, \infty)\). Also, from the discussion preceding Lemma 4.2, \( −E_r(R, W_{Y|X}) \) is concave on \( \mathbb{R} \) and has concave transform \( \tau T_r(\rho, W_{Y|X}) \) which is bounded on \([0, \infty)\). Thus, by Fenchel’s Duality Theorem,

\[
\inf_{-\infty \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_{Y|X}) \right] = \max_{0 \leq \rho \leq 1} \left[ T_r(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right]. \tag{5.10}
\]

Now the convex function \( \tau e(\frac{R}{\tau}, Q_S) + E_r(R, W_{Y|X}) \) is non-increasing for \( R \leq \tau H_{Q_S}(S) \) since \( \tau e(\frac{R}{\tau}, Q_S) = 0 \) in this region. This implies that the infimum on the left side of (5.10) can be restricted to the interval \( \tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S| \). Since this is now the infimum of a continuous function on a finite interval this will be a minimum. Hence, (5.7) is an equivalent representation of \( E_{Jr}(Q_S, W_{Y|X}, \tau) \).

Similarly, for the upper bound, recall from the discussion preceding Lemma 4.3 that \( −E_{sp}(R, W_{Y|X}) \) is concave and finite for \( R > R_\infty(W_{Y|X}) \) and has a concave transform \( T_{sp}(\rho, W_{Y|X}) \), which is finite on \( 0 \leq \rho < \infty \). Thus, by Fenchel’s Duality Theorem,

\[
\inf_{R_\infty(W_{Y|X}) < R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_{Y|X}) \right] = \max_{0 \leq \rho < \infty} \left[ T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right]. \tag{5.11}
\]

The assumption \( R_\infty(W_{Y|X}) < \tau \log_2 |S| \) ensures that the infimum on the left of (5.11) is taken over a set with interior points. If \( R_\infty(W_{Y|X}) < \tau H_{Q_S}(S) \), the infimum can be replaced by a minimum on the interval \( \tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S| \) by the same argument as for the lower bound. If \( R_\infty(W_{Y|X}) \geq \tau H_{Q_S}(S) \), we no longer form the infimum of a continuous function, but it can still be shown that there is a minimum point which lies in the interval \( \tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S| \). Hence, (5.11) is an equivalent representation of \( E_{Jsp}(Q_S, W_{Y|X}, \tau) \). \(\blacksquare\)
Observation 5.2 The parametric form of the lower and upper bounds (5.7) and (5.8) indeed facilitates the computation of Csiszár’s bounds. In order to compute the bounds for general non-symmetric channels (when $\tau H_{Q_S}(S) < C(W_Y|X)$ and $\tau \log_2 |S| > R_{\infty}$), one could employ Arimoto’s algorithm [9] to find the maximizing distribution and thus $E_o(\rho, W_Y|X)$. We then can immediately obtain the concave hulls $T_r(\rho, W_Y|X)$ and $T_{sp}(\rho, W_Y|X)$ numerically (e.g., using Matlab) and thus the maxima of $T_r(\rho, W_Y|X) - \tau E_s(\rho, Q_S)$ and $T_{sp}(\rho, W_Y|X) - \tau E_s(\rho, Q_S)$. This significantly reduces the computation complexity since to compute (5.5) and (5.6), we need to first compute $E_r(R, W_Y|X)$ and $E_{sp}(R, W_Y|X)$ for each $R$, which requires almost the same complexity as above, and then we need to find the minima by searching over all $R$’s. For symmetric channels, (5.7) and (5.8) are analytically solved; see Section 5.3.3.

Figure 5.2: Csiszár’s random-coding and sphere-packing bounds for the system of Example 5.1.
5.3. Tightness of the Upper and Lower Bounds

**Example 5.1** Consider a communication system with a binary DMS with distribution $Q_S = \{q, 1-q\}$ and a DMC with $|X| = 6$, $|Y| = 4$, and transition probability matrix

$$W_{Y|X} = \begin{bmatrix}
1 - 18\varepsilon & 6\varepsilon & 6\varepsilon & 6\varepsilon \\
6\varepsilon & 1 - 18\varepsilon & 6\varepsilon & 6\varepsilon \\
6\varepsilon & 6\varepsilon & 1 - 18\varepsilon & 6\varepsilon \\
6\varepsilon & 6\varepsilon & 6\varepsilon & 1 - 18\varepsilon \\
0.5 - \varepsilon & 0.5 - \varepsilon & \varepsilon & \varepsilon \\
\varepsilon & \varepsilon & 0.5 - \varepsilon & 0.5 - \varepsilon 
\end{bmatrix}, \quad 0 \leq \varepsilon \leq \frac{1}{18}.$$ 

We then compute Csiszár’s random-coding and sphere-packing bounds, $E_{Jr}(Q_S, W_{Y|X}, \tau)$ and $E_{Jsp}(Q_S, W_{Y|X}, \tau)$. For fixed $Q_S$ and transmission rate $\tau$, we plot these bounds in terms of $\varepsilon$ in Fig. 5.2. Our numerical results show that $E_J$ could be determined exactly for a large class of $(q, \varepsilon, \tau)$ triplets: when source $Q_S = \{0.1, 0.9\}$ and rate $\tau = 0.75$, $E_J$ is exactly known for $\varepsilon \geq 0.0025$; when $Q_S = \{0.1, 0.9\}$ and $\tau = 1$, $E_J$ is known for $\varepsilon \geq 0.002$; and when $Q_S = \{0.2, 0.8\}$ and $\tau = 1.25$, $E_J$ is known for $\varepsilon \geq 0.001$. Since for this channel $E_o(\rho, W_{Y|X})$ might not be concave (e.g., when $\varepsilon = 0.01$, $W_{Y|X}$ reduces to the DMC discussed in Observation 4.1 at the end of Section 4.2), our results indicate that Csiszár’s lower bound is slightly but strictly larger (by $\approx 0.0001$) than Gallager’s lower bound (5.9) for $q = 0.1$, $\tau = 1$, and $\varepsilon$ around 0.02. This is illustrated in Fig. 5.3.

### 5.3 Tightness of the Upper and Lower Bounds

One important objective in investigating the bounds for the JSCC error exponent $E_J$ is to ascertain when the bounds $E_{Jr}(Q_S, W_{Y|X}, \tau)$ and $E_{Jsp}(Q_S, W_{Y|X}, \tau)$ are tight so that the exact value of $E_J$ is obtained. According to Csiszár’s result (5.4), we note that if the minimum in the expressions of $E_{Jr}(Q_S, W_{Y|X}, \tau)$ or $E_{Jsp}(Q_S, W_{Y|X}, \tau)$ is attained for a rate (strictly) larger than the critical rate $R_{cr}(W_{Y|X})$, then the two bounds coincide and thus $E_J$ is determined exactly. This raises the following question: how can we check whether the minimum in $E_{Jr}(Q_S, W_{Y|X}, \tau)$ or $E_{Jsp}(Q_S, W_{Y|X}, \tau)$ is attained for a rate
larger than \( R_{cr}(W_{Y|X}) \)? One may indeed wonder if there exist explicit conditions for which \( \mathbb{E}_{Jr}(Q_S, W_{Y|X}, \tau) = \mathbb{E}_{Jsp}(Q_S, W_{Y|X}, \tau) \). The answer is affirmative; furthermore, we can verify whether the two bounds are tight in two ways: one is to compare \( \tau H_{Q_S}(S) \) with \( R_{cr}(W_{Y|X}) \), and the other is to compare the minimizer of \( \mathbb{E}_{Jsp}(Q_S, W_{Y|X}, \tau) \) in (5.8), \( \rho^* \) say, with 1.

### 5.3.1 A Sufficient and Necessary Condition

Before we present these conditions, we first define the following quantities which achieve the bounds \( \mathbb{E}_{Jr}(Q_S, W_{Y|X}, \tau) \) and \( \mathbb{E}_{Jsp}(Q_S, W_{Y|X}, \tau) \) under the assumptions \( \tau H_{Q_S}(S) < C(W_{Y|X}) \) and \( \tau \log_2 |S| > R_{\infty}(W_{Y|X}) \):

\[
R_m \triangleq \arg \min_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R - Q_S}{\tau} \right) + E_r(R, W_{Y|X}) \right], \tag{5.12}
\]
5.3. Tightness of the Upper and Lower Bounds

\[ \overline{R}_m \triangleq \arg\min_{\tau H_Q S(S) \leq R \leq \tau \log_{2} |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_{Y|X}) \right], \quad (5.13) \]

\[ \rho^* \triangleq \arg\max_{0 \leq \rho \leq 1} \left[ T_r(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right], \quad (5.14) \]

\[ \overline{\rho} \triangleq \arg\max_{0 \leq \rho < \infty} \left[ T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right]. \quad (5.15) \]

Since the functions between brackets to be minimized (or maximized) in (5.12)-(5.15) are strictly convex (or concave) functions of \( R \) (or \( \rho \)), \( \overline{R}_m, \rho^* \) and \( \overline{\rho} \) are well-defined and unique. We then have the following relations.

**Lemma 5.2** Let \( \tau H_Q S(S) < C(W_{Y|X}) \) and let \( \tau \log_{2} |S| > R_{\infty}(W_{Y|X}) \). Then:

(a) \( \overline{\rho}^* \) and \( \rho^* \) are positive and finite.

(b) \( \overline{R}_m = \tau H_Q S(S) \).

(c) \( \overline{R}_m = \tau H_Q S(S) \) if \( \rho^* < 1 \); \( \overline{R}_m \geq \tau H_Q S(S) \) if \( \rho^* = 1 \).

**Proof:** We first prove (a). Since \( T_{sp}(\rho, W_{Y|X}) \) is the concave hull of \( E_o(\rho, W_{Y|X}) \), we have the following relation

\[ \lim_{\rho \to 0} \frac{T_{sp}(\rho, W_{Y|X})}{\rho} \geq \lim_{\rho \to 0} \frac{E_o(\rho, W_{Y|X})}{\rho} = C(W_{Y|X}) \]

where the last equality follows from [8, Lemma 2]. Since \( \lim_{\rho \to 0} E_s(\rho, Q_S)/\rho = H(Q_S) \) by (5.3) and Lemma 5.1, we have

\[ \lim_{\rho \to 0} \frac{T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)}{\rho} \geq C(W_{Y|X}) - \tau H_Q S(S) > 0. \]

Note that the right-derivative of \( T_{sp}(\rho, W_{Y|X}) \) (at \( \rho = 0 \)) must exist due to its concavity [80, pp. 113–114], and hence \( \lim_{\rho \to 0} T_{sp}(\rho, W_{Y|X})/\rho \) exists. Next we denote \( \varepsilon = \tau \log_{2} |S| - R_{\infty}(W_{Y|X}) > 0 \). It follows from the definition of \( T_{sp}(\rho, W_{Y|X}) \) that

\[ \lim_{\rho \to \infty} \frac{T_{sp}(\rho, W_{Y|X})}{\rho} \leq \lim_{\rho \to \infty} \rho \left( R_{\infty}(W_{Y|X}) + \varepsilon/2 \right) + E_{sp}(R_{\infty}(W_{Y|X}) + \varepsilon/2, W_{Y|X}) \]

\[ = R_{\infty}(W_{Y|X}) + \varepsilon/2 \]

because of the finiteness of \( E_{sp}(R, W_{Y|X}) \) for \( R > R_{\infty}(W_{Y|X}) \). This together with

\[ \lim_{\rho \to \infty} \frac{E_s(\rho, Q_S)}{\rho} = \log_{2} |S| \]
implies
\[
\lim_{\rho \to \infty} \frac{T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)}{\rho} \leq R_\infty(W_{Y|X}) + \varepsilon/2 - \tau \log_2 |S| < 0.
\]

Since \(T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)\) is 0 and has a positive right slope at \(\rho = 0\) and is negative for \(\rho\) sufficiently large, by the strict concavity of \(T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)\), the maximum in (5.15) must be achieved by a positive finite \(\rho^*\). The positivity of \(\rho^*\) can be shown in the same way and \(\rho^*\) is finite by its definition.

We next prove (b). If we now regard \(\tau e(R/\tau, Q_S)\) as \(f^*(y)\) and \(\tau E_s(\rho, Q_S)\) as \(f(x)\) (by noting that \(f^{**} = f\)), then according to (4.2) in Fenchel’s Duality Theorem,
\[
\max_{0 \leq \rho < \infty} \left[ \rho R_m - \tau E_s(\rho, Q_S) \right] = \rho^* R_m - \tau E_s(\rho^*, Q_S).
\]

Setting the derivative of \(\rho R_m - \tau E_s(\rho, Q_S)\) equal to 0, we can solve for the stationary point\(^2\) \(\rho^*\), which gives \(R_m = \tau H_{Q_S^*(\rho)}(S)\).

For the lower bound, using a similar argument, we obtain the relation
\[
\max_{0 \leq \rho \leq 1} \left[ \rho R_m - \tau E_s(\rho, Q_S) \right] = \rho^* R_m - \tau E_s(\rho^*, Q_S).
\]

Recalling that the function between the brackets to be maximized is strictly concave, if the above maximum is achieved by \(\rho^* \in (0, 1)\), then we can solve for the stationary point as above and obtain \(R_m = \tau H_{Q_S^*(\rho)}(S)\). If the maximum is achieved at \(\rho^* = 1\), then the stationary point is beyond (at least equal to) 1, and hence \(R_m \geq \tau H_{Q_S^*(1)}(S)\). Thus (c) follows.

In order to summarize the explicit conditions for the calculation of \(E_J\) it is convenient to define a critical rate for the source by
\[
R_{cr}^{(s)}(Q_S) \triangleq \left. \frac{\partial E_s(\rho, Q_S)}{\partial \rho} \right|_{\rho = 1} = H_{Q_S^{(1)}}(S),
\]
recalling that \(Q_S^{(1)}(s) = \sqrt{Q_S(s)}/(\sum_{s' \in S} \sqrt{Q_S(s')})\), \(s \in S\).

**Theorem 5.2** Let \(\tau H_{Q_S}(S) < C(W_{Y|X})\) and let \(\tau \log_2 |S| > R_\infty(W_{Y|X})\). Then

\(^2\)The stationary points of a differentiable function \(f(x)\) are the solutions of \(f'(x) = 0\).
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- \( \tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X}) \iff \overline{\rho}^* \leq 1 \iff \tau R_{cr}^{(s)}(Q_S) \geq \overline{R}_m = R_m \geq R_{cr}(W_{Y|X}) \). In this case,

\[
E_J(Q_S, W_{Y|X}, \tau) = T_{sp}(\overline{\rho}^*, W_{Y|X}) - \tau E_s(\overline{\rho}^*, Q_S).
\]

- \( \tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X}) \iff \overline{\rho}^* > 1 \iff R_{cr}(W_{Y|X}) \geq \overline{R}_m > R_m = \tau R_{cr}^{(s)}(Q_S) \). In this case,

\[
E_o(1, W_{Y|X}) - \tau E_s(1, Q_S) \leq E_J(Q_S, W_{Y|X}, \tau) \leq T_{sp}(\overline{\rho}^*, W_{Y|X}) - \tau E_s(\overline{\rho}^*, Q_S).
\]

**Remark 5.2** Under the condition \( \tau R_{cr}^{(s)}(Q_S) > R_{cr}(W_{Y|X}), \overline{\rho}^* = 1 \) is possible. However, if \( \tau R_{cr}^{(s)}(Q_S) = R_{cr}(W_{Y|X}) \), then we definitely have \( \overline{\rho}^* = 1 \) and \( \tau R_{cr}^{(s)}(Q_S) = \overline{R}_m = R_m = R_{cr}(W_{Y|X}) \).

**Remark 5.3** It can be shown that \( T_{sp}(1, W_{Y|X}) = E_o(1, W_{Y|X}) \) and thus when \( \overline{\rho}^* = 1 \), the JSCC error exponent is determined by

\[
E_J(Q_S, W_{Y|X}, t) = E_o(1, W_{Y|X}) - \tau E_s(1, Q_S).
\]

**Corollary 5.1** Let \( \tau H_{Q_S}(S) < C(W_{Y|X}) \) and let \( \tau \log_2 |S| > R_\infty(W_{Y|X}) \). Then \( \rho^* = \min\{1, \overline{\rho}^*\} \) and \( R_m = \tau H_{Q_S}(S) \).

The proof of Theorem 5.2 and Corollary 5.1 is deferred to the next subsection.

**Corollary 5.2** If \( R_m \geq R_{cr}(W_{Y|X}) \) or \( \overline{R}_m > R_{cr}(W_{Y|X}) \), then \( \tau R_{cr}^{(s)}(Q_S) \geq R_m = \overline{R}_m \geq R_{cr}(W_{Y|X}) \), and the other equivalent conditions in Theorem 5.2 hold.

**Proof:** If \( R_m \geq R_{cr}(W_{Y|X}) \) or \( \overline{R}_m > R_{cr}(W_{Y|X}) \), then \( R_m = \overline{R}_m \) by Lemma 5.4. \( \tau R_{cr}^{(s)}(Q_S) \geq R_m \) immediately follows from Corollary 5.1.

**Remark 5.4** Corollary 5.2 states that if \( R_m \geq R_{cr}(W_{Y|X}) \) or \( \overline{R}_m > R_{cr}(W_{Y|X}) \), then \( E_J \) is determined exactly. Note that when \( \overline{R}_m = R_{cr}(W_{Y|X}) \), the upper and lower bounds of \( E_J \) may not be tight. In that case \( R_m < R_{cr}(W_{Y|X}) = \overline{R}_m \) is possible. The relation between \( R_m \) and \( \overline{R}_m \) is summarized in Lemma 5.4.
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We point out that, in both the computation and analysis aspects, the above conditions play an important role in verifying whether $E_J$ can be determined exactly or not. For the class of symmetric DMCs, we can use the conditions $	au R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_Y|X)$ and $	au R_{cr}^{(s)}(Q_S) < R_{cr}(W_Y|X)$ to derive explicit formulas for $E_J$, see Section 5.3.3. In Section 10.2, we apply Theorem 5.2 to establish the conditions for which the JSCC exponent is larger than the tandem coding exponent. Note that when $	au R_{cr}^{(s)}(Q_S) \leq R_{cr}(W_Y|X)$, the source-channel random-coding bound admits a simple expression

$$E_r(Q_S, W_Y|X, t) = E_o(1, W_Y|X) - \tau E_s(1, Q_S).$$

(5.17)

Consequently, we have the following statement.

**Corollary 5.3** If $\tau R_{cr}^{(s)}(Q_S) \leq R_{cr}(W_Y|X)$, then Csiszár’s random-coding bound and Gallager’s lower bound (5.9) are identical.

**Proof:** Recall Gallager’s lower bound to $E_J$ given by (5.9)

$$\max_{0 \leq \rho \leq 1} [E_o(\rho, W_Y|X) - tE_s(\rho, Q_S)] \geq E_o(1, W_Y|X) - tE_s(1, Q_S).$$

Since in general Gallager’s lower bound cannot be larger than Csiszár’s random-coding bound, they must be equal when $\tau R_{cr}^{(s)}(Q_S) \leq R_{cr}(W_Y|X)$.

5.3.2 Proof of Theorem 5.2 and Corollary 5.1

Theorem 5.2 is shown by a left- and right- derivatives argument combined with the results of Lemma 5.2. Let $s_l(R)$ and $s_r(R)$ be the left and right slopes (or left- and right- derivatives) of $E_{sp}(R, W_Y|X)$ at each $R > R_\infty(W_Y|X)$. Let $r_l(R)$ and $r_r(R)$ be the left and right slopes of $E_r(R, W_Y|X)$ at each $R \geq 0$. Let $\rho(R)$ be the slope of $\tau e(R/\tau, Q_S)$ for any $R \in [\tau H_{Q_S}(S), \tau \log_2 |S|]$. It is easy to verify that these slopes have the following properties (cf. [19], [42], [80]):

(a) $s_l(R)$ and $s_r(R)$ exist for every $R > R_\infty(W_Y|X)$ and are nondecreasing in $R$.

(b) $r_l(R)$ and $r_r(R)$ exist for every $R \geq 0$ and are nondecreasing in $R$. 
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(c) \( s_l(R) \leq s_r(R) < -1 \) for \( R < R_{cr}(W_Y|X) \), \(-1 \leq s_l(R) \leq s_r(R) \leq 0 \) for \( R_{cr}(W_Y|X) < R < C(W_Y|X) \), and \( s_l(R) = s_r(R) = 0 \) for \( R > C(W_Y|X) \). \( s_l(r_{cr}(W_Y|X)) \leq -1 \leq s_r(r_{cr}(W_Y|X)) \) and \( s_l(C(W_Y|X)) \leq 0 = s_r(C(W_Y|X)) \).

(d) \( r_l(R) = r_r(R) = -1 \) for \( R < R_{cr}(W_Y|X) \), \( r_l(R) = s_l(R) \) for \( R > R_{cr}(W_Y|X) \), and \( r_r(R) = s_r(R) \) for \( R \geq R_{cr}(W_Y|X) \). \( r_l(r_{cr}(W_Y|X)) = -1 \leq r_r(r_{cr}(W_Y|X)) \).

(e) \( \rho(R) \) is a strictly increasing function of \( R \) and is determined by \( R = \tau H \left( Q_S^{(\rho(R))} \right) \) for \( \tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S| \). Specifically, \( \rho(\tau H_{Q_S}(S)) = 0 \) and \( \rho(\tau \log_2 |S|) = \infty \).

(f) \( \rho^* = \rho(\overline{R}_m) \), where \( \rho^* \) and \( \overline{R}_m \) are defined in (5.13) and (5.15), respectively.

Proof of (a)–(f): (a) and (b) follows from the convexity of \( E_{sp}(R, W_Y|X) \) for \( R > R_{\infty}(W_Y|X) \) and \( E_{sp}(R, W_Y|X) \) for \( R \geq 0 \), see [80, pp. 113–114]. Recalling that \( E_{sp}(R, W_Y|X) \) involves a straight-line section with slope \(-1\) for \( R \in [0, R_{cr}(W_Y|X)] \) and \( E_{sp}(R, W_Y|X) = E_{sp}(R, W_Y|X) \) only for \( R \geq R_{cr}(W_Y|X) \), where they both are equal to 0 for \( R \geq C(W_Y|X) \), we obtain (c) and (d) from (a) and (b). From (2.5) and (5.3), we know that \( \tau e(R/\tau, Q_S) = tD \left( Q_S^{(\rho^*)} \| Q_S \right) \) for \( \tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S| \), where \( \rho^* \) is the unique root of \( \tau H_{Q_S}(S) = R \). Also, it is easy to verify [19] that such \( \rho^* \) is exactly the slope of \( \tau e(R/\tau, Q_S) \) at \( R \), i.e.,

\[
\frac{\partial \tau e(R/\tau, Q_S)}{\partial R} = \rho^*.
\]

Thus (e) follows. Recalling also that in Lemma 5.2 we have shown the relation \( \overline{R}_m = \tau H_{Q_S}^{(\rho^*)}(S) \), since there is unique \( \rho \) satisfying this equation, we obtain (f).

Based on the above setup, the following lemma illustrates the geometric conditions for which \( E_{sp}(Q_S, W_Y|X, \tau) \) and \( E_{jsp}(Q_S, W_Y|X, \tau) \) are attained.

**Lemma 5.3** Let \( \tau H_{Q_S}(S) < C(W_Y|X) \) and let \( R_{\infty}(W_Y|X) < \tau \log_2 |S| \). The minimum in (5.6) is attained at \( \overline{R}_m \) if and only if \( -s_l(\overline{R}_m) \geq \rho(\overline{R}_m) \geq -s_r(\overline{R}_m) \), and the minimum in (5.5) is attained at \( \overline{R}_m \) if and only if \( -r_l(\overline{R}_m) \geq \rho(\overline{R}_m) \geq -r_r(\overline{R}_m) \).

**Proof:**

1. **Forward part:** We only show the case for the upper bound \( E_{jsp}(Q_S, W_Y|X, \tau) \), since
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the case for the lower bound can be shown in a similar manner. We first show that a rate $R_1 \in [\tau H_{Q_S}(S), \tau \log_2 |S|]$ satisfying $-s_l(R_1) \geq \rho(R_1) \geq -s_r(R_1)$ must achieve the minimum in $E_{Jsp}(Q_S, W_{Y|X}, \tau)$. Define functions

$$f_1(R) \triangleq \begin{cases} E_{sp}(R, W_{Y|X}) & \text{if } R \leq R_1, \\ E_{sp}(R_1, W_{Y|X}) - \frac{|s_l(R_1)| + |\rho(R_1)|}{2}(R - R_1) & \text{if } R \geq R_1. \end{cases}$$

and

$$g_1(R) \triangleq \begin{cases} \tau e\left(\frac{R}{\tau}, Q_S\right) & \text{if } R \leq R_1, \\ \tau e\left(\frac{R}{\tau}, Q_S\right) + \frac{|\rho(R_1)| + |s_l(R_1)|}{2}(R - R_1) & \text{if } R \geq R_1. \end{cases}$$

Since $-s_l(R_1) \geq \rho(R_1)$ implies $s_l(R_1) \leq -(|s_l(R_1)| + |\rho(R_1)|)/2$ and $\rho(R_1) \leq (|\rho(R_1)| + |s_l(R_1)|)/2$, we claim that $f_1(R)$ and $g_1(R)$ are both convex functions and hence their sum is convex,

$$f_1(R) + g_1(R) = \begin{cases} \tau e\left(\frac{R}{\tau}, Q_S\right) + E_{sp}(R, W_{Y|X}) & \text{if } R \leq R_1, \\ \tau e\left(\frac{R}{\tau}, Q_S\right) + E_{sp}(R_1, W_{Y|X}) & \text{if } R \geq R_1. \end{cases}$$

Since the convex function $f_1(R) + g_1(R)$ is constant for $R \geq R_1$ (noting that the convexity is strict in the interval $[\tau H_{Q_S}(S), R_1]$), we may write

$$\min_{\tau H_{Q_S}(S) \leq R \leq R_1} \left[ \tau e\left(\frac{R}{\tau}, Q_S\right) + E_{sp}(R, W_{Y|X}) \right] = \tau e\left(\frac{R_1}{\tau}, Q_S\right) + E_{sp}(R_1, W_{Y|X}).$$

Similarly, using the relation $\rho(R_1) \geq -s_r(R_1)$ we can construct convex functions

$$f_2(R) \triangleq \begin{cases} E_{sp}(R, W_{Y|X}) & \text{if } R \geq R_1, \\ E_{sp}(R_1, W_{Y|X}) + \frac{s_r(R_1) - \rho(R_1)}{2}(R - R_1) & \text{if } R \leq R_1. \end{cases}$$

and

$$g_2(R) \triangleq \begin{cases} \tau e\left(\frac{R}{\tau}, Q_S\right) & \text{if } R \geq R_1, \\ \tau e\left(\frac{R_1}{\tau}, Q_S\right) + \frac{\rho(R_1) - s_r(R_1)}{2}(R - R_1) & \text{if } R \leq R_1, \end{cases}$$

and use them to show that the minimum

$$\min_{R_1 \leq R \leq \tau \log_2 |S|} \left[ \tau e\left(\frac{R}{\tau}, Q_S\right) + E_{sp}(R, W_{Y|X}) \right]$$
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is attained at $R_1$. Thus, $R_1$ is the minimizer of $\bar{E}_{Jsp}(Q_S, W, Y|X, \tau)$, i.e.,

$$ \min_{\tau H_{Q_S}(S) \leq R \leq \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W, Y|X) \right] = \tau e \left( \frac{R_1}{\tau}, Q_S \right) + E_{sp}(R_1, W, Y|X). $$

2. **Converse part:** We assume $\bar{R}_m \in (R_\infty(W, Y|X), \tau \log_2 |S|)$ achieves the minimum in (5.6) but $\rho(\bar{R}_m) < -s_r(\tau \log_2 |S|)$. Note that $\rho(\tau \log_2 |S|) = \infty > -s_r(\tau \log_2 |S|)$ provided that $\tau \log_2 |S| > R_\infty(W, Y|X)$. Now let $R_1$ be the smallest rate in $[R_\infty(W, Y|X), \tau \log_2 |S|]$ satisfying $\rho(R_1) \geq -s_r(R_1)$. According to our assumption together with (a) and (e), $R_1 > \bar{R}_m$. However, using our previous method, we can construct two convex functions $f_1(R)$ and $g_1(R)$ associated with $R_1$ to show

$$ \min_{\tau H_{Q_S}(S) \leq R \leq R_1} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W, Y|X) \right] = \tau e \left( \frac{R_1}{\tau}, Q_S \right) + E_{sp}(R_1, W, Y|X). $$

This is clearly contradicted with the assumption that the minimum is attained at $\bar{R}_m$, a rate smaller than $R_1$, since there is a unique minimum due to the strict convexity. Thus, at $\bar{R}_m$ we must have $\rho(\bar{R}_m) \geq -s_r(\bar{R}_m)$. Consequently, we can show in a similar manner that $\rho(\bar{R}_m) \leq -s_l(\bar{R}_m).$

The following facts immediately follow from Lemma 5.3.

**Lemma 5.4** We have the following relations between $\bar{R}_m$ and $\bar{R}_m$:

1. If $\bar{R}_m > R_{cr}(W, Y|X)$ or $\bar{R}_m \geq R_{cr}(W, Y|X)$, then $\bar{R}_m = \bar{R}_m > R_{cr}(W, Y|X)$ and $\bar{E}_{Jsp}(Q_S, W, t) = \bar{E}_{Jr}(Q_S, W, t)$.

2. If $\bar{R}_m = R_{cr}(W, Y|X)$, then $\bar{R}_m \leq R_{cr}(W, Y|X)$.

3. $\bar{R}_m \geq \bar{R}_m$.

**Proof:** We first show (1). If $\bar{R}_m > R_{cr}(W, Y|X)$, then we have

$$ \min_{R_{cr}(W, Y|X) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W, Y|X) \right] = \tau e \left( \frac{\bar{R}_m}{\tau}, Q_S \right) + E_{sp}(\bar{R}_m, W, Y|X), $$

which means that

$$ \min_{R_{cr}(W, Y|X) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W, Y|X) \right] = \tau e \left( \frac{\bar{R}_m}{\tau}, Q_S \right) + E_r(\bar{R}_m, W, Y|X). $$
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Since the minimum of the convex function \( \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_Y|X) \) of \( R \) is achieved by \( \overline{R}_m > R_{cr}(W_Y|X) \), we must have

\[
\tau_{\text{H}_Q_S(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_Y|X) \right] = \tau e \left( \frac{\overline{R}_m}{\tau}, Q_S \right) + E_r(\overline{R}_m, W_Y|X),
\]

i.e., \( \overline{R}_m = \overline{R}_m \). On the other hand, if \( \overline{R}_m \geq R_{cr}(W_Y|X) \), then we have

\[
e \left( \frac{R_m}{\tau}, Q_S \right) + E_r(R_m, W_Y|X) = \tau e \left( \frac{R_m}{\tau}, Q_S \right) + E_{sp}(R_m, W_Y|X)
\]

\[
\geq \min_{\tau_{\text{H}_Q_S(S) \leq R \leq \tau \log_2 |S|}} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_Y|X) \right],
\]

but by definition we have

\[
e \left( \frac{R_m}{\tau}, Q_S \right) + E_r(R_m, W_Y|X) = \min_{\tau_{\text{H}_Q_S(S) \leq R \leq \tau \log_2 |S|}} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_Y|X) \right]
\]

\[
\leq \min_{\tau_{\text{H}_Q_S(S) \leq R \leq \tau \log_2 |S|}} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_Y|X) \right].
\]

It then follows from the above two inequalities that \( \overline{R}_m = \overline{R}_m \).

\[
e \left( \frac{R_m}{\tau}, Q_S \right) + E_r(R_m, W_Y|X) \leq e \left( \frac{R}{\tau}, Q_S \right) + E_r(R, W_Y|X)
\]

\[
\leq e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_Y|X)
\]

for all \( R > 0 \), which means that \( \overline{R}_m = \overline{R}_m \).

We next show (b). If \( \overline{R}_m = R_{cr}(W_Y|X) \), then by Lemma 5.3 and (d), \( \rho(R_{cr}(W_Y|X)) \geq -s_r(R_{cr}(W_Y|X)) = -r_r(R_{cr}(W_Y|X)) \). Using Lemma 5.3 again we obtain (2). To show (3), we only need to show the case when \( \overline{R}_m < R_{cr}(W_Y|X) \). According to Lemma 5.3 together with (c) and (d), we see \( \rho(\overline{R}_m) > 1 \) and \( \rho(\overline{R}_m) = 1 \). It follows from (e) that \( \overline{R}_m > \overline{R}_m \).

This lemma emphasizes that when the JSCC error exponent upper bound is achieved at a rate equal to the channel critical rate \( R_{cr}(W_Y|X) \), the lower bound could be achieved at a rate smaller than \( R_{cr}(W_Y|X) \).

In the sequel we shall use properties (c)-(f), and Lemmas 5.2, 5.3 and 5.4 to prove Theorem 5.2. To show \( A \iff B \iff C \), we only need to show: \( A \implies B \) (Forward) and
5.3. Tightness of the Upper and Lower Bounds 83

B \implies C \implies A \ (\text{Converse}).

1. Converse Part. We start from

\[ \bar{\rho}^* < 1 \]
\[ \implies \rho(\overline{R}_m) < 1 \quad \text{(by (f))} \]
\[ \implies \overline{R}_m < \tau R_{cr}^{(s)}(Q_S) \quad \text{(by (e))} \]
and
\[ s_r(\overline{R}_m) > -1 \quad \text{(by Lemma 5.3)} \]
\[ \implies \overline{R}_m \geq R_{cr}(W_{Y|X}) \quad \text{(by (c))} \]
\[ \implies \tau R_{cr}^{(s)}(Q_S) > R_m = \overline{R}_m > R_{cr}(W_{Y|X}) \quad \text{(by Lemma 5.4 (1))} \quad (5.18) \]
\[ \text{or} \quad \tau R_{cr}^{(s)}(Q_S) > \overline{R}_m = R_{cr}(W_{Y|X}) \geq R_m \quad \text{(by Lemma 5.4 (2))} \quad (5.19) \]
\[ \implies 0 < \rho^* = \bar{\rho}^* < 1 \quad (5.20) \]
and
\[ \tau R_{cr}^{(s)}(Q_S) > \overline{R}_m = R_{m} \geq R_{cr}(W_{Y|X}), \quad (5.21) \]

where (9.56) and (5.21) are explained as follows. We first claim \( \rho^* < 1 \), because \( \rho^* = 1 \) would yield \( \overline{R}_m \geq \tau R_{cr}^{(s)}(Q_S) \) by Lemma 5.2 (3), which is contradicted with (9.54) and (9.55). Since now \( \rho^* < 1 \), from Lemma 5.3 and (d) we know \( \overline{R}_m \geq R_{cr}(W_{Y|X}) \). Thus in (9.55) we must have \( \overline{R}_m = R_{cr}(W_{Y|X}) \) and consequently (9.54) and (9.55) can both be summarized by (5.21). Meanwhile, \( \rho^* = \bar{\rho}^* \) follows by Lemma 5.2. If now

\[ \bar{\rho}^* = 1 \]
\[ \implies \rho(\overline{R}_m) = 1 \quad \text{(by (f))} \]
\[ \implies \overline{R}_m = \tau R_{cr}^{(s)}(Q_S) \quad \text{(by (e))} \]
and
\[ s_l(\overline{R}_m) \leq -1 \leq s_r(\overline{R}_m) \quad \text{(by Lemma 5.3)} \]
\[ \implies \overline{R}_m \geq R_{cr}(W_{Y|X}) \quad \text{(by (c))} \]
\[ \implies \tau R_{cr}^{(s)}(Q_S) = R_m = \overline{R}_m > R_{cr}(W_{Y|X}) \quad \text{(by Lemma 5.4 (1))} \quad (5.22) \]
\[ \text{or} \quad \tau R_{cr}^{(s)}(Q_S) = \overline{R}_m = R_{cr}(W_{Y|X}) \geq R_m \quad \text{(by Lemma 5.4 (2))} \quad (5.23) \]
\[ \implies \rho^* = \bar{\rho}^* = 1 \quad (5.24) \]
and
\[ \tau R_{cr}^{(s)}(Q_S) = R_m = \overline{R}_m \geq R_{cr}(W_{Y|X}), \quad (5.25) \]
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where (5.24) and (5.25) are explained as follows. We first claim that $\rho^* = 1$. If $\rho^* < 1$, then by Lemma 5.2 (3) we have $R_m < \tau R_{cr}^{(s)}(Q_S)$. In (5.22), we see $R_m = \tau R_{cr}^{(s)}(Q_S)$, contradicted. In (5.23), it is still impossible that $R_m < \tau R_{cr}^{(s)}(Q_S) = R_{cr}(W_{Y|X})$, because in that case we have $\rho(R_m) < \rho(\tau R_{cr}^{(s)}(Q_S)) = 1$ by (e), which violates Lemma 5.3 since $R_m < R_{cr}(W_{Y|X})$ implies $\rho(R_m) = 1$. Thus we must have $\rho^* = 1$ and (5.24) follows.

According to Lemma 5.2 (3) again, $\rho^* = 1$ implies $R_m \geq \tau R_{cr}^{(s)}(Q_S)$. Hence in (5.23) we must have $R_m = \tau R_{cr}^{(s)}(Q_S)$. (5.22) and (5.23) can both be summarized by (5.25). Next if $\rho^* > 1 = \Rightarrow \rho(R_m) > 1$ (by (f)) 

$$\Rightarrow R_m > \tau R_{cr}^{(s)}(Q_S) \quad \text{(by (e))}$$

(5.26)

and $s_l(R_m) < -1$ (by Lemma 5.3)

$$\Rightarrow R_m \leq R_{cr}(W_{Y|X}) \quad \text{(by (c))}$$

$$\Rightarrow R_m \leq R_{cr}(W_{Y|X}) \quad \text{(by Lemma 5.4 (1) and (3))}$$

$$\Rightarrow R_m < R_{cr}(W_{Y|X})$$

(5.27)

$$\Rightarrow r_l(R_m) = -1 = r_r(R_m) \quad \text{(by (d))}$$

$$\Rightarrow \rho(R_m) = 1 \quad \text{(by Lemma 5.3)}$$

$$\Rightarrow R_m = \tau R_{cr}^{(s)}(Q_S) \quad \text{(by (e))}$$

(5.28)

$$\Rightarrow \rho^* = 1 \quad \text{(by Lemma 5.2 (3))}$$

and $R_m > R_{cr}$.

(5.26) and (5.28).

To see (5.27), we let $R_m = \overline{R}_m = R_{cr}(W_{Y|X})$. Then using (d) and Lemma 5.3 yields $\rho(R_m) \leq 1$, which is contradicted with the assumption $\rho(R_m) = \rho(\overline{R}_m) > 1$. To show the last step, we assume $\rho^* < 1$, then Lemma 5.2 (3) ensures $R_m = \tau H_{Q_{S}^{(r)}}(S) < \tau R_{cr}^{(s)}(Q_S)$, which is contradicted with the last second step.

2. Forward Part. First recall that $\rho(\tau R_{cr}^{(s)}(Q_S)) = 1$ by (e). Now if $\tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X})$, then $\overline{R}_m$ cannot be strictly larger than $\tau R_{cr}^{(s)}(Q_S)$ because in that case $\rho(\overline{R}_m) > \rho(\tau R_{cr}^{(s)}(Q_S)) = 1$, $-s_l(\overline{R}_m) \leq 1$ by (c), which violates Lemma 5.3. It then follows
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\( R_m \leq \tau R_{cr}^{(s)}(Q_S) \) and hence \( \overline{\rho} \leq 1 \) by (e). Conversely, if \( \tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X}) \), then \( R_m \) cannot be less than (or equal to) \( \tau R_{cr}^{(s)}(Q_S) \) because in that case \( \rho(R_m) \leq \rho(\tau R_{cr}^{(s)}(Q_S)) = 1 \), \( -s_{\tau}(R_m) > 1 \) by (c), which violates Lemma 5.3. It then follows \( R_m > \tau R_{cr}^{(s)}(Q_S) \) and hence \( \overline{\rho} > 1 \) by (e).

Finally, we should note that when \( \tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X}) \), or \( \overline{\rho} > 1 \), the lower bound is achieved by \( R_m = \tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X}) \) and \( \rho^* = 1 \). Thus

\[
E_0(\rho, W_{Y|X}) = (1 + \rho) \log |X| - \log \left\{ \sum_{i=1}^{s} |Y_i| \left( \sum_{j=1}^{|X|} p_{ij}^{1+\rho} \right) \right\} \tag{5.29}
\]

and

\[
C(W_{Y|X}) = \log |X| - \frac{1}{|X|} \sum_{i=1}^{s} |Y_i| \left( \sum_{j=1}^{|X|} p_{ij} \right) H_{p^{(0)}(I_Y)},
\]

5.3.3 DMS and Symmetric DMC

Consider a DMS \( Q_S \) and a symmetric DMC \( W_{Y|X} \) with rate \( \tau \), where the channel transition matrix \( W_{Y|X} \) can be partitioned along its columns into sub-matrices \( W_{Y|X,1}, W_{Y|X,2}, \ldots, W_{Y|X,s} \), such that in each \( W_{Y|X,i} \) with size \(|X| \times |Y_i|\), each row is a permutation of each other row and each column is a permutation of each other column. Denote the transition probabilities in any column of sub-matrix \( W_{Y|X,i}, i = 1, 2, \ldots, s \), by \( \{p_{i1}, p_{i2}, \ldots, p_{i|X|}\} \).

Then both \( E_0(\rho, W_{Y|X}) \) and the channel capacity are achieved by the uniform distribution \( P_X = 1/|X| \) and have the form

\[
E_0(\rho, W_{Y|X}) = (1 + \rho) \log |X| - \log \left\{ \sum_{i=1}^{s} |Y_i| \left( \sum_{j=1}^{|X|} p_{ij}^{1+\rho} \right) \right\}
\]

\[
C(W_{Y|X}) = \log |X| - \frac{1}{|X|} \sum_{i=1}^{s} |Y_i| \left( \sum_{j=1}^{|X|} p_{ij} \right) H_{p^{(0)}(I_Y)},
\]

Here symmetry is defined in the Gallager sense [42, p. 94]; it is a generalization of the standard notion of symmetry [29] (which corresponds to \( s = 1 \) above).
where the tilted distribution $P_i^{(\alpha)}$, $\alpha \geq 0$, for each $i = 1, 2, \cdots, s$, is defined on $\mathcal{I}_X \triangleq \{1, 2, \cdots, |\mathcal{X}|\} \setminus \frac{1}{(\sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\alpha})}$, $j \in \mathcal{I}_X$.

Since now $E_0(\rho, W_Y|X)$ is a concave and differentiable function of $\rho$, the bounds $E_{J_r}$ and $E_{J_{sp}}$ can be analytically obtained. If

$$\frac{1}{|\mathcal{X}|} \sum_{i=1}^s |\mathcal{Y}_i| \left( \sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\rho} \right)^{1+\tau} H_{P_i^{(0)}(I_X)} + \tau H_{Q_S(S)} < \log_2 |\mathcal{X}| \tag{5.30}$$

and

$$\frac{\sum_{i=1}^s |\mathcal{Y}_i| \left( \sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\rho} \right)^{1+\tau} H_{P_i^{(1)}(I_X)}}{\sum_{i=1}^s |\mathcal{Y}_i| \left( \sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\rho} \right)^{1+\tau}} + \tau H_{Q_S^{(1)}(S)} \geq \log_2 |\mathcal{X}|, \tag{5.31}$$

then the source-channel exponent is positive and is exactly determined by

$$E_J(Q,S,W_Y|X,\tau) = (1 + \tau^\rho) \log |\mathcal{X}| - \log \left\{ \left( \sum_{i=1}^s |\mathcal{Y}_i| \left( \sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\rho} \right)^{1+\tau} \right) \left( \sum_{s \in S} Q_S^{1+\tau^\rho}(s) \right)^{\tau(1+\tau^\rho)} \right\}, \tag{5.32}$$

where $\tau^\rho$ is the unique root of the equation

$$\frac{\sum_{i=1}^s |\mathcal{Y}_i| \left( \sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\rho} \right)^{1+\rho} H_{P_i^{(0)}(I_X)}}{\sum_{i=1}^s |\mathcal{Y}_i| \left( \sum_{j=1}^{|\mathcal{X}|} p_{ij}^{1+\rho} \right)^{1+\rho}} + \tau H_{Q_S^{(\rho)}(S)} = \log_2 |\mathcal{X}|. \tag{5.33}$$

In the case when (5.30) does not hold, which means $\tau H_{Q_S(S)} \geq C(W_Y|X)$, $E_J$ is zero. When (5.30) holds but (5.31) does not hold, the right-hand side of (5.32) becomes the upper bound $E_{J_{sp}}(Q,S,W_Y|X,\tau)$ and meanwhile, $E_J$ is lower bounded by $E_o(1,W_Y|X) - \tau E_s(1,Q_S)$, where $E_o(\rho, W_Y|X)$ is given by (5.29).

**Example 5.2** Now we apply the conditions (5.30) and (5.31) to a communication system with a binary source with distribution $\{q, 1-q\}$, a binary symmetric channel (BSC) with crossover probability $\varepsilon$ and transmission rates $\tau = 0.5, 0.75, 1, \text{ and } 1.25$. Note that

$$R_{cr}(W_Y|X) = 1 - h_b\left( \frac{\sqrt{\varepsilon}}{\sqrt{\varepsilon} + \sqrt{1 - \varepsilon}} \right)$$
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Figure 5.4: The regions for the \((\varepsilon, q)\) pairs in the binary DMS \(\{q, 1-q\}\) and BSC \(\varepsilon\) system of Example 5.2 for different transmission rates \(\tau\). Note that \(E_J = 0\) on the boundary between Regions A and B; \(E_J\) is exactly determined on the boundary between Regions B and C. In Region A, \(E_J = 0\). In Region B, \(E_J\) is positive and known exactly. In Region C, \(E_J\) is positive and can be bounded above and below.

and

\[ R_{cr}^{(s)}(Q_S) = h_b \left( \frac{\sqrt{q}}{\sqrt{q} + \sqrt{1-q}} \right), \]

where \(h_b(\cdot)\) is binary entropy function. In Fig. 5.4, we partition the set of possible points for the \((\varepsilon, q)\) pairs into three regions: A, B and C. If \((\varepsilon, q) \in B\), where conditions (5.30) and (5.31) hold, i.e., \(\tau H_{Q_S}(S) < C(W_{Y|X})\) and \(\tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X})\), then the corresponding \(E_J\) is positive and exactly known. Furthermore, if \((\varepsilon, q) \in C\), then \(E_J\) is bounded above (below, respectively) by the right-hand side of (5.32) \((E_o(1, W_{Y|X}) - \tau E_s(1, Q_S),\) respectively). When \((\varepsilon, q) \in A\), where \(\tau H_{Q_S}(S) > C(W_{Y|X})\), \(E_J\) is zero, and the error probability of this communication system converges to 1 for \(n\) sufficiently large. So we are
only interested in the cases when \((\epsilon, q) \in B \cup C\).

5.4 Csiszár’s Expurgated Bound

5.4.1 Equivalent Expression

In [31], Csiszár extended his work and obtained another lower bound to \(E_J\) for a class of source-channel pairs: for a DMS and a DMC with zero-error capacity equal to 0, if \(E_{ex}(R, W_{Y|X}) = \max_{P_X \in \mathcal{P}(X)} E_{ex}(R, P_X, W_{Y|X})\) is attained for a \(P_X\) not depending on \(R\), then

\[
E_J(Q_S, W_{Y|X}, \tau) \geq \mathcal{E}_{Jex}(Q_S, W_{Y|X}, \tau) \tag{5.34}
\]

where

\[
\mathcal{E}_{Jex}(Q_S, W_{Y|X}, \tau) \triangleq \min_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{ex}(R, W_{Y|X}) \right] \tag{5.35}
\]

is called Csiszár’s source-channel expurgated lower bound since it contains \(E_{ex}(R, W_{Y|X})\) in its expression. We then use Fenchel’s Duality Theorem to derive an equivalent expression of \(E_{Jex}\).

**Theorem 5.3** For a DMS and a DMC with zero-error capacity equal to 0, if

\[
E_{ex}(R, W_{Y|X}) = \max_{P_X \in \mathcal{P}(X)} E_{ex}(R, P_X, W_{Y|X})
\]

is attained for a \(P_X\) not depending on \(R\), then

\[
\mathcal{E}_{Jex}(Q_S, W_{Y|X}, t) = \sup_{\rho \geq 1} [E_x(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)]. \tag{5.36}
\]

**Proof:** Recall that \(E_x(\rho, P_X, W_{Y|X})\) is concave in \(\rho\) on the interval \(G = [1, +\infty)\) [42, pp. 153–154]. Note that

\[
-E_{ex}(R, P_X, W_{Y|X}) \triangleq -\sup_{\rho \in G} [E_x(\rho, P_X, W_{Y|X}) - \rho R] = \inf_{\rho \in G^*} [\rho R - E_x(\rho; P_X, W_{Y|X})]
\]

is the concave transform of \(E_x(\rho, P_X, W_{Y|X})\) on \(R \in G^* = \{R : -E_{ex}(R, P_X, W_{Y|X}) > -\infty\} = [0, +\infty)\) for DMCs with zero-error capacity equal to 0. Also recall that \(\tau E_s(\rho, Q_S)\)
is strictly convex in $\rho$ on the interval $F = [0, +\infty)$. Its convex transform

$$
\sup_{\rho \in F}[\rho R - \tau E_s(\rho, Q_S)] = \tau e \left( \frac{R}{\tau}, Q_S \right)
$$

is a function of $R$ on $F^* = \{R : \tau e(R/\tau, Q_S) < +\infty\} = (-\infty, \tau \log_2 |S|]$. Fenchel duality theorem states that

$$
\inf_{\rho \in F^{*} \cap G} [\tau E_s(\rho, Q_S) - E_x(\rho, P_X, W_Y|X)] = \max_{R \in F^{*} \cap G^*} \left[-E_{ex}(R, P_X, W_Y|X) - \tau e \left( \frac{R}{\tau}, Q_S \right)\right]
$$
or

$$
\sup_{\rho \geq 1}[E_x(\rho, P_X, W_Y|X) - \tau E_s(\rho, Q_S)] = \min_{0 < R \leq \tau \log_2 |S|} \left[\tau e \left( \frac{R}{\tau}, Q_S \right) + E_{ex}(R, P_X, W_Y|X)\right].
$$

We can now maximize over $P_X$ and get the two equivalent lower bounds:

$$
\sup_{\rho \geq 1}[E_x(\rho, W_Y|X) - \tau E_s(\rho, Q_S)]
$$

\[= \max_{P_X} \min_{0 < R \leq \tau \log_2 |S|} \left[\tau e \left( \frac{R}{\tau}, Q_S \right) + E_{ex}(R, P_X, W_Y|X)\right]
\]

\[\overset{(a)}{=} \min_{0 < R \leq \tau \log_2 |S|} \left[\tau e \left( \frac{R}{\tau}, Q_S \right) + \max_{P_X} E_{ex}(R, P_X, W_Y|X)\right]\]

\[\overset{(b)}{=} \min_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[\tau e \left( \frac{R}{\tau}, Q_S \right) + E_{ex}(R, W_Y|X)\right]
\]

\[= E_{\text{lex}}(Q_S, W_Y|X, \tau),
\]

where (a) follows by assumption that the maximizing $P_X$ does not depend on $R$ and (b) holds since the convex function $\tau e(R/\tau, Q_S) + E_{ex}(R, W_Y|X)$ is either infinity or strictly decreasing for $R < \tau H_{Q_S}(S)$.

In the following lemma we note that the supremum in (5.36) can be replaced by a maximum, and the relation between the maximizer $\rho_\tau$ and its dual minimizer $R_{\text{ex}}$ is given.

**Lemma 5.5** For DMC with zero-error capacity equal to 0, the function $E_x(\rho, W_Y|X) - \tau E_s(\rho, Q_S)$ has a global maximum at a finite $\rho \geq 1$. Let

$$
\rho_\tau \triangleq \arg \max_{\rho \geq 1}[E_x(\rho, W_Y|X) - \tau E_s(\rho, Q_S)] \quad (5.37)
$$

and

$$
R_{\text{ex}} \triangleq \arg \min_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[\tau e \left( \frac{R}{\tau}, Q_S \right) + E_{ex}(R, W_Y|X)\right]. \quad (5.38)
$$
Then $R_{xm} = \tau H_{Q^*}^*(S)$ if $p_\pi > 1$; $R_{xm} \leq \tau R^{(s)}_{cr}(Q_S)$ if $p_\pi = 1$.

**Remark 5.5** Since the function between brackets to be optimized in (5.37) (or (5.38)) is strictly concave (or convex), $p_\pi$ and $R_{xm}$ are well-defined and unique.

**Proof:** We first show that $p_\pi$ is finite. Recall that for any $P_X$, Gallager’s source function $E_s(\rho, Q_S)$ given in (2.7) and $E_x(\rho; P_X, W_{Y|X})$ given in (2.25) at $\rho = 1$ reduce to

$$E_s(1, Q_S) = \log_2 \left( \sum_{s \in S} \sqrt{Q_S(s)} \right)^2$$

and

$$E_x(1; P_X, W_{Y|X}) = -\log_2 \sum_{y \in Y} \left( \sum_{x \in X} P_X(x) \sqrt{P_{Y|X}(y|x)} \right)^2.$$ 

Using Jensen’s inequality [29] on the convex function $x^2$, we obtain

$$E_s(1, Q_S) \leq \log_2 \sum_{s \in S} (Q_S(s)Q_S(s)^{-1}) = \log_2 |S|$$

with equality if and only if $Q_S$ is uniform, and

$$E_x(1; P_X, W_{Y|X}) \geq -\log_2 \sum_{y \in Y} \sum_{x \in X} P_X(x)W_{Y|X}(y|x) = 0.$$ 

Therefore,

$$E_x(1, W_{Y|X}) - \tau E_s(1, Q_S) > -\log_2 |S|$$

because of the nonuniform source assumption. On the other hand, because the zero-error capacity is 0 we know that $\lim_{\rho \to \infty} E_x(\rho, W_{Y|X}) = 0$ (from [42, p. 155]) and hence

$$\lim_{\rho \to \infty} \frac{E_x(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)}{\rho} \leq -\tau \log_2 |S|.$$ 

Clearly, since the concave function $E_x(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)$ is finite (bounded below) at $\rho = 1$, and approaches to $-\infty$ as $\rho \to \infty$, there exists a global maximum at a finite $p_\pi$. We next show the relation between $p_\pi$ and $R_{xm}$. Following the proof of Theorem 5.3, let $f^*(y)$ be $\tau e(R/\tau, Q_S)$ and let $f(x)$ be $E_s(\rho, Q_S)$. Fenchel’s Duality Theorem (4.2) says that $p_\pi$ and $R_{xm}$ should satisfy

$$\max_{\rho \geq 1} [\rho R_{xm} - \tau E_s(\rho, Q_S)] = p_\pi R_{xm} - \tau E_s(\rho, Q_S).$$
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If $\rho_x > 1$, then $\rho_x$ is the stationary point of the concave function $\rho R_{x} - \tau E_s(\rho, Q_S)$, and hence

$$R_{x} = \tau H_{Q_S(\rho_x)}(S).$$

Otherwise (if $\rho_x = 1$), which means that the stationary point is less than or equal to 1,

$$R_{x} \leq \tau R_{cr}^{(s)}(Q_S).$$

Analogously to Theorem 5.2, we have the following explicit conditions regarding the expurgated lower bound to the JSCC exponent.

**Theorem 5.4** For the expurgated lower bound in Theorem 5.3, the following conditions are equivalent.

- $\tau R_{cr}^{(s)}(Q_S) < R_{ex}(W_Y|X) \iff \rho_x > 1 \iff \tau R_{cr}^{(s)}(Q_S) < R_{x} \leq R_{ex}(W_Y|X)$. Thus,
  $$E_J(\rho_x, W_Y|X, t) \geq E_{x}(\rho_x, W_Y|X) - \tau E_s(\rho_x, Q_S).$$

- $\tau R_{cr}^{(s)}(Q_S) \geq R_{ex}(W_Y|X) \iff \rho_x = 1 \iff R_{x} = \tau R_{cr}^{(s)}(Q_S) \geq R_{ex}(W_Y|X)$. Thus,
  $$E_J(Q_S, W_Y|X, t) \geq E_{x}(1, W_Y|X) - \tau E_s(1, Q_S).$$

The proof of Theorem 5.4 is similar to that of Theorem 5.2 and is hence omitted. We next use Theorems 5.2 and 5.4 to compare Csiszár’s random-coding and expurgated lower bounds.

5.4.2 Random-coding Lower Bound vs Expurgated Lower Bound

Of clear interest is the case when the expurgated bound improves upon the random-coding bound.

**Corollary 5.4** The source-channel random-coding bound is improved by the expurgated bound (i.e., $E_{Jr} < E_{Jex}$) if and only if $\tau R_{cr}^{(s)}(Q_S) < R_{ex}(W_Y|X)$, where $R_{ex}(W_Y|X)$ is defined in (2.35).
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Proof: When \( \tau R_{cr}^{(s)}(Q_S) < R_{ex}(W_Y|X) \), we must have that \( \tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_Y|X) \), since \( R_{ex}(W_Y|X) \) is never larger than \( R_{cr}(W_Y|X) \). It follows from Theorem 5.2 that the random-coding lower bound is attained at \( R_m = \tau R_{cr}^{(s)}(Q_S) \). By Theorem 5.4 the expurgated lower bound is attained at \( R_{xm} = R_{cr}(W_Y|X) \) ≥ \( R_m > \tau R_{cr}^{(s)}(Q_S) \). On account of Lemma 5.5, this must happen if \( R_{xm} = \tau H_{Q_{(S_e)}(S)} \) with \( \rho_x > 1 \). Thus, \( R_{xm} > R_m \) and

\[
E_{Jr}(Q_S, W_Y|X, \tau) = E_f(R_m, W_Y|X) + \tau e \left( \frac{R_m}{\tau}, Q_S \right)
\]

\[
< E_f(R_{xm}, W_Y|X) + \tau e \left( \frac{R_{xm}}{\tau}, Q_S \right)
\]

\[
\leq E_{ex}(R_{xm}, W_Y|X) + \tau e \left( \frac{R_{xm}}{\tau}, Q_S \right)
\]

\[
= E_{Jex}(Q_S, W_Y|X, \tau).
\]

In this case, the source-channel expurgated lower bound is tighter than the random-coding lower bound. We then show that \( E_{Jr}(Q_S, W_Y|X, \tau) \geq E_{Jex}(Q_S, W_Y|X, \tau) \) if \( \tau R_{cr}^{(s)}(Q_S) \geq R_{ex}(W_Y|X) \).

When \( R_{ex}(W_Y|X) \leq \tau R_{cr}^{(s)}(Q_S) \leq R_{cr}(W_Y|X) \), it follows from Theorems 5.2 and 5.4 that

\[
E_{Jr}(Q_S, W_Y|X, \tau) = E_o(1, W_Y|X) - \tau E_s(1, Q_S)
\]

\[
= E_s(1, W_Y|X) - \tau E_s(1, Q_S)
\]

\[
= E_{Jex}(Q_S, W_Y|X, \tau),
\]

where the second equality follows from the fact that, for any \( P_X \), Gallager’s channel functions \( E_o(1, P_X, W_Y|X) \) and \( E_x(1, P_X, W_Y|X) \) are equal [42], and hence their maxima are equal. In this case, the source-channel random-coding lower bound is identical to the expurgated lower bound.

When \( \tau R_{cr}^{(s)}(Q_S) > R_{cr}(W_Y|X) \), we must have \( \tau R_{cr}^{(s)}(Q_S) > R_{ex}(W_Y|X) \). Then the expurgated lower bound is attained at \( R_{xm} = \tau R_{cr}^{(s)}(Q_S) \) by Theorem 5.4. On account of Theorems 5.2 and Corollary 5.1, the random-coding lower bound is attained at \( R_m = \)
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\[ \tau H_{Q^{(S)}}(S) \geq R_{cr}(Y|X) \] with \( \rho^* \leq 1 \). Consequently,

\[
E_{Jr}(Q_S, W_Y|X, \tau) = E_r(R_m, W_Y|X) + \tau e\left(\frac{R_m}{\tau}, Q_S\right)
\]

\[
\geq E_{ex}(R_m, W_Y|X) + \tau e\left(\frac{R_m}{\tau}, Q_S\right)
\]

\[
\geq E_{ex}(R_{xm}, W_Y|X) + \tau e\left(\frac{R_{xm}}{\tau}, Q_S\right)
\]

\[
= E_{Jex}(Q_S, W_Y|X, \tau).
\]

In this case, the source-channel random-coding lower bound is tighter than or equal to the expurgated lower bound.

5.4.3 DMS and Equidistant DMC

A DMC \( W_{Y|X} \) is called equidistant if there exists a number \( \beta > 0 \) such that for all pairs of inputs \( x \neq \tilde{x} \),

\[
\sum_y \sqrt{W_{Y|X}(y|x)W_{Y|X}(y|\tilde{x})} = \beta.
\]

Note that equidistant DMCs have 0 zero-error capacity, and every DMC with binary input alphabet is equidistant. It is shown in [57] that for an equidistant channel, \( E_x(\rho, W_{Y|X}) \) is achieved in the range \( \rho \geq 1 \) by a uniform input distribution \( P_X(x) = 1/|X| \). Therefore, we can write \( E_x(\rho, W_{Y|X}) \) as

\[
E_x(\rho, W_{Y|X}) = -\rho \log_2 \left( \frac{|X| - 1}{|X|} \beta^\frac{1}{\rho} + 1 \right) \quad \text{for} \quad \rho \geq 1.
\]

Now we apply Theorems 5.3 and 5.4 to DMS \( Q_S \) and equidistant DMC \( W_{Y|X} \) with transmission rate \( \tau \). We then see that if

\[
\tau H_{Q^{(S)}}(S) + \log_2 \left( \frac{|X| - 1}{|X|} \beta + 1 \right) \leq \frac{\beta \log \beta}{\beta + |X| - 1},
\]

the expurgated JSCC lower bound is tighter than the random-coding lower bound and is given by

\[
E_J(Q_S, W_{Y|X}, t) \geq -\rho^*_s \log_2 \left( \frac{|X| - 1}{|X|} \beta^\frac{1}{\rho^*_s} + 1 \right) - \tau(1 + \rho^*_s) \log_2 \sum_s Q_S^{\frac{1}{\rho^*_s}}(s),
\]
where $\rho_x$ is the unique root of the equation

$$\tau H_{Q(x)}(S) + \log_2 \left( \frac{|X| - 1}{|X|} \beta^\frac{1}{\tau} + \frac{1}{|X|} \right) = \frac{\rho_x^{-1} \beta^\frac{1}{\tau} \log_2 \beta}{\beta^\frac{1}{\tau} + \frac{1}{|X| - 1}}.$$ 

Figure 5.5: The regions for the $(\alpha, q)$ pairs in the binary DMS $\{q, 1 - q\}$ and BEC ($\alpha$) system of Example 5.3 with $\tau = 1$. Note that $E_J = 0$ on the boundary between Regions A and B; $E_J$ is determined on the boundary between Regions B and C$_1$; The random-coding bound and expurgated bound to $E_J$ are equal on the boundary between Regions C$_1$ and C$_2$.

**Example 5.3** Consider a communication system with a binary source with distribution $\{q, 1 - q\}$, a binary erasure channel (BEC) with erasure probability $\alpha$ and transmission rate $\tau = 1$ (similar results hold for other cases, as in the last example). Using the conditions (5.30), (5.31) in Section 5.3.3, and together with (5.39), we present in Fig. 5.5 the set of $(\alpha, q)$ points, partitioned into four regions. If the pair $(\alpha, q)$ is located in Region B, then the system $E_J$ is positive and exactly known. If $(\alpha, q) \in C = C_1 \cup C_2$, then upper and lower bounds for $E_J$ are known. Here, Region C$_2$ consists of the values of $(\alpha, q)$ for
which the source-channel expurgated lower bound given in (5.40) is tighter than the source-
channel random-coding lower bound. Finally, when \((\alpha, q) \in A\), \(E_J(Q_S, W_{Y|X}, \tau) = 0\). In
Fig. 5.6, we plot the random-coding and expurgated lower bounds for different source and
BEC pairs. We observe that when the source distribution is \(Q_S=\{0.1,0.9\}\) (respectively
\(Q_S=\{0.2,0.8\}\)), the expurgated lower bound for \(E_J\) is tighter than the random-coding lower
bound if \(\alpha < 0.0297\) (respectively if \(\alpha < 0.0102\)).

![Figure 5.6: Improvement due to the expurgated lower bound for the binary DMS \((\alpha, q)\) and
BEC \((\alpha)\) system of Example 5.3 with \(\tau = 1\). Exp-LB and RC-LB stand for the expurgated
and random-coding lower bounds, respectively.](image-url)
5.5 JSCC Excess Distortion Exponent with Hamming Distortion Measure

Since in this section we study the (lossy) JSCC excess distortion exponent with a criterion fidelity, we allow the source distribution \( Q_S \) to be uniform. Given a distortion measure \( d(\cdot, \cdot) \) on \( S \times S \), a JSC code \((f_n, \varphi_n, \Delta, \tau)\) with blocklength \( n \) and transmission rate \( \tau > 0 \) for a \( \tau n \)-length DMS \( Q_S \in \mathcal{P}(S) \) and a DMC \( W_{Y|X} \in \mathcal{P}(Y|X) \) with a threshold \( \Delta \) of tolerated distortion is a pair of mappings (see Fig. 5.1)

\[
f_n : S^{\tau n} \rightarrow X^n
\]

and

\[
\varphi_n : Y^n \rightarrow S^{\tau n}.
\]

The probability of failing to decode the JSC code \((f_n, \varphi_n, \Delta, \tau)\) within a prescribed distortion level \( \Delta > 0 \) is called the probability of excess distortion and defined by

\[
P^\Delta_n(Q_S, W_{Y|X}, \tau) \triangleq \sum_{\{(s, y): d(\tau n)(s, \varphi_n(y)) > \Delta\}} Q^{(n)}_S(s)W^{(n)}_{Y|X}(y|f_n(s)).
\]

**Definition 5.2** The JSCC excess distortion exponent \( E^\Delta_J(Q_S, W_{Y|X}, \Delta, \tau) \) is defined as the supremum of the set of all numbers \( E^\Delta \) for which there exists a sequence of JSC codes \((f_n, \varphi_n, \Delta, \tau)\) with blocklength \( n \) and transmission rate \( \tau \) such that

\[
E^\Delta \leq \liminf_{n \to \infty} -\frac{1}{n} \log P^\Delta_n(Q_S, W_{Y|X}, \tau).
\]

When there is no possibility of confusion, \( E^\Delta_J(Q_S, W_{Y|X}, \tau) \) will often be written \( E^\Delta_J \). In [31], Csiszár proved that for a DMS \( Q_S \) and a DMC \( W_{Y|X} \), the JSCC error exponent under distortion threshold \( \Delta \) satisfies

\[
E^\Delta_J(Q_S, W_{Y|X}, \tau) \leq E^\Delta_J(Q_S, W_{Y|X}, \Delta, \tau) \leq E^\Delta_Jsp(Q_S, W_{Y|X}, \tau),
\]

where

\[
E^\Delta_Jsp(Q_S, W_{Y|X}, \tau) \triangleq \inf_{R > 0} \left[ \tau F(\frac{R}{\tau}, Q_S, \Delta) + E_r(R, W_{Y|X}) \right]
\]
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and

\[
\overline{E_{\text{isp}}}(Q_S, W_Y|X, \tau) \triangleq \inf_{R > 0} \left[ \tau F\left(\frac{R}{\tau}, Q_S, \Delta\right) + E_{\text{isp}}(R, W_Y|X) \right]. \tag{5.43}
\]

In the above, \( F(R, Q_S, \Delta) \) is defined by (2.11) and is the true value of the DMS excess distortion exponent \( e_{\Delta}(R, P_S) \), and \( E_r(R, W_Y|X) \) and \( E_{\text{isp}}(R, W_Y|X) \) are the random-coding and sphere-packing bounds to the channel error exponent. Likewise, if the infimum in (5.42) or (5.43) is attained for a rate larger than the channel critical rate, then the lower and upper bounds coincide (cf. Lemma 5.4), and we can determine \( E_{\Delta}^J \) exactly. Of course, the two bounds are nontrivial if and only if \( \tau R(Q_S, \Delta) < C(W_Y|X) \) by the lossy JSCC theorem.

By definition \( F(R, Q_S, \Delta) \) is a nondecreasing, but not necessarily convex or even continuous in \( R \) (cf. Section 2.2.2). Therefore, it is hard to analytically compute the JSCC exponent \( E_{\Delta}^J \) in general. In this section we only address the computation of \( E_{\Delta}^J \) for a binary DMS and an arbitrary DMC under the Hamming distortion measure \( d_H(\cdot, \cdot) \), given by

\[
d_H(s, \tilde{s}) = \begin{cases} 
1, & \text{if } s \neq \tilde{s}, \\
0, & \text{if } s = \tilde{s}.
\end{cases} \tag{5.44}
\]

We first need to derive a parametric form of \( F(R, Q_S, \Delta) \). Define

\[
E_{\Delta}^s(\rho, Q_S) \triangleq (1 + \rho) \log \left( q^{\frac{1}{1+\rho}} + (1 - q)^{\frac{1}{1+\rho}} \right) - \rho h_b(\Delta). \tag{5.45}
\]

**Lemma 5.6** For binary DMS \( Q_S \triangleq \{q, 1 - q\} \) \((q \leq 1/2)\) under the Hamming distortion measure (5.44) and distortion threshold \( \Delta \) such that \( \Delta \leq 1/2 \), the function \( F(R, Q_S, \Delta) \) given by (2.11) is equivalent to

\[
F(R, Q_S, \Delta) = \begin{cases} 
+\infty, & R > 1 - h_b(\Delta), \\
\sup_{\rho \geq \rho_0} [\rho R - \tau E_{\Delta}^s(\rho, Q_S)], & R(Q_S, \Delta) < R \leq 1 - h_b(\Delta), \\
0, & R \leq R(Q_S, \Delta),
\end{cases} \tag{5.46}
\]

where the rate-distortion function \( R(Q_S, \Delta) = h_b(q) - h_b(\Delta) \) and \( \rho_0 = 0 \) if \( q \geq \Delta \); otherwise \( R(Q_S, \Delta) = 0 \) and \( \rho_0 \) is the unique root of equation \( H(Q_S^{(\rho)}) = h_b(\Delta) \) such that \( \rho_0 > 0 \).
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**Proof:** Recall that the rate-distortion function \( R(Q_S, \Delta) \) for a binary DMS \( Q_S = \{q, 1 - q\} \) under the Hamming distortion measure is given by (e.g., [29])

\[
R(Q_S, \Delta) = \begin{cases} 
  h_b(q) - h_b(\Delta), & 0 \leq \Delta \leq q, \\
  0, & \Delta > q.
\end{cases}
\] (5.47)

Clearly, \( F(R, Q_S, \Delta) = 0 \) for \( R \leq 0 \) since the infimum in (2.11) is attained at \( P_S = Q_S \). Similarly, since \( R(P_S, \Delta) \leq 1 - h_b(\Delta) \) for all \( P_S \), \( F(R, Q_S, \Delta) = \infty \) for \( R > 1 - h_b(\Delta) \). For the remainder of the proof, we assume \( 0 < R \leq 1 - h_b(\Delta) \).

1) *Case of* \( 0 \leq \Delta \leq q \). For \( R \leq R(Q_S, \Delta) = h_b(q) - h_b(\Delta) \), we have

\[
F(R, Q_S, \Delta) = \inf_{P_S: R(P_S, \Delta) > R} D(P_S \| Q_S) = D(P_S \| Q_S) \bigg|_{P_S = Q_S} = 0.
\]

For \( h_b(q) - h_b(\Delta) < R \leq 1 - h_b(\Delta) \), we have

\[
F(R, Q_S, \Delta) = \inf_{P_S: R(P_S, \Delta) > R} D(P_S \| Q_S) = \min_{P_S: h_b(p) - h_b(\Delta) = R} D(P_S \| Q_S) = e(R + h_b(\Delta), Q_S), \quad \text{for } H(Q_S) = R + h_b(\Delta) \leq \log |S| \] (5.49)

\[
= \sup_{\rho \geq 0} [\rho(R + h_b(\Delta)) - E_s(\rho)] \tag{5.50}
\]

The (5.48) follows from the facts that the continuous function \( \theta(p) \triangleq p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q} \) is increasing for \( p \geq q \) and \( R(P_S, \Delta) \) given in (5.56) is continuous and increasing in \( p \) for \( \Delta \leq p \leq \frac{1}{2} \). In (5.49), we note that \( H(Q_S) = h_b(q) \) and that \( \log |S| = 1 \) as the source is binary. (5.50) follows by the well known parametric form of source exponent function introduced by Blahut [19] and noting that \( R' \triangleq R + h_b(\Delta) \in [H(Q_S), \log |S|] \).

2) *Case of* \( \Delta > q \). For \( 0 < R \leq 1 - h_b(\Delta) \), similarly as (5.49), we have

\[
F(R, Q_S, \Delta) = e(R', Q_S) = \sup_{\rho \in A} [\rho R' - E_s(\rho)],
\]
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where $R' = R + h_b(\Delta)$ such that $H(Q_S) < h_b(\Delta) < R' \leq 1 = \log |S|$ and

$$A = \left\{ \rho^* : \frac{\partial[R' - E_s(\rho)]}{\partial \rho} \bigg|_{\rho=\rho^*} = 0, \quad h_b(\Delta) \leq R' \leq 1 \right\}$$

$$= \left\{ \rho^* : h_b(\Delta) \leq R' = H(Q_S^{(\rho^*)}) \leq 1 \right\}$$

$$= \{ \rho^* : \rho_0 \leq \rho^* < \infty \}, \quad (5.51)$$

where $\rho_0$ is the unique root of equation $H(Q_S^{(\rho)}) = h_b(\Delta)$ and $\rho_0 > 0$. Here (5.51) follows from the monotone property of $H(Q_S^{(\rho)})$. Therefore, we write

$$F(R, Q_S, \Delta) = \sup_{\rho \geq \rho_0} \left[ \rho R - (E_s(\rho) - \rho h_b(\Delta)) \right].$$

In fact, it can be shown that $\rho_0$ is the right slope of $F(R, Q_S, \Delta)$ at $R = R(Q_S, \Delta)$. \[\Box\]

Define the binary divergence by

$$\tilde{D}(\Delta \parallel q) \triangleq \Delta \log \frac{\Delta}{q} + (1 - \Delta) \log \frac{1 - \Delta}{1 - q}. \quad (5.52)$$

**Theorem 5.5** Given a binary DMS $(q \leq 1/2)$ and a DMC $W_{Y|X}$ under the Hamming distortion measure and distortion threshold $\Delta$ ($\Delta \leq 1/2$), the JSCC exponent satisfies the following.

1) **Lower Bound:** If $0 \leq \Delta < \sqrt{q}/(\sqrt{q} + \sqrt{1-q})$, then $\rho_0 < 1$ and

$$E^\Delta_s(Q_S, W_{Y|X}, \tau) = \max_{\rho_0 \leq \rho \leq 1} \left[ T_r(\rho, W_{Y|X}) - \tau E^\Delta_s(\rho, Q_S) \right], \quad (5.53)$$

Otherwise, if $\Delta \geq \sqrt{q}/(\sqrt{q} + \sqrt{1-q})$, then

$$E^\Delta_s(Q_S, W_{Y|X}, \tau) = \tau \tilde{D}(\Delta \parallel q) + E_0(1, W_{Y|X}). \quad (5.54)$$

2) **Upper Bound:**

$$E^\Delta_{sp}(Q_S, W_{Y|X}, \tau) = \sup_{\rho \geq \rho_0} \left[ T_{sp}(\rho, W_{Y|X}) - \tau E^\Delta_s(\rho, Q_S) \right]. \quad (5.55)$$

**Proof:** It can be easily verified that $F(R, Q_S, \Delta)$ is continuous and convex in $R \in (-\infty, 1 - h_b(\Delta)]$ if $q \geq \Delta$ and $F(R, Q_S, \Delta)$ is continuous and convex in $R \in (0, 1 - h_b(\Delta)]$ and has a
jump at \( R = R(Q_S, \Delta) = 0 \) if \( q < \Delta \). In either case, \( F(R, Q_S, \Delta) \) has a right-slope \( \rho_0 \) at \( R = 0 \), where \( \rho_0 \) is defined in Lemma 5.6.

It follows from a geometric argument (as in Lemma 5.3) regarding the right- and left-slopes that if \( \rho_0 \geq 1 \), or equivalently, if \( \Delta \geq \sqrt{q} / (\sqrt{q} + \sqrt{1 - q}) \), \( E_{Jsp}^\Delta(Q_S, W_{Y|X}, \tau) \) in (5.42) is achieved at \( R \downarrow 0^+ \), and

\[
E_{Jsp}^\Delta(Q_S, W_{Y|X}, \tau) = \lim_{R \downarrow 0^+} \left[ \frac{R}{\tau} - Q_S, \Delta \right] = E_{fr}(R, W_{Y|X}) + E_0(1, W_{Y|X}) - R \]

\[
= \tau \tilde{D}(\Delta \parallel q) + E_0(1, W_{Y|X}).
\]

Otherwise, if \( \rho_0 < 1 \), \( E_{Jsp}^\Delta(Q_S, W_{Y|X}, \tau) \) in (5.42) is achieved at \( R > 0 \). In this case, we define

\[
\bar{F}(R, Q_S, \Delta) = \begin{cases} F(R, Q_S, \Delta), & R > 0, \\ \lim_{R \downarrow 0} F(R, Q_S, \Delta), & R = 0. \end{cases}
\]

Clearly, replacing \( F(R, Q_S, \Delta) \) by \( \bar{F}(R, Q_S, \Delta) \) in \( E_{Jsp}^\Delta(Q_S, W_{Y|X}, \tau) \) does not affect the lower bound. In fact, we can rewrite

\[
E_{Jsp}^\Delta(Q_S, W_{Y|X}, \tau) = \inf_{0 \leq R \leq 1 - h_b(\Delta)} \left[ \frac{R}{\tau} - Q_S, \Delta \right] = E_{fr}(R, W_{Y|X}) + E_0(1, W_{Y|X}) - R.
\]

For the upper bound, noting that \( \rho_0 \) is finite, we always can write

\[
E_{Jsp}^\Delta(Q_S, W_{Y|X}, \tau) = \inf_{0 \leq R \leq 1 - h_b(\Delta)} \left[ \frac{R}{\tau} - Q_S, \Delta \right] = E_{fr}(R, W_{Y|X}) + E_0(1, W_{Y|X}) - R.
\]

since the above infimum can never be achieved at \( R = 0 \) by a simple right- (left-) slope argument (cf. Lemma 5.3). Now \( \bar{F}(R, Q_S, \Delta) \) is convex and continuous in \([0, 1 - h_b(\Delta)]\).

It follows by Lemma 5.6 that \( \bar{F}(R, Q_S, \Delta) \) and \( E_s^\Delta(\rho, Q_S) \) are a pair of convex Fenchel transforms, i.e.,

\[
\bar{F}(R, Q_S, \Delta) = (E_s^\Delta(\rho, Q_S))^*, \quad R \in [0, 1 - h_b(\Delta)]
\]

and

\[
E_s^\Delta(\rho, Q_S) = (\bar{F}(R, Q_S, \Delta))^*, \quad R \in [\rho_0, +\infty).
Adopting the approach of Section 5.2, we can apply Fenchel duality theorem to $$E^\Delta_{Jr}(Q_S,W_{Y|X},\tau)$$ for the case $$\rho_0 < 1$$, i.e., $$0 \leq \Delta < \sqrt{q}/(\sqrt{q} + \sqrt{1-q})$$, and $$E^\Delta_{sp}(Q_S,W_{Y|X},\tau)$$ and obtain equivalent computable bounds (5.53) and (5.55).

**Remark 5.6**

1) As in the lossless case, if $$\tau(h_b(q) - h_b(\Delta)) \geq C(W_{Y|X})$$, then $$E^\Delta_{Jr}(Q_S,W_{Y|X},\tau) = E^\Delta_{sp}(Q_S,W_{Y|X},\tau) = 0$$. If $$R_\infty(W_{Y|X}) > \tau(1 - h_b(\Delta))$$, then $$E^\Delta_{sp}(Q_S,W_{Y|X},\tau) = +\infty$$.

2) In the special case where the binary source is uniform, i.e., $$q = 1/2$$, Theorem 5.5 reduces to

$$\max_{0 \leq \rho \leq 1} \left[ -\rho \tau(1 - h_b(\Delta)) + T_r(\rho, W_{Y|X}) \right] \leq E^\Delta_{Jr}(Q_S,W_{Y|X},\tau) \leq \sup_{\rho \geq 0} \left[ -\rho \tau(1 - h_b(\Delta)) + T_{sp}(\rho, W_{Y|X}) \right].$$

This is clearly equivalent to

$$E_r(\tau(1 - h_b(\Delta)), W_{Y|X}) \leq E^\Delta_{Jr}(Q_S,W_{Y|X},\tau) \leq E_{sp}(\tau(1 - h_b(\Delta)), W_{Y|X}) \quad (5.57)$$

by the definition of $$T_r$$ and $$T_{sp}$$. In other words, $$E^\Delta_{Jr}$$ is bounded by the channel random-coding and sphere-packing bounds at rate $$\tau(1 - h_b(\Delta))$$. If $$\tau(1 - h_b(\Delta)) \geq R_{cr}(W_{Y|X})$$, then $$E^\Delta_{Jr}$$ is exactly determined.

3) When the source is nonuniform, $$E^\Delta_{sp}(\rho, Q_S) = E_s(\rho, Q_S) - \rho \tau h_b(\Delta)$$ is strictly concave in $$\rho$$. In this case, the maximizer

$$\rho^\Delta = \arg \sup_{\rho \geq \rho_0} [T_{sp}(\rho, W_{Y|X}) - \tau E^\Delta_s(\rho, Q_S)]$$

is strictly larger than $$\rho_0$$ if $$\tau(h_b(q) - h_b(\Delta)) < C(W_{Y|X})$$ and $$R_\infty(W_{Y|X}) \leq \tau(1 - h_b(\Delta))$$. Particularly, $$\rho^\Delta < \infty$$ if $$R_\infty(W_{Y|X}) < t(1 - h_b(\Delta))$$. As counterparts of Lemma 5.2 and Corollary 5.1, it can be shown that the upper bound $$\overline{T}^\Delta_{sp}(Q_S, W_{Y|X}, \tau)$$ in (5.43) is attained at $$\overline{R}^\Delta_m = H_{Q^\Delta_S}(S) - h_b(\Delta)$$ and the lower bound in (5.42) is attained at $$\underline{R}^\Delta_m = H_{Q^\Delta_S}(S) - h_b(\Delta)$$, where $$\underline{\rho}^\Delta = \min\{\rho^\Delta, 1\}$$. Consequently, other similar results to the lossless case regarding these optimizers can be obtained.
Figure 5.7: The regions for the \((\varepsilon, q)\) pairs in the binary DMS \(\{q, 1-q\}\) and BSC \((\varepsilon)\) system of Example 5.4 with Hamming distortion for different values of the distortion threshold \(\Delta\) with \(t = 1\). Note that \(E^\Delta_J = 0\) on the boundary between Regions \(A\) and \(B\), and \(E^\Delta_J > 0\) is determined on the boundary between Regions \(B\) and \(C_1\).

**Example 5.4** For a binary DMS \(\{q, 1-q\}\) \((q \leq 0.5)\) and a BSC \((\varepsilon)\) under transmission rate \(t = 1\), we compute the JSCC error exponent under the Hamming distortion measure with distortion threshold \(\Delta\) \((\Delta < \frac{1}{2})\). In Fig. 5.7, if the pair \((\varepsilon, q)\) is located in Region \(B\), then the corresponding JSCC exponent can be determined exactly (the lower and upper bounds are equal). If \((\varepsilon, q)\) is located in Region \(C_1\), then \(E^\Delta_J\) is bounded by (5.53) and (5.55). If \((\varepsilon, q)\) is located in Region \(C_2\), then \(E^\Delta_J\) is bounded by (5.54) and (5.55). When \((\varepsilon, q) \in A\), \(E^\Delta_J\) is zero, and the error probability of this communication system converges to 1 for \(n\) sufficiently large. So we are only interested in the cases when \((\varepsilon, q) \in B \cup C_1 \cup C_2\).
Fig. 5.8 shows the JSCC error exponent lower bound of the binary DMS \(\{q, 1-q\}\) \((q < 0.5)\) and BSC \((\varepsilon)\) pairs under different distortion thresholds. We fix the BSC parameter \(\varepsilon = 0.2\), and vary \(q\) from 0 to 0.5. In Fig. 5.8, Segment 1 is determined by (5.54), and Segments 2 and 3 are determined by (5.53). Furthermore, the lower bound coincides with the upper bound (5.55) in Segment 3; i.e., the JSCC exponent is exactly determined in Segment 3.

**Figure 5.8:** Fix \(\varepsilon = 0.2\). The JSCC excess distortion exponent lower bound of the binary DMS \(\{q, 1-q\}\) \((q \leq 0.5)\) and BSC \((\varepsilon)\) pairs under Hamming distortion with \(\tau = 1\). For \(\Delta = 0\), \(E^\Delta_J\) is determined if \(q \in [0.0001, 0.0481]\), which is the same as the random-coding lower bound for the lossless JSCC error exponent. For \(\Delta = 0.1\), \(E^\Delta_J\) is determined if \(q \in [0.0209, 0.2129]\). For \(\Delta = 0.2\), \(E^\Delta_J\) is determined if \(q \in [0.0955, 0.5]\). For \(\Delta = 0.3\), \(E^\Delta_J\) is determined if \(q \in [0.2854, 0.5]\).
5.6 Conclusion

In this chapter, we established equivalent parametric representations of Csiszár’s lower and upper bounds, $E_{Ir}$, $E_{Iex}$, and $E_{Jsp}$, for the JSCC exponent $E_J$ of a communication system with a DMS and a DMC. As a result, the computation of the bounds for $E_J$ is facilitated for arbitrary DMS-DMC pairs. Furthermore, the bounds enjoy closed-form expressions when the channel is symmetric (in the Gallager sense). Notice that Csiszár’s random-coding lower bound for $E_J$ is in general larger than Gallager’s lower bound; they are identical if the channel is symmetric. We obtained explicit sufficient and necessary conditions for $E_{Ir} = E_{Jsp}$ and $E_{Iex} > E_{Ir}$. Finally, we partially investigated the computation of Csiszár’s lower and upper bounds for the lossy JSCC exponent for binary sources and DMCs under the Hamming distortion measure, and obtained equivalent representations for these bounds using the same approach as for the lossless JSCC exponent.
Chapter 6

JSCC Error Exponent with Feedback/Source Side Information

In this chapter we discuss the JSCC error exponent with feedback or source side information (SI). The question we aim to answer, is whether output feedback or source SI can strictly increase the JSCC error exponent.

In Section 6.1, we consider the discrete memoryless JSCC system with perfect (noiseless and instantaneous) causal feedback. We obtain an upper and a lower bound for the JSCC error exponent with feedback $E_{J,fb}$. The upper bound follows directly from the definition of the exponent and the corresponding channel error exponent with feedback by using Csiszár’s approach based on the method of types. More specifically, we actually show that Csiszár’s JSCC sphere packing upper bound $\bar{E}_{Jsp}(Q_S, W_{Y|X}, \tau)$ given by (5.6) is still valid for the feedback case, i.e., $E_{J,fb} \leq \bar{E}_{Jsp}$. We next establish a Gallager-type lower bound for $E_{J,fb}$, expressed in terms of source and channel functions (see (5.9)), using an iterative coding scheme proposed by Zigangirov [115]. We then examine this lower bound for channels with binary input alphabet and a symmetric distribution (in the Gallager sense). A sufficient condition for which $E_{J,fb}$ is determined exactly by its lower and upper bound is provided. In Section 6.2, we investigate the situation for which the JSCC error exponent with feedback can be strictly larger than the exponent when there is no feedback.
By numerically comparing the lower bound for $E_{J,fb}$ and the upper bound of $E_J$, the JSCC error exponent without feedback, we present a few examples to show that $E_{J,fb}$ could be considerably larger than $E_J$.

We next extend the JSCC problem by considering the availability of SI on the transmitted source at the decoder. We establish an (achievable) lower bound for the JSCC error exponent. The lower bound follows from a two-stage encoding two-stage decoding scheme which combines the approaches of Csiszár [30] and Oohama and Han [73] and is based on the method of types. In particular, at the decoding side, we employ a generalized maximum mutual information decoder followed by a minimum conditional entropy decoder.

Furthermore, in Section 6.5, we analytically compare the lower bound for the exponent with source SI at the decoder, $E_{J}^{SID}$, with $E_{Jsp}$, the sphere-packing upper bound for the exponent without SI. We derive a sufficient condition for which the source SI at the decoder can strictly enlarge the JSCC error exponent for a system consisting of a binary source and a symmetric channel. The sufficient and necessary condition for which the source can be reliably transmitted over the channel, i.e., the JSCC theorem, is also formulated in Section 6.4. It is seen that the source-channel separation principle holds. Finally, a conclusion is drawn in Section 6.6.

6.1 Systems with Feedback

Before we deal with the JSCC feedback system, we first introduce the channel coding problem with feedback and review some results on the channel error exponent with feedback.

6.1.1 Literature Review: Channel Coding with Perfect Feedback

Given a message set $\mathcal{M}_n \triangleq \{1, 2, ..., M_n\}$ and a DMC $W_{Y|X} \in \mathcal{P}(Y|X)$ with finite input alphabet $\mathcal{X}$ and finite output alphabet $\mathcal{Y}$, a causal channel code with block length $n$ and perfect (noiseless and instantaneous) output feedback (see Fig. 6.1) consists a set of encoder-mappings $\{f_{c,r}\}_{r=1}^n$, where

$$f_{c,r} : \mathcal{M}_n \times \mathcal{Y}^{r-1} \longrightarrow \mathcal{X}, \quad 1 \leq r \leq n,$$
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and one decoder-mapping

\[ \varphi_{cn} : \mathcal{Y}^n \rightarrow \mathcal{M}_n. \]

Figure 6.1: Causal channel coding system with perfect feedback.

Let the transmitted message \( m \) be uniformly and independently drawn from the message set \( \mathcal{M}_n \). The rate of the channel code \( (\{f_{c,r}\}_{r=1}^n; \varphi_{cn}) \) is defined by

\[ R_n \triangleq \frac{\log_2 M_n}{n} \text{ bits/channel use.} \]

Let the corresponding \( n \)-length codeword be \( x = (x_1, x_2, ..., x_n) \in \mathcal{X}^n \) and the received codeword be \( y = (y_1, y_2, ..., y_n) \in \mathcal{Y}^n \). Then the probability of receiving \( y_r \) (1 ≤ \( r \) ≤ \( n \)) at the \( r \)-th instant under the conditions that the message \( m \) is transmitted, that the input codeword is \( x_1, x_2, ..., x_r \), and that \( y_1, y_2, ..., y_{r-1} \) has been previously accepted is given by

\[ \Pr(Y_r = y_r | Y_1 = y_1, Y_2 = y_2, ..., Y_{r-1} = y_{r-1}, m) = W_{Y|X}(y_r | x_r). \]

For the sake of convenience, we denote the \( r \)-th component of the codeword

\[ x_r = f_{c,r}(y_1, y_2, ..., y_{r-1}, m) \]

by \( f_{c,r}(m) \). Therefore, the probability that a sequence \( y \) is received conditional on that the message \( m \) has been transmitted is given by

\[ P_{W^n,f}(y|m) \triangleq \prod_{r=1}^{n} W_{Y|X}(y_r | f_{c,r}(m)), \]

and the probability of error for the channel code \( (\{f_{c,r}\}_{r=1}^n; \varphi_{cn}) \) with rate \( R_n \) is given by

\[ P_{e|fb}(R_n, W_{Y|X}) = \frac{1}{M_n} \sum_{m=1}^{M_n} \sum_{y : \varphi_{cn}(y) \neq m} P_{W^n,f}(y|m). \quad (6.1) \]
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**Definition 6.1** For any $R > 0$, the channel error exponent $E_{fb}(R,W_{Y|X})$ with perfect feedback is defined as the supremum of all numbers $E_c$ for which there exists a sequence of channel codes $(\{f_{c,r}\}_{r=1}^n, \phi_{cn})$ with

$$E_c \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{\epsilon_{fb}}^{(n)}(R,W_{Y|X}).$$

and

$$R \leq \liminf_{n \to \infty} R_n.$$

Lower and upper bounds for the (fixed-length) channel coding error exponent with feedback have been studied in [11, 22, 37, 88, 115]. Sheverdyaev [88] proved that the sphere-packing upper bound for the DMC without feedback is also valid in the feedback case, i.e., for $R > 0$, $E_{fb}(R,W_{Y|X}) \leq E_{sp}(R,W_{Y|X})$. On the other hand, Zigangirov [115] proposed a coding scheme based on a set of likelihood functions and obtained a lower bound for the error exponent for the BSC with feedback. His lower bound was extended by Dyachkov [37] for $K$-ary symmetric channels with feedback and the bound for the BSC was later improved for small rates by Burnashev [22]. These works show that at least for the DMC with binary input, the error exponent for channel coding with feedback is determined exactly by the sphere-packing bound in the interval $R > R_{cr,fb}(W_{Y|X})$ for some $R_{cr,fb}(W_{Y|X})$ strictly less than the critical rate $R_{cr}(W_{Y|X})$ for the channel. Furthermore, it is shown in [37] that at zero rate, the channel error exponent with feedback strictly outperforms the one without feedback for both the $K$-ary symmetric DMC and the DMC with binary input, whenever the zero-error capacity of the channel is equal to zero.

6.1.2 JSCC System with Perfect Feedback

We now extend the channel coding with feedback to a JSCC setup. Consider the following causal JSCC system with perfect feedback (see Fig. 6.2). Given a DMS $\{Q_S : S\}$ with alphabet $S$, a DMC $\{W_{Y|X} : \mathcal{X} \to \mathcal{Y}\}$ with finite input alphabet $\mathcal{X}$ and finite output alphabet $\mathcal{Y}$, and the transmission rate $\tau$ (source symbol/channel use), a causal JSC code with block length $n$ with perfect feedback consists a set of encoder-mappings $\{f_r\}_{r=1}^n$ where

$$f_r : S_{\tau n} \times \mathcal{Y}^{r-1} \longrightarrow \mathcal{X}, \quad 1 \leq r \leq n,$$
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and one decoder-mapping

\[ \varphi_n : \mathcal{Y}^n \rightarrow \mathcal{S}^n. \]

\[ s \in \mathcal{S}^n ] \{ f_r \}_{r=1}^n \xrightarrow{x_r} W_{Y|X} y_r \xrightarrow{\varphi_n} \hat{s} \in \mathcal{S}^n \]

\[ y_{r-1} \]

Figure 6.2: Causal JSCC system with perfect feedback.

Let the transmitted source message be \( s \in \mathcal{S}^n \), the corresponding \( n \)-length codeword be \( x \in \mathcal{X}^n \) and the received codeword be \( y \in \mathcal{Y}^n \). Then similarly to the channel coding system, the probability of receiving \( y_r \) \((1 \leq r \leq n) \) at the \( r \)-th instant under the conditions that the message \( s \) is transmitted, that the input codeword is \( x_1, x_2, \ldots, x_r \), and that \( y_1, y_2, \ldots, y_{r-1} \) has been previously accepted is given by

\[ \Pr(Y_y = y_r | Y_1 = y_1, Y_2 = y_2, \ldots, Y_{r-1} = y_{r-1}, S^n = s) = W_{Y|X}(y_r | x_r). \]

For the sake of convenience, we denote the \( r \)-th component of the codeword

\[ x_r = f_r(y_1, y_2, \ldots, y_{r-1}, s) \]

by \( f_r(s) \). The probability that a sequence \( y \) is received conditional on that the source \( s \) has been transmitted is given by

\[ P_{W^n, f}(y|s) \triangleq \prod_{r=1}^{n} W_{Y|X}(y_r | f_r(s)), \]

and the probability of error for the JSC code \((\{f_r\}_{r=1}^n, \varphi_n)\) is given by

\[ P_{\epsilon_{fb}}^{(n)}(Q_S, W_{Y|X}, \tau) = \sum_{\{ (s, y) : \varphi_n(y) \neq s \}} Q_{S^n}(s) P_{W^n, f}(y|s). \quad (6.2) \]

**Definition 6.2** The JSCC error exponent \( E_{\epsilon_{fb}}(Q_S, W_{Y|X}, \tau) \) with perfect feedback is defined as the supremum of all numbers \( E \) for which there exists a sequence of JSC codes \((\{f_r\}_{r=1}^n, \varphi_n)\) with

\[ E \leq \lim inf_{n \to \infty} - \frac{1}{n} \log_2 P_{\epsilon_{fb}}^{(n)}(Q_S, W_{Y|X}, \tau). \]
When there is no possibility of confusion, \( E_{Jfb}(Q_S, W_{Y|X}, \tau) \) will be written as \( E_{Jfb} \).

In the following we shall derive an upper bound and a lower bound for \( E_{Jfb} \).

### 6.1.3 Upper Bound for JSCC Error Exponent with Feedback

First of all, we can upper bound \( E_{Jfb}(Q_S, W_{Y|X}, \tau) \) in the same way as Csiszár’s did for the JSCC upper bound (5.4) without feedback by using a simple type-partitioning (or type counting) argument.

**Theorem 6.1** Given \( Q_S, W_{Y|X} \), and \( \tau > 0 \) with perfect feedback,

\[
E_{Jfb}(Q_S, W_{Y|X}, \tau) \leq \inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{fb}(R, W_{Y|X}) \right],
\]

where \( e(R, Q_S) \) is the source error exponent, and \( E_{fb}(R, W_{Y|X}) \) is the channel error exponent with feedback defined by Definition 6.1.

**Proof:** Due to (2.5), we first write

\[
\inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{fb}(R, W_{Y|X}) \right] = \inf_{P_S \in \mathcal{P}(S)} \left[ \tau D(P_S || Q_S) + E_{fb}(\tau, \tau H_{P_S}(S), W_{Y|X}) \right].
\]

We assume that the above is finite (the upper bound is trivial if it is infinity) and the infimum actually becomes a minimum. Let the minimum be achieved by distribution \( P_S^* \in \mathcal{P}(S) \), then there must exist a sequence of types \( \{ \tilde{P}_S \in \mathcal{P}_{\tau n}(S) \}_{n=n_o}^{\infty} \) such that \( \tilde{P}_S \rightarrow P_S^* \) uniformly.

Next rewrite the probability of error given in (6.2) as a sum of probabilities of types and lower bound it by

\[
P^{(n)}_{efb}(Q_S, W_{Y|X}, \tau) = \sum_{P_S \in \mathcal{P}_{\tau n}(S)} Q_S^{(\tau n)}(T_{P_S}) P_{efb}(T_{P_S}) \geq Q_S^{(\tau n)}(T_{\tilde{P}_S}) P_{efb}(T_{\tilde{P}_S})
\]

(6.4)

\[\text{1The sequence } \{ \tilde{P}_S \in \mathcal{P}_{\tau n}(S) \}_{n=n_o}^{\infty} \text{ here denotes a sequence for } n = n_o, 2n_o, 3n_o, \ldots \text{, where } n_o \text{ is the smallest integer such that } \tau n \text{ is also an integer.}\]
where
\[ P_{\text{efb}}(T_{\hat{P}_S}) \triangleq \frac{1}{|T_{\hat{P}_S}|} \sum_{s \in T_{\hat{P}_S}} \sum_{y; \varphi_n(y) \neq s} P_{W_n}(y|s). \]

Note that \( P_{\text{efb}}(T_{\hat{P}_S}) \) can be interpreted as the probability of error of an \( n \)-block channel code \( \{f_{c,r}\}_{r=1}^n, \varphi_n \) with message set \( M_n = T_{\hat{P}_S} \) for the channel \( W_{Y|X} \), since all the sequences \( s \in T_{\hat{P}_S} \) are equiprobable. Now setting \( R_n = \frac{1}{n} \log_2 |T_{\hat{P}_S}| \), by the definition of the channel error exponent with feedback and Lemma 3.1,
\[ \lim_{n \to \infty} -\frac{1}{n} \log_2 P_{\text{efb}}(T_{\hat{P}_S}) \leq E \left( \lim_{n \to \infty} R_n, W_{Y|X} \right) = E(\tau H_{\hat{P}_S}(S), W_{Y|X}) \tag{6.5} \]
for any sequence of JSC codes \( \{f_r\}_{r=1}^n, \varphi_n \). According to Lemma 3.1 again, we know that for any \( \hat{P}_S \in \mathcal{P}_{\tau n}(S) \)
\[ -\frac{1}{\tau n} \log_2 Q_S^{(\tau n)}(T_{\hat{P}_S}) \leq D(\hat{P}_S||Q_S) + |S| \frac{1}{\tau n} \log_2(1 + \tau n) \]
which implies
\[ \limsup_{n \to \infty} -\frac{1}{n} \log_2 Q_S^{(\tau n)}(T_{\hat{P}_S}) \leq \tau D(\hat{P}_S||Q_S). \tag{6.6} \]

It then follows from (6.4), (6.5), and (6.6) that
\[ \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{\text{efb}}^{(n)}(Q_S, W_{Y|X}, \tau) \leq \liminf_{n \to \infty} \left[ -\frac{1}{n} \log_2 Q_S^{(\tau n)}(T_{\hat{P}_S}) - \frac{1}{n} \log_2 P_{\text{efb}}(T_{\hat{P}_S}) \right] \leq \limsup_{n \to \infty} -\frac{1}{n} \log_2 Q_S^{(\tau n)}(T_{\hat{P}_S}) + \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{\text{efb}}(T_{\hat{P}_S}) \leq \tau D(P_S||Q_S) + E_{\text{fb}}(\tau H_{P_S}(S), W_{Y|X}). \]

Since the above bound holds for any sequence of JSC codes, we complete the proof of Theorem 6.1. \[ \blacksquare \]

**Observation 6.1** As we mentioned before, we can see from the proof that this approach to prove the JSCC upper bound, based on a type counting argument, can be adapted to other discrete JSCC systems. Indeed, as long as we can partition the source space via a polynomial number of type classes, and we can rewrite the averaged probability of error for each type class as a channel coding probability error, then we can obtain a similar conceptual
bound expressed in terms of the sum of source and channel error exponents. Note that this conceptual bound cannot currently be computed as the channel error exponent is not yet fully known for all coding rates, but it directly implies that any upper bound for the channel error exponent yields a corresponding upper bound for the JSCC error exponent.

Since $E_{fb}(R, W_{Y|X}) \leq E_{sp}(R, W_{Y|X})$ due to Sheverdyaev [88], the following bound is obvious.

**Corollary 6.1** Given $Q_S$, $W_{Y|X}$, and $\tau > 0$ with perfect feedback,

$$E_{Jfb}(Q_S, W_{Y|X}, \tau) \leq E_{Jsp}(Q_S, W_{Y|X}, \tau)$$

(6.7)

where $E_{Jsp}(Q_S, W_{Y|X}, \tau)$ is Csiszár’s source-channel sphere-packing upper bound given by (5.6).

By definition, the error exponent for systems with feedback must be larger than the one without feedback; otherwise we just ignore the feedback information and then we can achieve the same performance as the one without feedback. Thus, a trivial lower bound for $E_{Jfb}(Q_S, W_{Y|X}, \tau)$ follows

$$E_{Jfb}(Q_S, W_{Y|X}, \tau) \geq E_J(Q_S, W_{Y|X}, \tau) \geq \max\{E_{J_{tr}}(Q_S, W_{Y|X}, \tau), E_{J_{ex}}(Q_S, W_{Y|X}, \tau)\},$$

(6.8)

and consequently the following condition follows from the results of Chapter 5.

**Corollary 6.2** If $\tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X})$, then feedback cannot improve the JSCC reliability function, i.e.,

$$E_{Jfb}(Q_S, W_{Y|X}, \tau) = E_J(Q_S, W_{Y|X}, \tau).$$

### 6.1.4 Lower Bound for JSCC Error Exponent with Feedback

In the sequel, we are hence interested in the case when $\tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X})$. A Gallager-type lower bound will be derived by modifying the approach in [115] (also see [22, 37]) for the channel coding exponent bound with feedback.
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We first introduce the coding scheme. Let $P_X(x)$ be an arbitrary distribution on $\mathcal{X}$ with $P_X(x) > 0$ for any $x \in \mathcal{X}$, and let $B = [b_{xy}]_{|X| \times |Y|}$ be an arbitrary $|X| \times |Y|$ matrix with nonnegative components and nonzero columns ($B$ will be specified in the proof of Theorem 6.2). For each transmission instant $r = 1, 2, ..., n$, we consider a set of likelihood functions $T_r(s)$ for each source message $s \in \mathcal{S}^n$ such that

$$\sum_s T_r(s) = 1 \text{ and } T_r(s) \geq 0.$$  

Thus each $T_r = \{T_r(s)\}$ can be regarded as a probability distribution. The initial distribution $T_1$, and the iterative algorithm between $T_r$ and $T_{r+1}$ will be specified below.

When $r = 1$, let the initial distribution $T_1$ be the tilted distribution (see Section 5.1.2) of the source distribution $T_1 = Q_{S^n}^{(\lambda)}$ defined on $\mathcal{S}^n$, where $\lambda \geq 0$ is arbitrary and will be optimized later. Note that this is different with the coding scheme in [115] for channel coding with feedback, where $T_1$ is set to be a uniform distribution, i.e., $T_1 = 1/M_n$ where $M_n$ is the size of the message set. Now both the encoder and the decoder know $T_1$, and they would employ the same algorithm to calculate the next likelihood function for each $s$.

We assume at the $r$-th transmission instant, the encoder and decoder have $T_r$.

**Encoding rule.** Denote $M = |S|^n$ and $K = |\mathcal{X}|$ with $\mathcal{X} = \{x^{(1)}, x^{(2)}, ..., x^{(K)}\}$. Before each transmission and based on $T_r$, the encoder distributes all the $M$ possible source messages into $K$ groups in the following way. The encoder orders the likelihood functions and the distribution $P_X$ decreasingly, say, $T_r(s_1) \geq T_r(s_2) \geq \cdots \geq T_r(s_M)$ and $P_X(x^{(1)}) \geq P_X(x^{(2)}) \geq \cdots \geq P_X(x^{(K)})$. For the first $K$ source messages, we assign $s_1$ to group $G_1$, assign $s_2$ to group $G_2$, ..., and finally, we assign $s_K$ to group $G_K$. This procedure is to make each group nonempty. For the source messages $s_{K+1}$ up to $s_M$, we successively assign each source message to a group $G_j$ according to the following rule:

$$j = \arg\min_{1 \leq i \leq K} \frac{\sum_{s \in G_i} T_r(s)}{P_X(x^{(i)})}.$$  

With the grouping completed, if the transmitted source message $s \in G_i$, then transmit the channel symbol $x^{(i)}$. 

Iterative algorithm. For both the encoder and the decoder, after transmitting \( x_r \) at the \( r \)-th instant, assume the channel output is \( y_r \). The encoder and the decoder calculate the next likelihood function \( T_{r+1}(\cdot) \) for each \( s \) using \( T_r \) and \( y_r \) in the following way:

\[
T_{r+1}(s) = \frac{b_{x(s)y_r}T_r(s)}{\sum_s b_{x(s)y_r}T_r(s)}
\]

where \( x(s) = x^{(i)} \) if \( s \in G_i, i = 1, 2, ..., K \). Note that the decoder also makes the grouping to obtain the same \( G_i \)'s. Clearly, \( T_{r+1}(s) \) is also a probability distribution.

Decoding rule. After the \( n \)-th transmission, the decoder would make a decision to say which source message was transmitted. Based on the likelihood functions and the last received symbol \( y_n \), the decoder computes \( T_{n+1} \) and output the source message \( s \) with the largest likelihood function

\[
\hat{s} = \arg \max_{s \in S_{n+1}} T_{n+1}(s).
\]

We next show that under the above coding and decoding procedure, the following bound is achievable.

**Theorem 6.2** Given \( Q_S, W_{Y|X} \), and \( \tau > 0 \) with perfect feedback,

\[
E_{Jfb}(Q_S, W_{Y|X}, \tau) \geq \sup_{\rho \geq 0} \left[ E_{fb}^b(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right],
\]

where

\[
E_{fb}^b(\rho, W_{Y|X}) = \max_{\mu \geq 0} \min_{P_X} \min_{a \in \mathcal{X}} \quad \min_{q(a) \leq P_X(a)} E_{fb}^b(\rho, W_{Y|X}, \mu, P_X, a, q)
\]

where the minimum is taken over the probability distribution \( q \) on \( \mathcal{X} \) (i.e., \( \sum_{x \in \mathcal{X}} q(x) = 1 \), \( q(x) \geq 0 \)) such that \( q(a) \leq P_X(a) \) and

\[
E_{fb}^b(\rho, W, \mu, P_X, a, q) = -\log_2 \sum_{y \in \mathcal{Y}} W_{Y|X}^{1+\mu}(y|a) \left[ \sum_{x \in \mathcal{X}} q(x) W_{Y|X}^{1-\mu}(y|x) \right]^\rho.
\]

**Proof:** According to the decoding rule, an error occurs if \( T_{n+1}(s) \) is not the largest when \( s \) is the transmitted source message. Clearly, an upper bound follows

\[
P_e^{(n)}(Q_S, W_{Y|X}, \tau) = \sum_s Q_{S^{(n)}}(s) \Pr(T_{n+1}(s) \text{ is not the largest} | s \text{ is transmitted}) \leq \sum_s Q_{S^{(n)}}(s) \Pr(T_{n+1}(s) \leq \frac{1}{2} | s \text{ is transmitted}).
\]
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Let
\[ V_0 := \frac{T_1(s)}{1 - T_1(s)} = \frac{\sum_s Q_{S^n}(s) \frac{1}{1 + \lambda}}{1 - \sum_s Q_{S^n}(s) \frac{1}{1 + \lambda}} \]

and
\[ V_r := \frac{T_{r+1}(s)}{1 - T_{r+1}(s)} \frac{1 - T_r(s)}{T_r(s)}, \quad r = 1, 2, ..., n. \]

We may write, for any \( \rho \geq 0, \)
\[
P_{e}^{(n)}(Q_{S}, W_{Y|X}, \tau) \\
\leq \sum_s Q_{S^n}(s) \Pr \left( \frac{T_{n+1}(s)}{1 - T_{n+1}(s)} \leq 1 \mid s \text{ is transmitted} \right) \\
= \sum_s Q_{S^n}(s) \Pr \left( \prod_{r=1}^n V_r^{-\rho} \geq V_0^\rho \mid s \text{ is transmitted} \right) \\
\leq \sum_s Q_{S^n}(s) V_0^{-\rho} \mathbb{E} \left[ \prod_{r=1}^n V_r^{-\rho} \mid s \text{ is transmitted} \right] \\
\leq \left( \sum_{s'} Q_{S^n}(s') \frac{1}{1 + \lambda} \right)^\rho \sum_s Q_{S^n}(s) \frac{1}{1 + \lambda} \mathbb{E} \left[ \prod_{r=1}^n V_r^{-\rho} \mid s \text{ is transmitted} \right], \quad (6.10)\]

where (a) follows from Markov’s inequality. At this point we need to borrow an important result from [37]. It has been shown in [37] that for arbitrary channel input distribution \( P_X, \)
\[
\mathbb{E} \left[ \prod_{r=1}^n V_r^{-\rho} \mid s \text{ is transmitted} \right] \leq H(\rho, B, P_X, W_{Y|X})^n, \]
where
\[
H(\rho, B, P_X, W_{Y|X}) = \max_{a \in \mathcal{X}} H(\rho, B, P_X, W_{Y|X}, a) \]
is independent of \( s \) with
\[
H(\rho, B, P_X, W_{Y|X}, a) = \max_{q(a) \leq P_X(a)} \sum_{y \in \mathcal{Y}} W_{Y|X}(y|a) \left[ \frac{\sum_{x \in \mathcal{X}} q(x) b_{xy}}{b_{ay}} \right]^\rho, \]
where the maximum is taken over the probability distribution \( q \) on \( \mathcal{X} \) (i.e., \( \sum_{x \in \mathcal{X}} q(x) = 1, \)
\( q(x) \geq 0 \)) such that \( q(a) \leq P_X(a). \) Now setting \( b_{xy} = W_{Y|X}(y|x) \frac{1}{1 + \mu} \) for an arbitrary \( \mu \geq 0, \)
and noting that the distribution \( P_X \) is arbitrary, we obtain
\[
\mathbb{E} \left[ \prod_{r=1}^n V_r^{-\rho} \mid s \text{ is transmitted} \right] \leq 2^{-nE_{l}^{h}(\rho, W_{Y|X})}. \quad (6.11)\]
On the other hand, by noting that the source is a DMS with $Q_{S^n}(s) = \prod_{i=1}^{\tau_n} Q_S(s_i)$, we have
\[
\left( \sum_{s'} Q_{S^n}(s') \frac{1}{1+\lambda} \right)^{\rho} \left( \sum_s Q_{S^n}(s) \frac{1+\lambda-\rho}{1+\lambda} \right) = f(\lambda)^{\tau_n},
\]
where
\[
f(\lambda) = \left( \sum_s Q_S(s) \frac{1+\lambda-\rho}{1+\lambda} \right) \left( \sum_s Q_S(s) \frac{1}{1+\lambda} \right)^{\rho}, \quad \lambda \geq 0.
\]
To obtain a good upper bound on the probability of error, we need to optimize the parameter $\lambda$ for fixed $\rho$. It is not hard to check that
\[
\frac{\partial f(\lambda)}{\partial \lambda} \bigg|_{\lambda=\rho} = 0 \quad \text{and} \quad \frac{\partial^2 f(\lambda)}{\partial \lambda^2} \bigg|_{\lambda=\rho} \geq 0.
\]
Thus
\[
\min_{\lambda \geq 0} f(\lambda) \leq \left( \sum_s Q_S(s) \frac{1}{1+\rho} \right)^{1+\rho} = 2^{E_J(\rho,Q)s}. \quad (6.12)
\]
In the above, we write “$\leq$” instead of “$=$” because we do not know whether $\lambda = \rho$ is a global minimum point. Finally, substituting (6.11) and (6.12) into (6.10) and maximizing the exponent over all $\rho \geq 0$ yields the desired lower bound (6.9).

**Remark 6.1** Unlike $\lambda$ in the proof, we are not able to find the best $\mu$ for a fixed $\rho$ (especially for $\rho \geq 1$) for general DMC’s.

The lower bound (6.9) has a similar parametric form as Gallager’s lower bound for JSCC error exponent without feedback (5.9), i.e.,
\[
\max_{0 \leq \rho \leq 1} [E_o(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S)],
\]
and we have shown that, Gallager’s lower bound is equal to Csiszár’s lower bound $E_{I^*}$ if the channel function $E_o(\rho, W_{Y|X})$ is achieved by a distribution $P_X$ independent of $\rho$. In fact, we have the following relation.

**Corollary 6.3** For DMC with binary input alphabet $X = \{0,1\}$, the lower bound given in (6.9) is at least as large as Gallager’s random-coding lower bound without feedback.
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Proof: We first restrict the range of $\rho$ by

$$\sup_{\rho \geq 0} \left[ E_o^{fb}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right] \geq \max_{0 \leq \rho \leq 1} \left[ E_o^{fb}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right].$$

It then suffices to show $E_o^{fb}(\rho, W_{Y|X}) \geq E_o(\rho, W_{Y|X})$ for any given $\rho \in [0, 1]$. When $0 \leq \rho \leq 1$, the function

$$\left[ \sum_{x' \in \mathcal{X}} q(x') W_{Y|X}^{1+\rho}(y|x') \right]$$

is a concave function of $q$ and the constraints $\sum_x q(x) = 1$ and $q(a) \leq P_X(a)$ will be achieved with equality. Thus,

$$\max_{a \in \mathcal{X}} \max_{q:q(a) \leq P_X(a)} \sum_{y \in \mathcal{Y}} W_{Y|X}^{1+\rho}(y|a) \left[ \sum_{x \in \mathcal{X}} q(x) W_{Y|X}^{1+\rho}(y|x) \right] \rho = \max_{a \in \{0,1\}} \sum_{y \in \mathcal{Y}} W_{Y|X}^{1+\rho}(y|a) \left[ \sum_{x \in \mathcal{X}} P_X(x) W_{Y|X}^{1+\rho}(y|x) \right] \rho.$$

Next we set $\mu = \rho$ and choose $P_X^* (P_X^*(a) > 0)$ such that

$$\sum_{y \in \mathcal{Y}} W_{Y|X}^{1+\rho}(y|a) \left[ \sum_{x \in \mathcal{X}} P_X^*(x) W_{Y|X}^{1+\rho}(y|x) \right] \rho = \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} P_X^*(x) W_{Y|X}^{1+\rho}(y|x)$$

for every $a \in \mathcal{X}$. We know from [42, Theorem 5.6.5] that such $P_X^*$ must achieve the maximum of $E_o(\rho, W_{Y|X})$. Thus

$$E_o^{fb}(\rho, W_{Y|X}) \geq \min_{a \in \mathcal{X}} \min_{q:q(a) \leq P_X^*(a)} E_o^{fb}(\rho, W, \mu = \rho, P_X = P_X^*, a, q) = E_o(\rho, W_{Y|X}).$$

However, it is difficult to evaluate the bound (6.9) for general DMC’s, and we do not know if the lower bound can improve Gallager’s bound in general, since when $\rho \geq 1$, it turns out that

$$\sum_{y \in \mathcal{Y}} W_{Y|X}(y|x) \left[ \sum_{x' \in \mathcal{X}} q(x') b_{x'y} \right] \rho$$

is a convex function of $q$, and the maximum would be achieved at some boundary points. When $W_{Y|X}$ is a $K$-ary symmetric channel\(^2\) and a DMC with binary input, an analytic formula for $E_o^{fb}(\rho, W_{Y|X})$ is given in [37].

\(^2\)In this case $W_{Y|X}$ is determined by only two parameters, i.e., the elements on the diagonal of the $K \times K$ transition matrix are the same, and the other elements are the same.
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To be simple, we next use the results of [37] to specialize the lower bound given in (6.9) for binary input channels with symmetric distribution (in the Gallager sense, cf. Section 5.3.3), and derive a sufficient condition in terms of information rates for which $E_{Jfb}$ is determined exactly. Let the DMC have binary input alphabet $\mathcal{X} = \{0, 1\}$. For $x \geq 0$ define functions

$$g_0(x) \triangleq \sum_{y \in \mathcal{Y}} W_{Y|X}(y|0)^{\frac{x}{1+x}} W_{Y|X}(y|1)^{\frac{1}{1+x}},$$

and

$$g_1(x) \triangleq \sum_{y \in \mathcal{Y}} W_{Y|X}(y|1)^{\frac{x}{1+x}} W_{Y|X}(y|0)^{\frac{1}{1+x}}.$$

It has been shown in [37] that for such channel

$$E_{fb}^o(\rho, W_{Y|X}) = E_o(\rho, W_{Y|X})$$

(6.13)

for $\rho \leq \rho^*$ where $\rho^* = \min\{\rho_1, \rho_2\}$ and $\rho_i > 1$ ($i = 1, 2$) is the unique root of

$$-\log_2 g_i(\rho) = E_o(\rho, W_{Y|X}).$$

Otherwise (if $\rho \geq \rho^*$ and hence $\rho > 1$),

$$E_{fb}^o(\rho, W_{Y|X}) = -\log_2 \min_{\mu \geq \rho^{-1}} \max \left\{ f_1(\rho, \mu, 0), f_2(\rho, \mu, 0), f_1 \left( \rho, \mu, \frac{1}{2} \right), f_1 \left( \rho, \mu, \frac{1}{2} \right) \right\}$$

(6.14)

where

$$f_1(\rho, \mu, q) \triangleq \sum_{y \in \mathcal{Y}} W_{Y|X}(y|0)^{\frac{1}{1+x}} \left[ W_{Y|X}(y|0)^{\frac{1}{1+x}} q + W_{Y|X}(y|1)^{\frac{1}{1+x}} (1 - q) \right]^\rho,$$

$$f_2(\rho, \mu, q) \triangleq \sum_{y \in \mathcal{Y}} W_{Y|X}(y|1)^{\frac{1}{1+x}} \left[ W_{Y|X}(y|0)^{\frac{1}{1+x}} q + W_{Y|X}(y|0)^{\frac{1}{1+x}} (1 - q) \right]^\rho.$$

**Theorem 6.3** Let $|\mathcal{X}| = 2$, $\tau H_{Q_S}(S) < C(W_{Y|X})$, and $\log_2 |S| > R_\infty(W_{Y|X})$. If $E_o(\rho, W_{Y|X})$ is achieved by a $P_X$ independent of $\rho$, then

$$E_{Jfb}(Q_S, W_{Y|X}, \tau) = E_{Jsp}(Q_S, W_{Y|X}, \tau),$$

(6.15)

for the source-channel pairs satisfying

$$\tau H_{Q_S^{(\rho^*)}}(S) \geq R_{cr,fb}(W_{Y|X}),$$

(6.16)
where \( Q^{(\rho^*)} \) is the tilted distribution with respect to \( \rho^* \) and \( R_{cr,fb}(W_Y|X) = E'_o(\rho^*,W_Y|X) \) is a number strictly less than the critical rate \( R_{cr}(W_Y|X) \).

**Remark 6.2** For symmetric channels (in the Gallager sense) \( E_o(\rho,W_Y|X) \) is achieved by uniform input distributions and hence it is differentiable with respect to \( \rho \) (cf. Section 5.3.3).

**Proof of Theorem 6.3:** The proof is straightforward since if (6.16) holds then \( E_{Jsp} \) given in the parametric form (5.8) would be achieved by a \( \rho \leq \rho^* \) by noting that \( T_{sp}(\rho,W_Y|X) = E_o(\rho,W_Y|X) \) is differentiable, and hence \( E_{fb}^o(\rho,W_Y|X) = E_o(\rho,W_Y|X) \) by (6.13) and (6.15) follows.

**Figure 6.3:** The regions for the \((\varepsilon,q)\) pairs in the binary DMS \( \{q,1-q\} \) and BSC \((\varepsilon)\) system of Example 6.1 with \( \tau = 0.5 \). \( E_{J,fb} \) is exactly determined in Region A (including the boundary). Furthermore, in Region B (including the boundary with A), \( E_{J,fb} = E_J > 0 \); in Region C (including the boundary with B), \( E_{J,fb} = E_J = 0 \). Note that in Region D, \( E_J \) is not exactly determined.

**Example 6.1** Now we apply the conditions (6.16) to a communication system with a binary source with distribution \( \{q,1-q\} \) \((q < 0.5)\), a BSC with crossover probability \( \varepsilon \) \((\varepsilon < 0.5)\)
and transmission rates $\tau = 0.5$. For such channel

$$g_0(x) = g_1(x) = \varepsilon \frac{1}{1+x} (1 - \varepsilon) \frac{1}{1+x} + \varepsilon \frac{1}{1+x} (1 - \varepsilon) \frac{1}{1+x}.$$ 

Fig. 6.3 (left) shows that the JSCC error exponent with feedback $E_{J,fb}$ is determined exactly by the sphere-packing upper bound $E_{J,sp}(Q_S, W_Y|X, \tau)$ in Region A (including the boundary). Comparing with Region B in Fig. 6.3 (right), where $E_J$ is determined by $E_{J,sp}(Q_S, W_Y|X, \tau)$, A is much bigger than $B \cup C$. In other words, the sphere-packing upper bound determines the JSCC error exponent with feedback for many source-channel pairs in Region D, where $E_J$ is not determined there.

### 6.2 Feedback Can Increase the JSCC Error Exponent

For discrete memoryless source-channel systems, feedback does not improve the region for reliable transmissibility (i.e., we have the same JSCC theorem for systems with feedback), but it might improve the reliability function. In the last section we studied the lower and upper bounds for the JSCC error exponent with perfect feedback $E_{J,fb}$, and the most important result is that we obtain a nontrivial Gallager-type lower bound which can be easily computed when the channel has binary input alphabet and a symmetric distribution. Consequently, we can compare it with the upper bound of $E_J$ and study the situation when $E_{J,fb}$ can be strictly larger than $E_J$.

From Fig. 6.3, we note that when $E_J$ is determined $E_{J,fb}$ is equal to $E_J$ in Regions B and C, and $E_{J,fb} > E_J$ is possible only if the source-channel pairs are in Region D. In that case, the lower and upper bounds $E_{J,fb}(Q_S, W_Y|X, \tau)$ and $E_{J,sp}(Q_S, W_Y|X, \tau)$ are not equal, and more specifically, the upper bound

$$E_{J,sp}(Q_S, W_Y|X, \tau) = \inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ te \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_Y|X) \right]$$

would be achieved by some $R \leq R_{er}(W_Y|X)$. Considering that the sphere-packing channel exponent $E_{sp}(R, W_Y|X)$ is a loose bound for low rates and that

$$E_J(Q_S, W_Y|X, \tau) \leq \inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ te \left( \frac{R}{\tau}, Q_S \right) + E(R, W_Y|X) \right],$$
we replace $E_{sp}(R, W_{Y|X})$ by the straight-line bound $E_{st}(R, W_{Y|X})$, which leads to a tighter upper bound for $E_J$

$$E_J(Q_S, W_{Y|X}, \tau) \leq \mathcal{E}_{Jst}(Q_S, W_{Y|X}, \tau) \triangleq \inf_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e\left(\frac{R}{\tau}, Q_S\right) + E_{st}(R, W_{Y|X}) \right].$$

(6.17)

In the following we will analytically compute the new upper bound $E_{Jst}(Q_S, W_{Y|X}, \tau)$ and numerically compare it with the lower bound given of Theorem 6.2 for binary input channels with symmetric distribution.

Since for channels with symmetric distribution $E_{sp}(R, W_{Y|X})$ is differentiable with respect to $R$, the supporting line of $E_{sp}(R, W_{Y|X})$ at every $R > 0$ is tangent to $E_{sp}(R, W_{Y|X})$ and we have an analytical form for its slope. We know that the supporting line of $-E_{sp}$ at $R_l$ is given by (cf. [17, Section 7.1])

$$-E_{sp}(R_l, W_{Y|X}) = \rho_l R_l - ( -E_{sp}(R_l, W_{Y|X}))_* = \rho_l R_l - E_o(\rho_l, W_{Y|X})$$

with slope $\rho_l$, where the second equality holds since $E_o(\rho_l, W_{Y|X})$ is concave. This means that

$$\sup_{\rho \geq 0} [\rho R_l - E_o(\rho, W_{Y|X})] = \rho_l R_l - E_o(\rho_l, W_{Y|X})$$

and hence $E_o(\rho_l, W_{Y|X}) = R_l$ as $E_o(\rho_l, W_{Y|X})$ is differentiable.

On the other hand, for binary input channels (which are equidistant channels, see Section 5.4.3), $E_{ex}(0, W_{Y|X})$ is achieved by uniform input distribution and by [42, p. 156]

$$E_{ex}(0, W_{Y|X}) = - \sum_{x_1, x_2 \in X} \frac{1}{4} \log_2 \left[ \sum_{y \in Y} \sqrt{W_{Y|X}(y|x_1)W_{Y|X}(y|x_2)} \right] < \infty.$$  

We can express the straight-line exponent analytically by

$$E_{st}(R, W_{Y|X}) = \begin{cases} E_{ex}(0, W_{Y|X}) - \rho_l R & \text{if } 0 \leq R \leq R_l, \\
E_{sp}(R, W_{Y|X}) & \text{if } R \geq R_l, \end{cases}$$

(6.18)

where $\rho_l$ is the unique solution of

$$E_o(\rho_l, W_{Y|X}) = - \sum_{x_1, x_2 \in X} \frac{1}{4} \log_2 \left[ \sum_{y \in Y} \sqrt{W_{Y|X}(y|x_1)W_{Y|X}(y|x_2)} \right].$$

(6.19)
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and $R_t = E'_o(\rho_t, W_{Y|X})$. By the Fenchel duality theorem, it can be shown in a similar manner as Theorem 5.1 that

$$E_{Jst}(Q_S, W_{Y|X}, \tau) = \max_{0 \leq \rho \leq \rho_l} \left[ E_o(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right].$$

(6.20)

We then compare the lower bound of $E_{Jfb}$ with the new upper bound $E_{Jst}(Q_S, W_{Y|X}, \tau)$ in the following example.

**Example 6.2** Let the source be a binary source with distribution \{q, 1 - q\} ($q < 0.5$), and let the channel be a BSC with crossover probability $\varepsilon$ ($\varepsilon < 0.5$). We choose small transmission rates $\tau = 0.25$ and 0.4 here since we want to make the infimum of (6.17) achieved by small $R$ so that the lower bound of $E_{Jfb}$ given by Theorem 6.2 is able to outperform the upper bound of $E_J$ computed from (6.20). Indeed, as seen from Fig. 6.4, when $\tau = 0.25$, the lower bound of $E_{Jfb}$ is obviously larger than the upper bound of $E_J$ for $q = 0.1$ and 0.2 and small $\varepsilon$'s. When $\tau = 0.4$, the lower bound of $E_{Jfb}$ still has slight advantage over the upper bound of $E_J$ for $\varepsilon \leq 0.001$. Thus we have demonstrated that feedback can improve the JSCC reliability function for some discrete memoryless systems.

**Remark 6.3** It is known [37], [115] that for certain DMC’s (e.g. BSC’s) the channel error exponent with feedback is strictly larger than the one without feedback for rates in an interval below the channel critical rate. Our results coincide with the previous results since the upper and lower bounds for the JSCC reliability function reduces to the channel error exponent bounds if the source distribution is uniform.

6.3 Systems with Source Side Information at the Decoder

6.3.1 System Description

We consider in this section a communication system consisting of two correlated DMSs $Q_{SL} \in \mathcal{P}(S \times L)$ with finite alphabet $S \times L$ and joint distribution $Q_{SL}$, and a DMC $W_{Y|X} \in \mathcal{P}(Y|X)$ with finite input alphabet $X$, finite output alphabet $Y$, and transition
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Figure 6.4: Feedback can enlarge the JSCC error exponent for different $(\varepsilon, q)$ pairs in the binary DMS $\{q, 1-q\}$ and BSC ($\varepsilon$) system of Example 6.2.

The system is depicted in Fig. 6.5. The source message pair $(s, l)$ of length $\tau n$ is drawn in an independent and identically distributed (i.i.d.) manner from a joint distribution $Q_{SL} \in \mathcal{P}(S \times L)$. We need to transmit the source message $s$ over the DMC $W_{Y|X}$ via JSCC block codes of length $n$ and transmission rate $\tau$. The source message $l$, viewed as a noisy observation of $s$, contains the source SI and helps the decoder reconstruct $s$.

A JSC code of block length $n$ and transmission rate $\tau > 0$ for the system with SI at the

---

**Diagram Details**

- **Figure 6.4**: Error exponents for different $(\varepsilon, q)$ pairs in the binary DMS $\{q, 1-q\}$ and BSC ($\varepsilon$) system of Example 6.2.

- **$	au=0.25$**
  - Lower bound of $E_{J,lb}$, $q=0.1$
  - Upper bound of $E_J$, $q=0.1$
  - Lower bound of $E_{J,lb}$, $q=0.2$
  - Upper bound of $E_J$, $q=0.2$

- **$	au=0.4$**
  - Lower bound of $E_{J,lb}$, $q=0.1$
  - Upper bound of $E_J$, $q=0.1$
  - Lower bound of $E_{J,lb}$, $q=0.2$
  - Upper bound of $E_J$, $q=0.2$
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Figure 6.5: JSCC system with source SI.

decoder is a pair of mappings, \((f_n, \varphi_n)\), where

\[ f_n : S^{\tau n} \rightarrow X^n \]

is the encoder, and

\[ \varphi_n : Y^n \times L^{\tau n} \rightarrow S^{\tau n} \]

is the decoder (see Fig. 6.5). The probability of error is given by

\[
P_{e,n}^{SID}(Q_{SL}, W_{Y|X}, \tau) = \sum_{(s, l) \in S^{\tau n} \times L^{\tau n}} Q_{SL}^{(n)}(s, l) \sum_{y : \varphi_n(y, l) \neq s} W_{Y|X}^{(n)}(y | f_n(s)). \quad (6.21)
\]

**Definition 6.3** Given \(Q_{SL}, W_{Y|X}\) and \(\tau > 0\), the JSCC error exponent \(E_j^{SID}(Q_{SL}, W_{Y|X}, \tau)\) is defined as supremum of the set of all numbers \(E\) for which there exists a sequence of JSC codes \((f_n, \varphi_n)\) with blocklength \(n\) and transmission rate \(\tau\) such that

\[
E \leq \liminf_{n \rightarrow \infty} \frac{1}{n} \log_2 P_{e,n}^{SID}(Q_{SL}, W_{Y|X}, \tau). \quad (6.22)
\]

6.3.2 A Lower Bound

For the joint distribution of the sources \(Q_{SL}\), we can look at the conditional distribution \(Q_{L|S} \in \mathcal{P}(L|S)\) as a dummy channel between \(Q_S\) and \(Q_L\). For any \(P_S \in \mathcal{P}(S)\) and any \(R \leq H_{PS}(S)\), we define an exponent for the dummy channel \(Q_{L|S}\) by

\[
e_r(R, Q_{L|S}, P_S) \triangleq E_r(H_{PS}(S) - R, Q_{L|S}, P_S)
= \min_{P_{L|S} \in \mathcal{P}(L|S)} \left[ D(P_{L|S} || Q_{L|S} | P_S) + |R - H_{PS}P_{L|S}(S|L)|^+ \right]. \quad (6.23)
\]
Recall that $E_r(R, W | X, R)$ is a strictly decreasing function of $R$ and vanishes at the channel capacity of $W | X$. Accordingly, $e_r(R, Q_L | S, P_S)$ is a strictly increasing function of $R$ and is zero if and only if $R \leq H_{P_S Q_L} (S | L)$. Let

$$E_{SI}(P_S, Q_L | S, W | X) \triangleq \max_{0 \leq R \leq \tau H_{P_S} (S)} \min \left\{ E_r(R, W | X), \tau e_r \left( \frac{R}{\tau}, Q_L | S, P_S \right) \right\}. \quad (6.24)$$

For $x \in X^n, y \in Y^n$, since the joint type $P_{xy}$ can also be represented as distributions of dummy RV’s, we define the empirical mutual information and conditional entropy respectively by

$$I(x; y) \triangleq I_{P_{xy}} (X; Y)$$

and

$$H(x|y) \triangleq H_{P_{xy}} (X|Y).$$

To establish a lower bound for $E_{SI}^J(Q_L, W | X, \tau)$, we need the following auxiliary result.

**Proposition 6.1** [30, Theorem 5] Given finite sets $X$ and $Y$, a sequence of positive integers $\{m_n\}$ with

$$\frac{1}{n} \log_2 m_n \to 0,$$

for $\delta > 0$, $n = n(\delta, |X|, |Y|)$ sufficiently large, arbitrary (not necessarily distinct) types $P_{X_i} \in \mathcal{P}_n(X)$, and positive integers $N_i, i = 1, 2, ..., m_n$ with

$$R_i \triangleq \frac{1}{n} \log_2 N_i < H_{P_{X_i}} (X) - \delta,$$

there exist $m_n$ disjoint subsets $\Omega_i = \{ x^{(i)}_p \}_{p=1}^{N_i} \subseteq T_{P_{X_i}}$ for every $i$, and a mapping $\varphi^{(0)}_n : Y^n \to \Omega$, where $\Omega \triangleq \bigcup_i \Omega_i$, such that the probability of erroneous transmission of an $x \in \Omega$ using $\varphi^{(0)}_n$ is bounded for $W_{Y|X}$ as

$$\sum_{y \neq x} W_{Y|X}^{(n)} (y | x) \leq 2^{-n[E_r(R, P_{X_i}, W | X) - \delta]} \quad (6.25)$$

if $x \in \Omega_i$ for every $i$.

**Proof:** The proof is based on the type packing lemma (here we only need (3.4) of Lemma 3.2, which is Csiszár’s type packing lemma [30, Theorem 5] for a single-letter type setting) and a generalized maximum mutual information decoding rule.
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In the sequel of the proof, we look at $X$ as the RV $A$ in Lemma 3.2. For the $\{m_n\}$ and $P_{X_n}$ given in Proposition 6.1, according to the first part of Lemma 3.2, there exist pairwise disjoint subsets $\Omega_i$ satisfying (3.4) for every $1 \leq i \leq m_n$, $1 \leq p \leq N_i$, $V_{X'|X} \in \mathcal{P}_n(X'|X)$, with the exception of the case that $i = k$ and $V_{X'|X}$ is the conditional distribution such that $V_{X'|X}(x'|x)$ is 1 if $x' = x$ and 0 otherwise. We shall show that for such $\Omega_i$, there exists a mapping $\varphi_n^{(0)}$ such that (6.25) is satisfied.

For any $x \in \Omega$ and $y \in Y^n$, let

$$\alpha(x; y) \triangleq I(x; y) - R_i,$$

where $R_i = \frac{1}{n} \log_2 N_i$ if $x \in \Omega_i$. Define $\varphi_n^{(0)} : Y^n \to \Omega$ by

$$\varphi_n^{(0)}(y) \triangleq \arg \max_{x \in \Omega} \alpha(x; y).$$

Using the decoder $\varphi_n^{(0)}$, we can upper bound the probability of error (assuming that $x \in \Omega_i$ is sent through the channel) as follows

$$P_e^{(n)}(x) = W_{Y'|X}^{(n)} \left( \left\{ y : \varphi_n^{(0)}(y) \neq x \right\} \right| x) \leq \sum_{\hat{V}_{Y'|X} \in \mathcal{P}_n(Y|P_{X_n})} W_{Y'|X}^{(n)} \left( \hat{V}_{Y'|X}(x) \cap \left\{ y : \varphi_n^{(0)}(y) \neq x \right\} \right| x). \quad (6.26)$$

Using the identity (Lemma 3.1) that for any $x \in \Omega_i \subseteq \mathcal{T}_{P_{X_i}}$ and $y \in \mathcal{T}_{\hat{V}_{Y'|X}}(x)$

$$W_{Y'|X}^{(n)}(y|x) = 2^{-n \left[ D(\hat{V}_{Y'|X} || W_{Y'|X}|P_{X_i}) + H_{P_{X_i}}(\hat{V}_{Y'|X}(Y|X)) \right]}$$

we obtain

$$\sum_{\hat{V}_{Y'|X} \in \mathcal{P}_n(Y|P_{X_i})} W_{Y'|X}^{(n)} \left( \mathcal{T}_{\hat{V}_{Y'|X}}(x) \cap \left\{ y : \varphi_n^{(0)}(y) \neq x \right\} \right| x) \leq \mathcal{T}_{\hat{V}_{Y'|X}}(x) \cap \left\{ y : \varphi_n^{(0)}(y) \neq x \right\} \triangleq \mathcal{E} \quad 2^{-n \left[ D(\hat{V}_{Y'|X} || W_{Y'|X}|P_{X_i}) + H_{P_{X_i}}(\hat{V}_{Y'|X}(Y|X)) \right]}.$$}

Thus we only need to upper bound $|\mathcal{T}_{\hat{V}_{Y'|X}}(x) \cap \mathcal{E}|$. If we fix a $k = 1, 2, ..., m_n$, then $\mathcal{E}$ is the set of all $y$ such that there exist some $x' \in \Omega_k$, $(x, x', y)$ admits a joint type...
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\( P_{XX'} \in \mathcal{P}_n(\mathcal{X} \times \mathcal{X} \times \mathcal{Y}) \) and

\[
I(x';y) - R_k \geq I(x;y) - R_i.
\] (6.27)

Note that (6.27) can be represented as for dummy R.V.'s \( X \in \mathcal{X}, X' \in \mathcal{X}, \) and \( Y \in \mathcal{Y}, \) the following holds under the joint distribution \( P_{XX'Y} = P_{XX'}Y, \)

\[
I_{P_{X'Y}}(X';Y) - R_k \geq I_{P_{XY}}(X;Y) - R_i,
\]

where \( P_{X'Y} \) and \( P_{XY} \) are the corresponding marginal distributions induced by \( P_{XX'Y}. \)

Thus, \( T_{\hat{Y}|X}(x) \cap \mathcal{E} \) can be written as a union of subsets

\[
T_{\hat{Y}|X}(x) \cap \mathcal{E} = \bigcup_{k=1}^{m_n} \bigcup_{P_{XX'} \in C_k(x)} F_k(x, P_{XX'Y})
\] (6.28)

where

\[
C_k(x) \triangleq \begin{cases} 
P_{XX'Y} \in \mathcal{P}_n(\mathcal{X}^2 \times \mathcal{Y}) : & I_{P_{X'Y}}(X';Y) - R_k \\
& \geq I_{P_{XY}}(X;Y) - R_i \\
P_X = P_{X_i}, & P_{X'} = P_{X_k} \\
P_{Y|X} = \hat{V}_{Y|X}, 
\end{cases}
\]

where \( P_X, P_{X'} \) and \( P_{Y|X}, \) etc, are the corresponding marginal and conditional distributions induced from \( P_{XX'Y}, \) and

\[
F_k(x, P_{XX'Y}) \triangleq \left\{ y : \exists \ x' \ (x, x', y) \in T_{XX'Y} \right\},
\]

where \( T_{XX'Y} \triangleq T_{P_{XX'Y}}. \) Clearly, given any \( k, \) and \( P_{XX'Y}, \)

\[
|F_k(x, P_{XX'Y})| \leq \left| \left\{ (x', y) : (x, x', y) \in T_{XX'Y} \right\} \right| \\
= \left| \left\{ x' : (x, x') \in T_{XX'} \right\} \right| \times |T_{Y|XX'}(x, x')| \\
\leq N_k 2^{-n \left[ I_{P_{XX'}}(X;X') - \eta \right]} \times 2^{n H_{P_{XX'Y}}(Y|X,X')},
\] (6.29)
where the last inequality follows from Lemma 3.2 (3.4). Meanwhile, when \( x \in \Omega_i \), the following simple bound also holds

\[
|F_k(x, P_{X'Y})| \leq |T_{Y|x}(x)| \leq 2^{nH_{P_{XY}}(Y|X)} = 2^{nH_{P_{X_i}V_Y|X}(Y|X)}
\]  
\[(6.30)\]

since for each \( T_{X'Y} \in C_k(x) \), we have \( P_X = P_{X_i}, P_{Y|X} = \hat{V}_{Y|X} \) and hence \( P_{XY} = P_{X_i} \hat{V}_{Y|X} \).

Now substituting the following inequality

\[
H_{P_{XY}}(Y|X, X') - I_{P_{X'Y}}(X; X')
= H_{P_{XY}}(X, X', Y) - H_{P_X}(X) - H_{P_{X'}(X')}
= H_{P_X}(Y|X) + H_{P_{XY}}(U', X'|X, Y) - H_{P_X}(X) - H_{P_{X'}(X')}
\leq H_{P_{XY}}(Y|X) - I_{P_{X'Y}}(X'; X, Y)
\]

into \((6.29)\), combining with \((6.30)\) together, we obtain

\[
|F_k(x, P_{X'Y})| \leq 2^n \left[ H_{P_{X_i}V_Y|X}(Y|X) - I_{P_{X'Y}}(X'; Y) - R_k \right]^+.\]
\[(6.32)\]

Again recall that for \( P_{XY} \in C_k(x) \), \( P_{XY} = P_{X_i} \hat{V}_{Y|X} \), and note that

\[
I_{P_{X'Y}}(X'; Y) - R_k \geq I_{P_{XY}}(X; Y) - R_i.
\]

This implies when \( P_{XY} \in C_k(x) \)

\[
|F_k(x, P_{XY})| \leq 2^n \left[ H_{P_{X_i}V_Y|X}(Y|X) - I_{P_{XY}}(X; Y) - R_i \right]^+,
\]

and hence

\[
|\mathcal{T}_{V_Y|X}(x) \cap \mathcal{E}| \leq m_n(n + 1) |X| |Y| \times 2^n \left[ H_{P_{X_i}V_Y|X}(Y|X) - I_{P_{XY}}(X; Y) - R_i \right]^+,
\]
\[(6.33)\]

since by Lemma 3.1

\[
|\mathcal{C}_k(x)| \leq |\mathcal{P}_n(X^2 \times Y)| \leq (n + 1)^{|X^2| |Y|}.
\]
Finally, we complete the proof by plugging (6.33) into (6.26) and by noting that \(|P_n(Y|P_{X_i})|\) is also a polynomial function of \(n\) by Lemma 3.1.

**Theorem 6.4** Given \(Q_{SL}, W_{Y|X}\) and \(\tau > 0\), when the SI \(Q_L\) is available only at the decoder, the JSCC error exponent satisfies

\[
E^{SID}_{J}(Q_{SL}, W_{Y|X}, \tau) \geq \min_{P_S \in P(S)} \left[ \tau D(P_S \| Q_S) + E^*_r(P_S, W_{Y|X}) \right],
\]

where

\[
E^*_r(P_S, W_{Y|X}) = \max \{ E_r(\tau H_P S(S), W_{Y|X}), E_{SI}(P_S, Q_L|S, W_{Y|X}) \}.
\]

**Remark 6.4** Note that if sources \(Q_S\) and \(Q_L\) are independent, i.e., \(Q_{SL} = Q_S Q_L\), then the lower bound (6.34) reduces to (5.5) as expected.

**Proof:**

**Step 1: Outline of Proof**

We employ a two-stage encoding two-stage decoding rule by combining the approaches of [30] and [73] to show the existence of JSC codes \((f_n, \varphi_n)\) such that for any \(\delta > 0\),

\[
P^{SID}_{e,n}(Q_{SL}, W_{Y|X}, \tau) \leq 2^{-n[E^{SID}_{J}(Q_{SL}, W_{Y|X}, \tau) - \delta]}
\]

for \(n = n(\delta, |X|, |Y|)\) sufficiently large. In the first stage coding, there are two coding schemes for the encoder to choose based on the type \(P_s\) of the source word \(s\).

(a) If \(\tau H_P S(S) > \tilde{R}_i\), then encode \(s\) using a unique index in \(\{1, 2, 3, \ldots, [2^n \tilde{R}_i]\}\), where \(\tilde{R}_i\) achieves the error exponent \(E_{SI}\) for the fixed type \(P_s\), i.e., the cross point of the channel coding error exponent and the source coding error exponent with source SI.

(b) If \(\tau H_P S(S) = \tilde{R}_i\), then map each \(s\) to an index in a one-to-one manner.

In the second stage coding, we employ Csiszár’s JSCC scheme [30].
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Step 2: First Stage Encoding

Set $m_n \triangleq |P_{tn}(S)|$. Note that $m_n$ here is polynomial of $n$ and hence $\frac{1}{n} \log_2 m_n \to 0$. For each type $P_{S_i} \in P_{tn}(S)$, $i = 1, 2, \ldots, m_n$, let $N_i \triangleq \{1, 2, \ldots, N_i\}$ where $N_i = [2^n \tilde{R}_i]$ and $\tilde{R}_i$ achieves $E_{SI}(P_{S_i}, Q_{L|S}, W_{Y|X})$ defined in (6.24), i.e., $\tilde{R}_i$ is the intersection of $E_r(R, W_{Y|X})$ and $\tau e_r(\frac{R}{\tau}, Q_{L|S}, P_{S_i})$ in the domain $[0, \tau H_{P_{S_i}}(S)]$ if any; in that case

$$E_{SI}(P_{S_i}, Q_{L|S}, W_{Y|X}) = E_r(\tilde{R}_i, W_{Y|X}) = \tau e_r(\frac{\tilde{R}_i}{\tau}, Q_{L|S}, P_{S_i}) \geq E_r(\tau H_{P_{S_i}}(S), W_{Y|X}),$$

(6.35)

where the last inequality holds since $E_r(R, W_{Y|X})$ is a decreasing function of $R$. By definition, we thus obtain that

$$E^*_r(P_{S_i}, W_{Y|X}) = E_{SI}(P_{S_i}, Q_{L|S}, W_{Y|X}).$$

(6.36)

If there is no intersection between $E_r(R, W_{Y|X})$ and $\tau e_r(\frac{R}{\tau}, Q_{L|S}, P_{S_i})$ in the domain $R \leq \tau H_{P_{S_i}}(S)$, the maximum in (6.24) would be achieved by $\tilde{R}_i = \tau H_{P_{S_i}}(S)$. In that case

$$E^*_r(P_{S_i}, W_{Y|X}) = E_r(\tau H_{P_{S_i}}(S), W_{Y|X}) \geq E_{SI}(P_{S_i}, Q_{L|S}, W_{Y|X}).$$

(6.37)

Lemma 6.1 [32, p. 264, Problem 5], [43] If $\tilde{R}_i < \tau H_{P_{S_i}}(S)$, then there exists a pair of mappings $\tilde{f}^{(1)}_{n,i} : T_{P_{S_i}} \to N_i$ and $\varphi^{(1)}_{n,i} : N_i \times L^{tn} \to T_{P_{S_i}}$ such that for $\delta > 0$,

$$\sum_{l \in \varphi^{(1)}_{n,i}(\tilde{f}^{(1)}_{n,i}(s), 1) \neq s} Q_{L|S}^{(tn)}(l|s) \leq 2^{-\tau \left[ e_r\left(\frac{\tilde{R}_i}{\tau}, Q_{L|S}, P_{S_i}\right) - \delta \right]}$$

(6.38)

if $s \in T_{S_i}$ for $n$ sufficiently large.

**Proof:** Let $s \in T_{S_i}$ be the transmitted source message. Write

$$\sum_{l \in \varphi^{(1)}_{n,i}(\tilde{f}^{(1)}_{n,i}(s), 1) \neq s} Q_{L|S}^{(tn)}(l|s) = \sum_{P_{L|S} \in \mathcal{P}_{L|S}(T_{P_{S_i}})} \sum_{l \in T_{P_{L|S}}(s)} Q_{L|S}^{(tn)}(l|s) \mathbb{1}\left\{ \varphi^{(1)}_{n,i}(\tilde{f}^{(1)}_{n,i}(s), 1) \neq s \right\}.$$

(6.39)

To show the existence of mappings $(\tilde{f}^{(1)}_{n,i}, \varphi^{(1)}_{n,i})$ satisfying (6.38), we consider a family of mapping pairs $(f^{(1)}_{n,i}, \varphi^{(1)}_{n,i})$ as follows. $f^{(1)}_{n,i} : T_{P_{S_i}} \to N_i$ is a random binning function that maps each $s \in T_{P_{S_i}}$ to an index $w \in N_i$ with probability $1/N_i$. $\varphi^{(1)}_{n,i} : N_i \times L^{tn} \to T_{P_{S_i}}$ is
a minimum conditional entropy decoder which searches all the source sequences \( s \in T_{PS_i} \) such that the empirical conditional entropy \( H(s|l) \) is minimized,

\[
\varphi^{(1)}_{n,i}(w, l) = \arg \min_{s \in T_{PS_i} : f^{(1)}_{n,i}(s) = w} H(s|l).
\]

We then bound the above probability averaged over all possible pairs \((f^{(1)}_{n,i}, \varphi^{(1)}_{n,i})\),

\[
E \left[ \sum_{l \in \varphi^{(1)}_{n,i}(f^{(1)}_{n,i}(s), l) \neq s} Q^{(\tau n)}_{L|S}(l|s) \right] = \sum_{P_{L|S} \in P_n(|L|P_{S_i})} \sum_{1 \in T_{P_{L|S}}(s)} \sum_{P_S} Q^{(\tau n)}_{L|S}(l|s) E \left[ \mathbb{1} \left\{ \varphi^{(1)}_{n,i} \left( f^{(1)}_{n,i}(s), l \right) \neq s \right\} \right],
\]

where the expectation is taken with respect to the distribution \( P_W(w) = 1/N_i, w \in N_i \). Let \( A_0 \) be the event that source messages \( s \) and \( l \) were transmitted. According to the minimum conditional entropy decoding rule

\[
E \left[ \mathbb{1} \left\{ \varphi^{(1)}_{n,i} \left( f^{(1)}_{n,i}(s), l \right) \neq s \right\} \right] \leq \text{Pr} \left( \exists \hat{s} \in T_{S_i}, \hat{s} \neq s \text{ such that } H(\hat{s}|l) \leq H(s|l), f^{(1)}_{n,i}(s) = f^{(1)}_{n,i}(\hat{s}) \right| A_0) \\
\leq \sum_{\hat{s} \in T_{S_i}, \hat{s} \neq s, H(\hat{s}|l) \leq H(s|l)} \text{Pr} \left( \left\{ f^{(1)}_{n,i}(s) = f^{(1)}_{n,i}(\hat{s}) \right\} \right| A_0, \hat{s}) \\
= \sum_{\hat{s} \in T_{S_i}, \hat{s} \neq s, H(\hat{s}|l) \leq H(s|l)} \sum_{w} P_W(f^{(1)}_{n,i}(s) = w) P_W(f^{(1)}_{n,i}(\hat{s}) = w) \\
= \sum_{\hat{s} \in T_{S_i}, \hat{s} \neq s, H(\hat{s}|l) \leq H(s|l)} \frac{1}{N_i} \\
\leq \frac{|\{\hat{s} \in T_{S_i} : H(\hat{s}|l) \leq H(s|l)\}|}{N_i}. \tag{6.40}
\]

It follows from the method of types (cf. Lemma 3.1) that

\[
\left| \{\hat{s} \in T_{S_i} : H(\hat{s}|l) \leq H(s|l)\}\right| \\
= \sum_{P_{SL} \in P_{\tau n}(|S|L): H_{PSL}(S|L) \leq H(s|l)} \left| \{\hat{s} \in T_{S_i} : (\hat{s}, l) \in T_{PSL}\} \right| \\
\leq \sum_{P_{SL} \in P_{\tau n}(|S|L): H_{PSL}(S|L) \leq H(s|l)} 2^{\tau n H_{PSL}(S|L)} \\
\leq (\tau n + 1)^{|S||L|} 2^{\tau n H(s|l)}. \tag{6.41}
\]
Plugging (6.41) into (6.40), and noting that the expectation should be no greater than 1, we obtain
\[
E \left[ \mathbb{1} \left\{ \varphi_{n,i}^{(1)} \left( f_{n,i}^{(1)}(s), 1 \right) \neq s \right\} \right] \leq (\tau_n + 1)|S||L|2^{-\tau_n |\tilde{R}_i / H(s)|^+}.
\]

Also, by Lemma 3.1,
\[
Q_{L|S}^{(\tau_n)} \left( T_{P_{L|S}}(s) \mid s \right) \leq 2^{-\tau_n D(P_{L|S}||Q_{L|S}|P_{S_i})}.
\]

Thus
\[
E \left[ \sum_{1: \varphi_{n,i}^{(1)} \left( f_{n,i}^{(1)}(s), 1 \right) \neq s} Q_{L|S}^{(\tau_n)} (l|s) \right] \leq (\tau_n + 1)^2|S||L|2^{-\tau_n \min_{P_{L|S}} [D(P_{L|S}||Q_{L|S}|P_{S_i}) + R_i / t - H_{P_{S_i}}(S|L)^+]}.\]

This implies that there exists a pair of mappings \((f_{n,i}^{(1)}, \varphi_{n,i}^{(1)})\) such that for any \(s \in T_i\) the upper bound (6.38) holds.

We next define the first encoding function \(f_{n}^{(1)} = \left\{ f_{n,i}^{(1)} \right\}_{i=1}^{m_n} : S^{\tau_n} \to \bigcup_{i=1}^{m_n} N_i\) as follows.

For every \(i = 1, 2, ..., m_n\), and the choice of \(N_i\),

- if \(\tilde{R}_i = \tau H_{P_{S_i}}(S)\), then \(f_{n,i}^{(1)} : T_{P_{S_i}} \to N_i\) maps each \(s \in T_{P_{S_i}}\) to a unique index \(w \in N_i\), since \(|T_{P_{S_i}}| \leq 2^{n H_{P_{S_i}}(S)}\).

- if \(\tilde{R}_i < \tau H_{P_{S_i}}(S)\), then let \(f_{n,i}^{(1)} = f_{n,i}^{(1)}\).

Note that the decoding function \(\varphi_{n,i}^{(1)}\) corresponding to each of the above cases will be used in the decoding stage.

**Step 3: Second Stage Encoding**

For the index set \(N_i = \{1, 2, ..., N_i\}\) with \(R_i \triangleq \frac{1}{n} \log_2 N_i\) (note that \(R_i \to \tilde{R}_i\) as \(n \to \infty\)), let \(P_{X_i}^* \in P_n(\mathcal{X})\) be a type\(^3\) that maximizes the exponent \(E_r(R_i, W_{Y|X}) = E_r(R_i, W_{Y|X}, P_{X_i}^*)\) for each \(i = 1, 2, ..., m_n\). Assume (without loss of generality) that \(R_i < H_{P_{X_i}^*}(X) - \delta\) is

\(^3\)Note that the maximizer can be approximated (with arbitrarily high accuracy) by a type.
satisfied for \( i = 1, 2, \ldots, m' \) (where \( m' \leq m \)). Then for the \( m' \) types \( P_{X_i} \)'s, according to Proposition 6.1, there exist disjoint sets \( \Omega_i \in T_{P_{X_i}}^* \) with \( |\Omega_i| = N_i, \ i = 1, 2, \ldots, m' \) and a mapping \( \varphi_n^{(0)} \) such that (9.15) holds. Now for each \( i = 1, 2, \ldots, m_n \), define the second encoding function \( f_{2n}^{(2)} = \left\{ f_{n,i}^{(2)} \right\}_{i=1}^{m_n} : \bigcup_{i=1}^{m_n} \mathcal{N}_i \to \mathcal{X}^n \) as follows.

- If \( i \leq m' \), i.e., if \( R_i < H_{P_{X_i}}(X) - \delta \) is satisfied for such \( i \), then \( f_{n,i}^{(2)} \) maps each \( w \in \mathcal{N}_i \) to a unique codeword \( x \in \Omega_i \).

- If \( i > m' \), i.e., if \( R_i \geq H_{P_{X_i}}(X) - \delta \) holds for such \( i \), then \( f_{n,i}^{(2)}(w) = 0 \in \mathcal{X}^n \) for every \( w \in \mathcal{N}_i \) (assume without loss of generality that \( 0 \notin \Omega \)), and an error is declared.

**Step 4: First Stage Decoding**

Based upon received \( n \)-length sequence \( y \) at the channel output, we first employ \( \varphi_n^{(0)} : \mathcal{Y}^n \to \Omega \) to estimate the codeword \( x \). According to Proposition 6.1, there exist such function \( \varphi_n^{(0)} \) such that if the transmitted index \( x \in \Omega_i, \ i = 1, 2, \ldots, m' \), then the probability of error is bounded by

\[
\sum_{y:\varphi_n^{(0)}(y)\neq x} W_{Y|X}^{(n)}(y|x) \leq 2^{n \left[ E_r \left( R_i, W_{Y|X}.P_{X_i}^* \right) - \delta \right]} = 2^{n \left[ E_r \left( R_i, W_{Y|X} \right) - \delta \right]}
\]

If the transmitted codeword \( x \notin \Omega \), then the probability of error is bounded by 1. We then use \( \varphi_n^{(0)} \) to define the decoding function \( \varphi_n^{(2)} : \mathcal{Y}^n \to \bigcup_{i=1}^{m_n} \mathcal{N}_i \) as follows. Let \( \varphi_n^{(0)}(y) = \hat{x} \in \Omega_i \), then the decoder \( \varphi_n^{(2)} \) outputs the index \( \hat{w} \in \mathcal{N}_i \) such that \( f_n^{(2)}(\hat{w}) = \hat{x} \).

**Step 5: Second Stage Decoding**

Let \( \hat{w} \in \mathcal{N}_i \) be the output of \( \varphi_n^{(2)} \). Define the decoding function \( \varphi_n^{(1)} = \left\{ \varphi_{n,i}^{(1)} \right\}_{i=1}^{m_n} : \bigcup_{i=1}^{m_n} \mathcal{N}_i \times \mathcal{L}^n \to \mathcal{S}^n \) as follows.

- If \( \bar{R}_i = \tau H_{P_{S_i}}(S) \), then \( \varphi_{n,i}^{(1)} : \mathcal{N}_i \times \mathcal{L}^n \to T_{P_{S_i}} \) outputs the unique \( s \) such that \( \varphi_{n,i}^{(1)}(s) = \hat{w} \).

- If \( \bar{R}_i < \tau H_{P_{S_i}}(S) \), then set \( \varphi_{n,i}^{(1)} = \tilde{\varphi}_{n,i}^{(1)} \), where \( \tilde{\varphi}_{n,i}^{(1)} \) is the minimum conditional entropy decoder corresponding to \( \varphi_{n,i}^{(1)} \) used in the first stage decoding.
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Step 6: Analysis of the Probability of Error

Let \( f_n(s) \triangleq f_n^{(2)}(f_n^{(1)}(s)) \) and \( \varphi_n(y, l) \triangleq \varphi_n^{(1)}(\varphi_n^{(2)}(y), l) \). Rewrite the probability of error (6.21) as

\[
P_{e,n}^{S\!ID}(Q_{SL}, W_{Y|X}, t) = \sum_{P_{S_i} \in \mathcal{P}_n(S)} \sum_{s \in T_{PS_i}} Q_{S}^{(n)}(s) \sum_{l \in \mathcal{L}^n} Q_{L|S}^{(n)}(l|s) \sum_{y: \varphi_n(y, l) \neq s} W_{Y|X}^{(n)}(y|f_n(s)).
\]

(6.42)

In the following we bound

\[
P(s) \triangleq \sum_{l \in \mathcal{L}^n} Q_{L|S}^{(n)}(l|s) \sum_{y \in \mathcal{Y}^n} W_{Y|X}^{(n)}(y|f_n^{(2)}(w)) \mathbb{1} \{ \varphi_n^{(2)}(y) \neq w \} = \sum_{y: \varphi_n^{(2)}(y) \neq w} W_{Y|X}^{(n)}(y|f_n^{(2)}(w)),
\]

(6.43)

assuming that the transmitted messages is \( s \in T_{PS_i} \). There are two cases to consider.

Case 1: If \( \bar{R}_i = \tau H_{P_{S_i}}(S) \), then

\[
P(s) \leq \sum_{y: \varphi_n^{(2)}(y) \neq w} W_{Y|X}^{(n)}(y|f_n^{(2)}(w)) \leq 2^{-n[E_r(R_i, W_{Y|X})-\delta]}
\]

for \( n \) sufficiently large. If \( f_n^{(2)}(w) \notin \Omega \) (i.e., \( R_i < H_{P_{X_i}^{\tau}}(X) - \delta \)), it follows from Step 3 that

\[
\sum_{y: \varphi_n^{(2)}(y) \neq w} W_{Y|X}^{(n)}(y|f_n^{(2)}(w)) \leq 2^{-n[E_r(R_i, W_{Y|X})-\delta]}
\]

(6.44)

Above all, we can bound for \( n \) sufficiently large,

\[
P(s) \leq 2^{-n[E_r(R_i, W_{Y|X})-\delta]} \leq 2^{-n[E_r(\bar{R}_i, W_{Y|X})-2\delta]} = 2^{-n[E_r^*(P_{S_i}, W_{Y|X})-2\delta]}
\]

(6.45)

if \( s \in T_{S_i} \), where the second inequality holds since \( R_i = \frac{1}{n} \log_2[2^n\bar{R}_i] \) can be arbitrarily close to \( \bar{R}_i \) as \( n \) goes to infinity, and the last equality follows from (6.35)–(6.37).
Case 2: If $\tilde{R}_i < \tau H_{P_{S_i}}(S)$, then

$$P(s) \leq \sum_{l \in L_{(n)}} Q_{L_{(n)}}^r(l|s) \sum_{y \in Y^n} W_{y|x}^{(n)}(y|f_n^{(2)}(w)) \left[ \mathbb{1}\left\{ \varphi_n^{(2)}(y) \neq w \right\} \right. + \left. \mathbb{1}\left\{ \varphi_n^{(2)}(y) = w \right\} \mathbb{1}\left\{ \varphi_n^{(1)}(\varphi_n^{(2)}(y),1) \neq s \right\} \right]$$

$$\leq \sum_{y \in Y^n} W_{y|x}^{(n)}(y|f_n^{(2)}(w)) \mathbb{1}\left\{ \varphi_n^{(2)}(y) \neq w \right\} + \sum_{l \in L_{(n)}} Q_{L_{(n)}}^r(l|s) \mathbb{1}\left\{ \varphi_n^{(1)}(w,1) \neq s \right\}$$

where $w = \tilde{f}_n^{(1)}(s)$. As in Case 1, for any $s \in T_{S_i}$, we can bound, for $\delta' = \delta - \frac{1}{2n}$,

$$\sum_{y \in Y^n} W_{y|x}^{(n)}(y|f_n^{(2)}(w)) \mathbb{1}\left\{ \varphi_n^{(2)}(y) \neq w \right\} \leq 2^{-n[E_r(R_i,W_{y|x})-\delta']}$$

$$\leq 2^{-n[E_r(\tilde{R}_i,W_{y|x})-2\delta']}$$

$$= \frac{1}{2} 2^{-n[E_r^*(P_{S_i},W_{y|x})-2\delta]}$$

for $n$ sufficiently large, where the last equality follows from (6.35) and (6.36). On the other hand, it follows from Lemma 6.1, (6.35), and (6.36) that, for $\delta'' = \delta - \frac{1}{2n}$,

$$\sum_{l \in L_{(n)}} Q_{L_{(n)}}^r(l|s) \mathbb{1}\left\{ \tilde{f}_n^{(1)}(w,1) \neq s \right\} \leq 2^{-\tau n} \mathbb{1}\left[ E_r^*(\tilde{R}_i,W_{y|x})-\delta'' \right] = \frac{1}{2} 2^{-n[E_r^*(P_{S_i},W_{y|x})-2\delta]}$$

for $n$ sufficiently large. Therefore, we can also bound

$$P(s) \leq 2^{-n[E_r^*(P_{S_i},W_{y|x})-2\delta]}$$

(6.46)

for $n$ sufficiently large. Substituting (6.45) and (6.46) into (6.42) we obtain

$$P_{e,n}^{S_{ID}}(Q_{SL},W_{y|x},t) \leq \sum_{P_{S_i} \in P_{n}(S)} \sum_{s \in T_{P_{S_i}}} Q_{S_i}^{(n)}(s) 2^{-n[E_r^*(P_{S_i},W_{y|x})-2\delta]}$$

(6.47)

for $n$ sufficiently large. Since $|P_{n}(S)| \leq (\tau n + 1)^{|S|}$, $Q_{S_i}^{(n)}(T_{P_{S_i}}) \leq 2^{-\tau n D(P_S||Q_S)}$, we obtain that for such JSC codes

$$P_{e,n}^{S_{ID}}(Q_{SL},W_{y|x},t) \leq 2^{-n \left\{ \min_{P \in P(S)} [\tau D(P_S||Q_S) + E_r^*(P_{S_i},W_{y|x})] - 2\delta \right\}}$$

for $n$ sufficiently large. ■
6.3. Systems with Source Side Information at the Decoder

Observation 6.2 Note that the above proof generalize the one of Csiszár’s [30, Theorem 3] for the JSCC lower bound $\mathcal{E}_{Jr}(Q_S, W_{Y|X}, \tau)$ given in (5.5). In Csiszár’s proof, $R_i$ in the second-stage encoding is simply chosen to be $\tau H_{P_{S_i}}(S)$, and there is no first-stage encoding and second-stage decoding. Thus Theorem 6.4 applies to the JSCC system without any SI. In fact, if the source SI is independent of the transmitted source, i.e., if we can write

\[ Q_{SL}(s, l) = Q_S(s)Q_L(l) \]

for any $s \in S$ and $l \in L$, then $e_r(R, Q_{L|S}, P_S)$ is zero identically. and hence $E_{SI}(P_S, Q_L|S, W_{Y|X}) = E_r(H_{P_S}(S), W_{Y|X})$. It then follows that

\[ E_{SIE}(Q_{SL}, W_{Y|X}, \tau) = \min_{P_S \in \mathcal{P}(S)} \left[ \tau D(P_S||Q_S) + E_r(H_{P_S}(S), W_{Y|X}) \right] \]

One may ask what happens if the source SI $Q_L$ is available at both the encoder and decoder; do we have a lower and/or upper bound for the JSCC system? The answer is yes. In fact, when $Q_L$ is available at both the encoder and decoder, the encoding function $f_n$ is a mapping

\[ f_n : S^{\tau_n} \times L^{\tau_n} \rightarrow X^n, \]

and the probability of error is given by

\[ P_{e, n}^{SIE}(Q_{SL}, W_{Y|X}, \tau) = \sum_{(s, l) \in S^{\tau_n} \times L^{\tau_n}} Q_{SL}^{(\tau_n)}(s, l) \sum_{y \neq f_n(s, l) \neq s} W_{Y|X}^{(n)}(y|f_n(s, l)). \]  

(6.48)

We can write

\[ P_{e, n}^{SIE}(Q_{SL}, W_{Y|X}, \tau, l) = \sum_{l \in L^{\tau_n}} Q_{SL}^{(\tau_n)}(l) P_{e, n}^{SIED}(Q_{SL}, W_{Y|X}, \tau, l) \]

where

\[ P_{e, n}^{SIE}(Q_{SL}, W_{Y|X}, \tau, l) = \sum_{s \in S^{\tau_n}} Q_{SL}^{(\tau_n)}(s|l) \sum_{y \neq f_n(s, l) \neq s} W_{Y|X}^{(n)}(y|f_n(s, l)) \]

can be interpreted as the JSCC conditional probability of error given the SI $l$ (cf. Section 5.1). Now simply applying the results of Chapter 5 and using a type counting argument as in the proof of Theorem 6.1, it is easy to show that the error exponent is lower bounded by

\[ \min_{P_{SL}} \left[ \tau D(P_{SL}||Q_{SL}) + E_r(\tau H_{P_{SL}}(S|L), W_{Y|X}) \right] \]
and upper bounded by
\[
\inf_{P_{SL}} [\tau D(P_{SL} || Q_{SL}) + E_{sp}(\tau H_{P_{SL}}(S|L), W_{Y|X})],
\]
where the bounds coincide if the minimum (or infimum) is achieved by some \( P_{SL} \) such that \( \tau H_{P_{SL}}(S|L) \) is greater than the critical rate of the DMC, hence determining the exponent exactly. So the case when source SI is available at both the encoder and decoder can be viewed as an easy consequence of the results of Chapter 5 and is of less interest in this chapter. Finally, note that we do not yet know whether the availability of the source SI at the encoder would yield a strictly larger JSCC error exponent. To answer this question, we may need to establish an upper bound for \( E_{J}^{SID} \); this may be considered in future research.

Another interesting problem for future research is whether the lower bound \( E_{J}^{SID} \) still holds if the random-coding channel exponent \( E_{r}(\tau H_{P_{S}}(S), W_{Y|X}) \) is replaced by the expurgated channel exponent \( E_{ex}(\tau H_{P_{S}}(S), W_{Y|X}) \).

### 6.4 JSCC Theorem for Systems with Source Side Information

By examining the sufficient condition for the positivity of the lower bound \( E_{J}^{SID} \), we obtain a sufficient condition for which the source \( Q_{S} \) can be reliably transmitted over the channel. We also can prove a necessary condition using Fano’s inequality [29], and thus complete the JSCC theorem.

**Theorem 6.5** [86] (JSCC Theorem with source SI) Given \( Q_{SL}, W_{Y|X} \) and \( \tau > 0 \), when SI \( Q_{L} \) is available either at only the decoder, we have the following conditions.

(a) The source \( Q_{S} \) can be transmitted over the channel \( W_{Y|X} \) with an arbitrarily small probability of error if \( tH_{Q_{SL}}(S|L) < C(W_{Y|X}) \), where \( C(W_{Y|X}) \) is the channel capacity of \( W_{Y|X} \).

(b) Conversely, if the source \( Q_{S} \) can be transmitted over the channel \( W_{Y|X} \) with an arbitrarily small probability of error, then \( tH_{Q_{SL}}(S|L) \leq C(W_{Y|X}) \).
6.4. JSCC Theorem for Systems with Source Side Information

We point out that the JSCC theorem for systems with source SI available at decoder was initially obtained in [86], and a lossy version JSCC theorem was established in [87]. It was further extended to JSCC systems allowing a Gel’fand-Pinsker channel (rather than a DMC) in [69], whose state is known to the encoder. We still give a proof here for the sake of completeness.

Proof of Theorem 6.5:

Forward Part: Since $E_r(\tau H_{P_S}(S), W_{Y|U})$ is positive if and only if $\tau H_{P_S}(S) < C(W_{Y|X})$, and $E_{SI}(P_S, Q_{L|S}, W_{Y|U})$ is positive if and only if $H_{P_{S|Q_{L|S}}}(S|L) < C(W_{Y|X})$ by definition, it immediately follows that $E^*_{SID}(P_S, W_{Y|X})$ is positive if and only if $H_{P_{S|Q_{L|S}}}(S|L) < C(W_{Y|X})$ since $H_{P_{S|Q_{L|S}}}(S|L) < H_{P_S}(S)$. Now if $E^{SID}_{\ell}$ given by (6.34) is achieved by a $P_S$ not equal to $Q_S$, $E^{SID}_{\ell}$ must be positive. If $E^{SID}_{\ell}$ is achieved by a $P_S = Q_S$, and additionally if $\tau H_{Q_{S|L}}(S|L) < C(W_{Y|X})$, then $E^{SID}_{\ell} = E^*_{SID}(Q_S, W_{Y|X}) > 0$. Above all, we see that the lower bound $E^{SID}_{\ell}$ given by (6.34) is positive if $\tau H_{Q_{S|L}}(S|L) < C(W_{Y|X})$. The forward part follows.

Converse Part: Set $k = \tau n$. Fano’s inequality gives

$$H(S^k|L^k, Y^n) \leq P^{SID}_{\epsilon,n} \log_2 |S^k| + H(P^{SID}_{\epsilon,n}) \triangleq n\epsilon_n.$$ 

Clearly, $P^{SID}_{\epsilon,n} \to 0$ implies that $\epsilon_n \to 0$ (as $n \to \infty$). It then follows that

$$kH(S|L) = H(S^k|L^k)$$

$$= I(S^k; Y^n|L^k) + H(S^k|L^k, Y^n)$$

$$(a) \leq I(X^n; Y^n|L^k) + n\epsilon_n$$

$$= \sum_{i=1}^{n} I(X^n_i, Y^n_i|L^k, Y^{i-1}) + n\epsilon_n$$

$$(b) \leq \sum_{i=1}^{n} [H(Y_i|L^k, Y^{i-1}) - H(Y_i|L^k, Y^{i-1}, X^n)] + n\epsilon_n$$

$$(c) \leq \sum_{i=1}^{n} [H(Y_i) - H(Y_i|X_i)] + n\epsilon_n$$

$$= \sum_{i=1}^{n} I(X_i; Y_i) + n\epsilon_n$$

$$\leq nC(W_{Y|X}) + n\epsilon_n.$$
where (a) follows from Fano’s inequality and the data processing inequality \([29]\) since \(S^k \rightarrow X^n \rightarrow Y^n\) form a Markov chain, in (b) \(Y^{i-1} \triangleq (Y_1, \ldots, Y_{i-1})\), and (c) holds since conditioning reduces entropy and \(Y_i\) is only dependent on \(X_i\) since the channel is memoryless. The proof of the converse part is completed by letting \(P_{e,n}^{SID} \rightarrow 0\). \(\blacksquare\)

**Observation 6.3** (Separation Principle Holds) It is readily verified that the condition \(t \mathcal{H}_{QSL}(S|L) < C(W_Y|X)\) can be achieved by separate source coding with SI and channel coding. Therefore, separation of source and channel coding is optimal from the point of view of reliable transmissibility with source SI.

**Remark 6.5** Note that the same JSCC theorem holds for the JSCC system when source SI is available at both the encoder and decoder, and the separation principle also holds for this case.

### 6.5 Source Side Information Can Increase the JSCC Error Exponent

We next observe that the SI does not only enlarge the achievable region for transmission (see Theorem 6.5 and recall that \(\mathcal{H}_{QSL}(S|L) \leq \mathcal{H}_{Qs}(S)\)), but also improves the reliability of transmission. Obviously, if the sources \(Q_{SL}\) and the channel \(W_{Y|X}\) satisfy \(\tau \mathcal{H}_{QSL}(S|L) < C(W_Y|X) < \tau \mathcal{H}_{Qs}(S)\), then we have

\[
E_J^{SID}(Q_{SL}, W_{Y|X}, \tau) \geq E_J^{SID}(Q_{SL}, W_{Y|X}, \tau) > 0 = E_J(Q_{SL}, W_{Y|X}, \tau).
\]

Recalling that we also have an upper bound for \(E_J\) given by (5.6), thus, we can study the benefits of \(E_J^{SID}\) over \(E_J\) by comparing the lower bound \(E_J^{SID}(Q_{SL}, W_{Y|X}, \tau)\) with the upper bound \(\mathcal{E}_{Jsp}(Q_{SL}, W_{Y|X}, \tau)\).

Given a nonuniform DMS \(Q_S\), a DMC \(W_{Y|X}\) and \(\tau > 0\) such that \(\tau \mathcal{H}_{Qs}(S) < C(W_Y|X)\), we recall from Theorem 5.2 that \(\mathcal{E}_{Jsp}(Q_{SL}, W_{Y|X}, \tau) = \mathcal{E}_{Jr}(Q_{SL}, W_{Y|X}, \tau)\) if and only if \(\bar{\rho}^* \leq 1\), where

\[
\bar{\rho}^* \triangleq \arg \max_{0 \leq \rho < \infty} \left[ T_{sp}(\rho, W_{Y|X}) - \tau E_s(\rho, Q_S) \right].
\] (6.49)
Furthermore, the upper and lower bound would be achieved by \( R_m = \overline{R}_m = \underline{R}_m = \tau H_{Q_S^\pi}(S) < C(W_Y|X) \), i.e.,

\[
\overline{E}_J(Q_S, W_Y|X, \tau) = E_J(Q_S, W_Y|X, \tau) = T_{sp}(\overline{p}^*, W_Y|X) - \tau E_s(p^*, Q_S) = \tau e\left(\frac{R_m}{\tau}, Q_S\right) + E_{sp}(R_m, W_Y|X) > 0.
\]

(6.50)

This means that the minimums in

\[
\overline{E}_{Jsp}(Q_S, W_Y|X, \tau) = \min_{P_S} [\tau D(P_S||Q_S) + E_{sp}(\tau H(P_S), W_Y|X)]
\]

and

\[
\underline{E}_{Jr}(Q_S, W_Y|X, \tau) = \min_{P_S} [\tau D(P_S||Q_S) + E_r(\tau H(P_S), W_Y|X)]
\]

would be uniquely achieved by \( P_S^* = Q_S^\pi(e) \).

Assume that for \( P_S \) satisfying \( \tau H_{P_S}(S) = R_m \), \( E_{SI}(P_S, Q_L|S, W_Y|X) \) in (6.24) is achieved by an \( R^* < \tau H_{P_S}(S) = R_m \), then we must have

\[
E_{r}^*(P_S, W_Y|X) = E_{SI}(P_S, Q_L|S, W_Y|X) = E_r(R^*, W_Y|X) > E_r(R_m, W_Y|X)
\]

since \( E_r(R, W_Y|X) \) is strictly decreasing at \( R_m \). This yields

\[
\min_{P_S: \tau H_{P_S}(S) = R_m} [\tau D(P_S||Q_S) + E_{r}^*(H_{P_S}(S), W_Y|X)]
\]

\[
> \min_{P_S: \tau H_{P_S}(S) = R_m} [\tau D(P_S||Q_S) + E_r(\tau H_{P_S}(S), W_Y|X)]
\]

\[
\geq \min_{P_S} [\tau D(P_S||Q_S) + E_r(\tau H_{P_S}(S), W_Y|X)]
\]

\[
= E_J(Q_S, W_Y|X, \tau) = E_{Jsp}(Q_S, W_Y|X, \tau) = E_J(Q_S, W_Y|X, \tau).
\]

(6.51)

Now we claim that if \( \overline{p}^* \leq 1 \) and (6.24) is achieved by an \( R^* < \tau H_{P_S}(S) = R_m \), then

\[
E_{Jsp}^{SI}(Q_S, W_Y|X, \tau) > E_J(Q_S, W_Y|X, \tau).
\]

Indeed, if \( E_{Jsp}^{SI} \) given in (6.34) is achieved by a \( \tilde{P}_S \) such that \( \tau H_{\tilde{P}_S}(S) \neq R_m \), then by definition of \( E_{r}^*(P_S, W_Y|X) \),

\[
E_{Jsp}^{SI}(Q_S, W_Y|X, t) \geq \tau D(\tilde{P}_S||Q_S) + E_r(\tau H_{\tilde{P}_S}(S), W_Y|X)
\]

\[
> \tau D(Q_S^\pi||Q_S) + E_r(\tau H_Q^\pi(S), W_Y|X)
\]

\[
= E_J(Q_S, W_Y|X, t) = E_{Jsp}(Q_S, W_Y|X, \tau) = E_J(Q_S, W_Y|X, \tau).
\]
Otherwise if \( \tau H_{P_{S}}(S) = R_m \), then (6.51) ensures that \( E_{SID}^S(Q_S, W_{Y|X}, t) > E_J(Q_S, W_{Y|X}, t) \).

In order to guarantee that (6.24) is achieved by an \( R^* < \tau H_{P_{S}}(S) = R_m \), noting that \( E_r \) is decreasing in \( R \) and that \( e_r \) is increasing in \( R \), we only need that there exists an intersection between \( E_r \) and \( e_r \), i.e., we need the condition

\[
E_r(R_m, W_{Y|X}) < \min_{P_S: \tau H_{P_{S}}(S) = R_m} \tau e_r(H_{P_{S}}(S), Q_{L|S}, P_S).
\]

(6.52)

Since

\[
E_{I_{Ir}}(Q_S, W_{Y|X}, \tau) = \tau e \left( \frac{R_m}{\tau}, Q_S \right) + E_r(R_m, W_{Y|X}) = \tau D(Q_S^{(\tau)}||Q_S) + E_r(R_m, W_{Y|X}),
\]

and

\[
e_r(H_{P_{S}}(S), Q_{L|S}, P_S) = E_r(0, P_S, Q_{L|S}) = E_o(1, P_S, Q_{L|S}),
\]

where \( E_o(1, P_S, Q_{L|S}) \) is given in (2.19), we may write (6.52) by

\[
T_{sp}(\overline{\rho}^*, W_{Y|X}) - \tau E_o(\overline{\rho}^*, Q_S) + \tau D(Q_S^{(\overline{\rho}^*)}||Q_S) < \min_{H_{P_{S}}(S) = H_{Q_S^{(\overline{\rho}^*)}}(S)} \tau E_o(1, P_S, Q_{L|S}).
\]

This together with \( \overline{\rho}^* \leq 1 \) yields a sufficient condition for which \( E_{SID}^S > E_J \). In general, we need to first compute \( E_o(\overline{\rho}^*, W_{Y|X}) \) and take a concave hull to obtain \( T_{sp}(\overline{\rho}^*, W_{Y|X}) \), and we need to minimize \( E_o(1, P_S, Q_{L|S}) \) over \( P_S \), but if the source is binary and the channel is symmetric, the above condition can be further simplified and easily verified.

**Corollary 6.4** Let \( Q_S = \{ q, 1 - q \} \ (q < 0.5) \) be a binary DMS, and \( W_{Y|X} \) be symmetric such that \( \tau H_{Q_S}(S) < C(W_{Y|X}) \). If \( \overline{\rho}^* \leq 1 \) and

\[
E_o(\overline{\rho}^*, W_{Y|X}) - \tau E_o(\overline{\rho}^*, Q_S) < \tau E_o(1, Q_S^{(\overline{\rho}^*)}, Q_{L|S}) - \tau D(Q_S^{(\overline{\rho}^*)}||Q_S),
\]

then \( E_{SID}^S > E_J \), where \( \overline{\rho}^* \) achieves the maximum of \( E_o(\rho, W_{Y|X}) - \tau E_o(\rho, Q_S) \) and is given by (5.33).

**Example 6.3** Let the transmitted source \( Q_S \) be a binary DMS with distribution \( Q_S = \{ q, 1 - q \} \ (q < 0.5) \), and let the channel \( W_{Y|X} \) be a binary symmetric channel (BSC) with crossover probability \( \varepsilon \in (0, 0.5) \). The source \( Q_L \) is a noisy version of \( Q_S \) described
by $L = S \oplus N \mod 2 \ (\mathcal{L} = \mathcal{N} = \{0,1\})$ with noise distribution $P_N(N = 1) = 0.05$, i.e., the SI is transmitted through a dummy BSC $Q_{L|S}$ with crossover probability 0.05. Set the transmission rate $t = 0.75$. Fig. 6.6 shows the regions of the binary source and the BSC parameters, i.e., $(\varepsilon,q)$ pairs, for which the source can be reliably transmitted over the channel and $E_{J}^{SID}$ can be strictly larger than $E_{J}$ by Lemma 6.4. Region A (including the boundary with B) is the region where $\tau H_{Q_{SL}}(S|L) \geq C(W_Y|X)$, i.e., where both $E_{J}^{SID}$ and $E_{J}$ are zero. Region B (including the boundary with C) is the region where $\tau H_{Q_{SL}}(S|L) < C(W_Y|X) \leq \tau H_{Q_S}(S)$, i.e., where $E_{J}$ is zero, but $E_{J}^{SID}$ is positive. Region C (not including the boundary with D) is the region where both $E_{J}^{SID}$ and $E_{J}$ are positive, but the condition given in Lemma 6.4 holds, i.e., $E_{J}^{SID} > E_{J} > 0$. In Region D, both exponents $E_{J}^{SID}$ and $E_{J}$ are positive, and the condition in Lemma 6.4 is not satisfied. Note that Lemma 6.4 only gives a sufficient condition which can be easily verified. This condition is however not necessary for having $E_{J}^{SID} > E_{J}$; this is illustrated in Fig. 6.7, where we note that $E_{J}^{SID} > E_{J}$ for some $(\varepsilon,q) \in D$.

We plot in Fig. 6.7 the lower bound $E_{J}^{SID}$ given in (6.34), the sphere-packing upper bound $E_{J,sp}$ given in (5.6), and the random-coding lower bound $E_{J,r}$ given in (5.5) for the above DMS($q$)–BSC($\varepsilon$) system with $q = 0.1$. The plots show that $E_{J}^{SID}$ is strictly larger than $E_{J}$ for $\varepsilon > 0.0045$, and $E_{J}^{SID}$ coincides with $E_{J}$ for $\varepsilon \leq 0.002$. We note that when the channel has large noise ($\varepsilon > 0.01$), the SI can substantially improve the error exponent. Furthermore, $E_{J}$ is zero for $\varepsilon \geq 0.175$, but $E_{J}^{SID}$ is still positive until $\varepsilon = 0.29$. Thus with the SI $Q_L$ at the decoder, $E_{J}^{SID} > E_{J}$ holds for a large class of source-channel conditions.

6.6 Conclusion

In Chapter 5 we mainly focused on the analytical computation of lower and upper bounds for the JSCC error exponent, while in this chapter we dealt with more on the bounding technique.

For the system with feedback, we established a conceptual upper bound for $E_{J,fb}$ by using a simple type counting argument. We will employ the same approach to other discrete
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Figure 6.6: Side information at the decoder can enlarge the source-channel parameters for reliable transmissibility for the binary DMS\((q)\)–BSC\((\varepsilon)\) system of Example 6.3, \(\tau = 0.75\).

systems (in Chapters 7 and 9). The lower bound for \(E_{J,fb}\) is obtained by slightly modifying Zigangirov’s iterative coding scheme. Although this bound is hard to compute in general, we showed that it is at least as good as Gallager’s lower bound for \(E_J\) for binary input channels, and that it does coincide with the upper bound \(\overline{E}_{Jsp}\) for much more source-channel pairs than Gallager’s bound. Using this lower bound, we numerically illustrated that feedback can strictly increase the JSCC error exponent for channels with binary input alphabet and a symmetric distribution.

For the system with source SI at decoder, an achievable lower bound for the JSCC error exponent is obtained by using the method of types. The proofs generalize the one of Csiszár’s for the random-coding lower bound \(E_{Jr}\). In particular, to prove the lower bound, we combined the maximum mutual information decoder of [30] and the minimum conditional entropy decoder of [73]. Consequently, JSCC theorem for system with source SI is formulated. Finally, we compared the lower bound \(E_{J}^{SID}\) with the upper bound \(\overline{E}_{Jsp}\),
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Figure 6.7: SI at the decoder can increase the JSCC error exponent for the binary DMS\((q)\)–BSC\((\varepsilon)\) system of Example 6.3, \(q = 0.1, \tau = 0.75\).

and a sufficient condition for which \(E^{SID}_J > E_J\) is given for binary DMSs and symmetric DMCs. Numerical results show that SI (at the decoder) not only enlarges the region of the source-channel parameters for which reliable transmissibility is possible, but it can also provide a noticeable increase in the JSCC error exponent for a large class of source-channel pairs.
Chapter 7

JSCC Error Exponent for Discrete Systems with Markovian Memory

In this chapter, we investigate the JSCC error exponent, $E_J$, for a discrete communication system with Markovian memory. Specifically, we establish a (computable) upper bound for $E_J$ for transmitting a stationary ergodic (irreducible) Markov (SEM) source $Q_S$ over a channel $W_{Y|X}$ with additive SEM noise $P_Z$ (for the sake of brevity, we hereafter refer to this channel as the SEM channel $W_{Y|X}$). Note that Markov sources are widely used to model realistic data sources, and binary SEM channels can approximate well binary input hard-decision demodulated fading channels with memory (e.g., see [75], [100], [101]).

Section 7.1 contains JSCC system description and preliminaries on the information rates for systems with memory. In Section 7.2, we prove a strong converse JSCC theorem for systems consisting of an ergodic discrete source and a discrete channel with modulo-additive ergodic noise. We then introduce the notion of artificial (or auxiliary) Markov sources adopted from [94] in Section 7.3. Some interesting results involving Markov sources and their artificial counterparts are presented.

In Section 7.4, we deal with the main results regarding the upper and lower bounds for the JSCC error exponent $E_J$ for SEM source-channel pairs. We first derive a computable sphere-packing type upper bound for $E_J$. The proof of the bound, following the standard
lower bounding technique for the average probability of error, is based on the judicious construction from the original SEM source-channel pair \((Q_S, W_{Y|X})\) of an artificial Markov source \(\tilde{Q}_S^{(\alpha^*)}\) and an artificial channel \(V_{Y|X}\) with additive Markov noise \(\tilde{P}_Z^{(\alpha^*)}\), where \(\alpha^*\) is a parameter to be optimized, such that the stationarity and ergodicity properties are retained by \(\tilde{Q}_S^{(\alpha^*)}\) and \(\tilde{P}_Z^{(\alpha^*)}\). The proof then employs the strong converse JSCC Theorem for ergodic sources and channels with ergodic additive noise and the fact that the normalized log-likelihood ratio between \(n\)-tuples of two SEM sources asymptotically converges (as \(n \to \infty\)) to their Kullback-Leibler divergence rate. As by-products, we obtain upper bounds for the error exponent for SEM sources and SEM channels.

We next examine Gallager’s lower bound for \(E_J\) (which is valid for arbitrary source-channel pairs with memory), when specialized to the SEM source-channel system. By comparing our upper bound with Gallager’s lower bound, we provide the condition under which they coincide, hence exactly determining \(E_J\). We note that this condition holds for a large class of SEM source-channel pairs. Using the Fenchel duality theorem, we provide equivalent representations for these bounds. We show that our upper bound (respectively Gallager’s lower bound) to \(E_J\), can also be represented by the minimum of the sum of SEM source error exponent and the upper (respectively lower) bound of SEM channel error exponent. In this regard, our result is a natural extension of Csiszár’s bounds from the case of memoryless systems to the case of SEM systems.

We next introduce Markov types and employ the method of types to prove another upper bound for the JSCC error exponent in terms of the SEM source exponent and the SEM channel exponent. This upper bound may not be computable, but we will use it as a tool to compare the JSCC error exponent with tandem coding error exponent in Chapter 10. In Section 7.5, we briefly remark the extension of our results to SEM systems with arbitrary Markovian orders. Finally, a conclusion is drawn in Section 7.6.
7.1 System Description and Definitions

7.1.1 System

We consider a communication system with transmission rate $\tau$ (source symbols/channel use) consisting of a discrete source with finite alphabet $S$ described by the sequence of $\tau n$-dimensional distributions $Q_S \triangleq \{Q_{S\tau n} \in P(S^{\tau n})\}_{\tau n=1}^{\infty}$, and a discrete channel described by the sequence of $n$-dimensional transition distributions $W_{Y|X} \triangleq \{W_{Y^n|X^n} \in P(Y^n|X^n)\}_{n=1}^{\infty}$ with common input and output alphabets $X = Y = \{0, 1, ..., B - 1\}$.

A JSC code with blocklength $n$ and transmission rate $\tau$ is a pair of mappings:

$$f_n : S^{\tau n} \rightarrow X^n$$

and

$$\varphi_n : Y^n \rightarrow S^{\tau n}.$$

In this chapter, we confine our attention to discrete channels with (modulo $B$) additive noise of $n$-dimensional distribution $P_Z \triangleq \{P_{Z^n} \in P(Z^n)\}_{n=1}^{\infty}$; see Fig. 7.1. The channels are described by

$$Y_i = X_i \oplus Z_i \pmod{B},$$

where $Y_i$, $X_i$ and $Z_i$ are the channel’s output, input and noise symbols at time $i$, and $Z_i \in Z = \{0, 1, ..., B - 1\}$ is independent of $X_i$, $i = 1, 2, ..., n$.

![Figure 7.1: JSCC system for discrete sources and discrete channels with additive noise.](attachment:image.png)

Denote the transmitted source message by $s \in S^{\tau n}$, the corresponding $n$-length codeword by $f_n(s) = x \triangleq (x_1, x_2, ..., x_n) \in X^n$ and the received codeword at the channel output by
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\( y \triangleq (y_1, y_2, \ldots, y_n) \in \mathcal{Y}^n \). Then the probability of receiving \( y \) under the conditions that the message \( s \) is transmitted (i.e., the input codeword is \( f_n(s) = x \)) is given by

\[
\Pr(Y^n = y|S^\tau_n = s) = W_{Y^n|X^n}(y|f_n(s)) = W_{Y^n|X^n}(y \ominus x|x) = P_{Z^n}(z),
\]

where the last equality follows by the independence of input codeword \( x \) and the additive noise \( z = y \ominus x \), noting that \( \ominus \) is modulo-\( B \) subtraction here. The decoding operation \( \varphi_n \) is the rule decoding on a set of non-intersecting sets of output words \( A_s \) such that \( \bigcup_s A_s = \mathcal{Y}^n \).

If \( y \in A_{s'} \), then we conclude that the source message \( s' \) has been transmitted. If the source message \( s \) has been transmitted, the conditional error probability in decoding is given by

\[
\Pr \left( \{ y \, : \, y \in A_{s'} \} \mid s \right) \triangleq \sum_{y \in A_{s'}} W_{Y^n|X^n}(y|f_n(s)),
\]

and the probability of error of the code \((f_n, \varphi_n)\) is

\[
P_e^{(n)}(Q_S, W_{Y|X}, \tau) = \sum_{(s, y) : y \in A_{s'}} Q_{S^\tau_n}(s) W_{Y^n|X^n}(y|f_n(s)). \tag{7.1}
\]

**Definition 7.1** The JSCC error exponent \( E_J(Q_S, W_{Y|X}, \tau) \) for source \( Q_S \) and channel \( W_{Y|X} \) is defined as the supremum of the set of all numbers \( E \) for which there exists a sequence of JSC codes \((f_n, \varphi_n)\) with transmission rate \( \tau \) blocklength \( n \) such that

\[
E \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_e^{(n)}(Q_S, W_{Y|X}, \tau).
\]

When there is no possibility of confusion, \( E_J(Q_S, W_{Y|X}, \tau) \) will be written as \( E_J \). A lower bound for \( E_J \) for arbitrary discrete source-channel pairs with memory was already obtained by Gallager [42, Problem 5.16]. In Section 7.4, we will establish a computable upper bound for \( E_J \) and compare it with Gallager’s bound.

### 7.1.2 Information Rates

For a discrete source \( Q_S \), its (limsup) entropy rate is defined by

\[
\overline{H}_Q(S) \triangleq \limsup_{k \to \infty} \frac{1}{k} H_{Q_{S^k}}(S^k),
\]
where $H_{Q^k}(S^k)$ is the Shannon entropy of $Q^k$. $\Pi_{Q^k}(S)$ admits an operational meaning (in the sense of the lossless fixed length source coding theorem) if $Q_S$ is information stable [49].

The source Rényi entropy rate of order $\alpha$ ($\alpha \geq 0$) is defined by

$$H_{(\alpha)}^{(\alpha)}(S^k) = \frac{1}{1 - \alpha} \log_2 \sum_{s \in S^k: Q^k(s) > 0} Q^k(s)^\alpha,$$

where

$$H_{(1)}^{(1)}(S^k) = \lim_{\alpha \to 1} H_{(\alpha)}^{(\alpha)}(S^k),$$

is the Rényi entropy of $Q^k$, and the special case of $\alpha = 1$ should be interpreted as

$$H_{(1)}^{(1)}(S^k) = \frac{1}{1 - 1} \log_2 \sum_{s \in S^k: Q^k(s) > 0} Q^k(s) = H_{Q^k}(S^k).$$

The channel capacity for any discrete (information stable [49], [96]) channel $W_{Y|X}$ is given by

$$\bar{C}(W_{Y|X}) = \lim_{n \to \infty} \frac{1}{n} \sup_{P_{X^n}} I_{P_{X^n}W_{Y^n|X^n}}(X^n; Y^n).$$

For discrete channels with finite-input finite-output alphabets, the supremum is achievable and can be replaced by maximum. If the channel $W_{Y|X}$ is an additive noise channel with noise process $P_Z$, then

$$\bar{C}(W_{Y|X}) = \log_2 B - \Pi_{P_Z}(Z),$$

where $\Pi_{P_Z}(Z)$ is the noise entropy rate.

### 7.2. A Strong Converse JSCC Theorem

We first prove a strong converse JSC coding theorem for ergodic sources and channels with additive ergodic noise; no Markov assumption for either the source or the channel is needed for this result. We will employ it to prove an upper bound for $E_J$.

**Theorem 7.1** (Strong converse JSCC Theorem) *For a source $Q_S$ and a channel $W_{Y|X}$ with additive noise $P_Z$ such that $Q_S$ and $P_Z$ are ergodic processes, if

$$\bar{C}(W_{Y|X}) = \log_2 B - \Pi_{P_Z}(Z) < \tau \Pi_{Q}(S),$$

then*
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then

\[ \lim_{n \to \infty} P_e^n(Q_S, W_Y|X, \tau) = 1. \]

**Proof:** Assume \( C(W_Y|X) = \tau H_Q(S) - \varepsilon (\varepsilon > 0). \) We first recall the fact that for additive channels the channel capacity \( C(W_Y|X) \) is achieved by the uniform input distribution \( \hat{P}_{X^n}(x) \triangleq 1/|B_n|. \) Furthermore, this uniform input distribution yields a uniform distribution at the output

\[ \hat{P}_{Y^n}(y) \triangleq \sum_{x \in X^n} \hat{P}_{X^n}(x)W_{Y^n|X^n}(y|x) = \frac{1}{B_n}. \]

Define for some \( \delta (0 < \delta < \varepsilon) \)

\[ \hat{A}_s = \left\{ y : \log_2 \frac{W_{Y^n|X^n}(y|f_n(s))Q_{S^n}(s)}{\hat{P}_{Y^n}(y)} \leq n (C(W_Y|X) - \tau H_Q(S) + \delta) \right\}. \]

Since

\[ P_e^n(Q_S, W_Y|X, \tau) = 1 - \sum_{(s,y) : y \in A_s} Q_{S^n}(s)W_{Y^n|X^n}(y|f_n(s)), \quad (7.2) \]

we need to show that

\[ \Pr \left( \{(s,y) : y \in A_s\} \right) = \sum_{(s,y) : y \in A_s} Q_{S^n}(s)W_{Y^n|X^n}(y|f_n(s)) \]

vanishes as \( n \) goes to infinity. Note that

\[ \Pr \left( \{(s,y) : y \in A_s\} \right) \leq \Pr \left( \{(s,y) : y \in A_s \cap \hat{A}_s\} \right) + \Pr \left( \{(s,y) : y \in \hat{A}_s^c\} \right). \]

For the first sum, we have

\[
\begin{align*}
\Pr \left( \{(s,y) : y \in A_s\} \right) &= \sum_s Q_{S^n}(s) \sum_{y \in A_s \cap \hat{A}_s} W_{Y^n|X^n}(y|f_n(s)) \\
&\leq \sum_s Q_{S^n}(s) \sum_{y \in A_s \cap \hat{A}_s} \frac{\hat{P}_{Y^n}(y)}{Q_{S^n}(s)} 2^n(C(W_Y|X) - \tau H_Q(S) + \delta) \\
&\leq 2^n(C(W_Y|X) - \tau H_Q(S) + \delta) \sum_s \sum_{y \in A_s} \hat{P}_{Y^n}(y) \\
&= 2^{-n(\varepsilon - \delta)}. \quad (7.3)
\end{align*}
\]
For the second sum, we have

\[ \Pr \left( \left\{ (s, y) : y \in \hat{A}_s^c \right\} \right) = \Pr \left( \left\{ (s, y) : \frac{1}{n} \log_2 \frac{W_{Y^n|X^n}(y|f_n(s))Q_{S^n}(s)}{P_{Y^n}(y)} - \left( C(W_{Y|X}) - \tau H_{Q_S}(S) \right) > \delta \right\} \right) \]

\[ \leq \Pr \left( \left\{ (s, y) : \frac{1}{n} \log_2 \frac{W_{Y^n|X^n}(y|f_n(s))Q_{S^n}(s)}{P_{Y^n}(y)} - \left( C(W_{Y|X}) - \tau H_{Q_S}(S) \right) > \frac{\delta}{2} \right\} \right) + \Pr \left( \left\{ (s, y) : -\frac{1}{n} \log_2 W_{Y^n|X^n}(y|f_n(s)) - \frac{1}{n} \log_2 Q_{S^n}(s) - H_{P_Z}(Z) + H_{P_Z}(Z) > \frac{\delta}{2} \right\} \right) \]

\[ = \Pr \left( \left\{ s : -\frac{1}{n} \log_2 Q_{S^n}(s) - H_{Q_S}(S) > \frac{\delta}{2} \right\} \right) + \Pr \left( \left\{ s : -\frac{1}{n} \log_2 W_{Y^n|X^n}(y|f_n(s)) - \frac{1}{n} \log_2 Q_{S^n}(s) - H_{Q_S}(S) > \frac{\delta}{2} \right\} \right) \]

\[ \leq \Pr \left( \left\{ s : -\frac{1}{n} \log_2 Q_{S^n}(s) - H_{Q_S}(S) > \frac{\delta}{2} \right\} \right) + \Pr \left( \left\{ z : -\frac{1}{n} \log_2 P_{Z^n}(z) - H_{P_Z}(Z) > \frac{\delta}{2} \right\} \right) \]

(7.4)

where the above probabilities are taken under the joint distribution \( Q_{S^n}(s)W_{Y^n|X^n}(y|f_n(s)) \), and (7.4) follows from an exchange of RV \( z = y \odot f_n(s) \) and the fact that \( P_{Z^n}(z) = W_{Y^n|X^n}(y|f_n(s)) \). It follows from the well known Shannon-McMillan-Breiman Theorem for ergodic processes [18] that the above probabilities converge to 0 as \( n \) goes to infinity. On account of (7.3), (7.4) and (7.2), the proof is complete. ■

### 7.3 Markov Sources and Artificial Markov Sources

Without loss of generality, we consider first-order Markov sources since any \( L \)-th order Markov source can be converted to a first-order Markov source by \( L \)-step blocking it (see Section 7.5). For the sake of convenience (since we will apply the following results to both the SEM source and the SEM channel), we use, throughout this section, \( P_U \triangleq \{ P_{T^n} \in \mathcal{P}(U^n) \}_{n=1}^{\infty} \) to denote a first-order SEM source with finite alphabet \( U \triangleq \{ 1, 2, ..., M \} \), initial distribution \( p_i \triangleq \Pr\{ U_1 = i \}, \quad i \in U \).
and transition distribution
\[ p_{ij} \triangleq \Pr\{U_{k+1} = j | U_k = i\}, \quad i, j \in \mathcal{U}, \]
so that the \(n\)-tuple probability is given by
\[ P_{U^n}(i^n) \triangleq \Pr\{U_1 = i_1, ..., U_n = i_n\} = p_{i_1} p_{i_1 i_2} \cdots p_{i_{n-1} i_n}, \quad i_1, ..., i_n \in \mathcal{U}. \]

Denote the transition matrix by \( P \triangleq [p_{ij}]_{M \times M} \), we then set, for any \(0 \leq \alpha \leq 1\),
\[ P(\alpha) \triangleq [p_{ij}^{\alpha}]_{M \times M}, \]
which is nonnegative and irreducible \(M \times M\) matrix (here we define \(0^0 = 0\)). The Perron-Frobenius Theorem [82] asserts that the matrix \( P(\alpha) \) possesses a maximal positive eigenvalue \( \lambda_\alpha(P_U) \) with positive (right) eigenvector \( v(\alpha) = (v_1(\alpha), ..., v_M(\alpha))^t \) such that
\[ \sum_i v_i(\alpha) = 1. \]

As in [94], we define the artificial Markov source \( \tilde{P}^{(\alpha)}_U \triangleq \{ \tilde{P}^{(\alpha)}_{U^n} \in \mathcal{P}(U^n) \}_{n=1}^{\infty} \) with respect to the original source \( P_U \) such that the transition matrix is \( \tilde{P}(\alpha) \triangleq [\tilde{p}_{ij}(\alpha)]_{M \times M} \), where
\[ \tilde{p}_{ij}(\alpha) \triangleq \frac{p_{ij}^\alpha v_j(\alpha)}{\lambda_\alpha(P_U)v_i(\alpha)}. \quad (7.5) \]

It can be easily verified that \( \sum_j \tilde{p}_{ij}(\alpha) = 1 \). We emphasize that the artificial source retains the stochastic characteristics (irreducibility) of the original source because \( \tilde{p}_{ij}(\alpha) = 0 \) if and only if \( p_{ij} = 0 \), and clearly, for all \( n \), the \(n\)th marginal of \( \tilde{P}^{(\alpha)}_U \) is absolutely continuous with respect to the \(n\)th marginal of \( P_U \). The entropy rate of the artificial Markov process is hence given by
\[ \overline{h}_{\tilde{P}^{(\alpha)}_U}(S) = -\sum_i \sum_j \pi_i(\alpha) \tilde{p}_{ij}(\alpha) \log_2 \tilde{p}_{ij}(\alpha), \]
where \( \pi(\alpha) \triangleq (\pi(\alpha)_1, \pi(\alpha)_2, ..., \pi(\alpha)_M) \) is the stationary distribution of the stochastic matrix \( \tilde{P}(\alpha) \). We call the artificial Markov source with initial distribution \( \pi(\alpha) \) the artificial SEM source. It is known [94, Lemmas 2.1-2.4] that \( \overline{h}_{\tilde{P}^{(\alpha)}_U}(S) \) is a continuous
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and non-increasing function of $\alpha \in [0,1]$. In particular, $\overline{H}_{F_U^{(0)}}(S) = \log_2 \lambda_0(P_U)$ and $\overline{H}_{F_U^{(1)}}(S) = \overline{H}_{F_U}(S)$. The following lemma illustrates the relation between $\overline{H}_{F_U^{(0)}}(S)$ and the entropy of the DMS with uniform distribution $(\frac{1}{M}, \ldots, \frac{1}{M})$.

**Lemma 7.1** $\overline{H}_{F_U^{(0)}}(S) \leq \log_2 M$ with equality if and only if $P > [0]_{M \times M}$, i.e., $p_{ij} > 0$ for all $i,j \in U$.

**Proof:** Let $A$ be the $M \times M$ matrix with all components equal to 1, i.e., $A \triangleq [1]_{M \times M}$. Clearly, $u \triangleq [\frac{1}{M}, \ldots, \frac{1}{M}]$ is the unique normalized positive eigenvector (Perron vector) of $A$ with associated positive eigenvalue $M$; thus when $P > [0]_{M \times M}$, $\lambda_0(P_U) = M$. We next show by contradiction that $\lambda_0(P_U) < M$ if there are zero components in matrix $P$. We assume that there exist some $p_{ij} = 0$ and $\lambda_0(P_U) \geq M$. Then

$$\lambda_0(P_U) u \geq M u = Au = Av(0),$$

where the last equality holds since $u$ and $v(0)$ are both normalized vectors. We thus have

$$(A - P(0))v(0) \leq \lambda_0(P_U)(u - v(0)).$$

Now summing all the components of the vectors on both sides, we obtain

$$\sum_{i,j} a_{ij} v_j(0) \leq 0,$$

where $a_{ij}$ is the $(i,j)$th component of the matrix $A - P(0)$ such that $a_{ij} = 0$ if $p_{ij} > 0$ and $a_{ij} = 1$ if $p_{ij} = 0$. This contradicts with the fact that all $v_j(0)$’s are positive and thus $\lambda_0(P_U) < M$ if $P_U$ has zero components. We also conclude that $P > [0]_{M \times M}$ is the sufficient and necessary condition for $\lambda_0(P_U) = M$. \[\square\]

The following properties regarding the artificial SEM source are important in deriving the (computable) upper and lower bounds for the JSCC exponent of SEM source-channel pairs.

**Lemma 7.2** Let $\{U_i\}_{i=1}^\infty$ be an SEM source under $P_U$ and $\overline{P}_U^{(\alpha)} (0 < \alpha \leq 1)$, then

$$\frac{1}{n} \log_2 \overline{P}_U^{(\alpha)}(U^n) \rightarrow \frac{1 - \alpha}{\alpha} \overline{H}_{F_U^{(0)}}(S) - \frac{1}{\alpha} \log_2 \lambda_0(P_U),$$

for

$$\frac{1}{n} H_{F_U^{(\alpha)}}(U^n) \rightarrow \frac{1}{\alpha} \overline{H}_{F_U^{(0)}}(S) - \frac{1}{\alpha} \log_2 \lambda_0(P_U).$$
almost surely under $\tilde{P}_{U^n}^{(\alpha)}$ as $n \to \infty$.

**Proof:** Since $\{U_i\}_{i=1}^\infty$ is SEM source under $P_U$ and $\tilde{P}_{U^n}^{(\alpha)}$, it follows by the Ergodic Theorem [18] that the normalized log-likelihood ratio between $P_U$ and $\tilde{P}_{U^n}^{(\alpha)}$ converges to their Kullback-Leibler divergence rate almost surely, i.e.,

$$\frac{1}{n} \log_2 \frac{\tilde{P}_{U^n}^{(\alpha)}(U^n)}{P_{U^n}(U^n)} \to D(\tilde{P}_{U^n}^{(\alpha)} \| P_U)$$

almost surely under $\tilde{P}_{U^n}^{(\alpha)}$ as $n \to \infty$, where

$$D(\tilde{P}_{U^n}^{(\alpha)} \| P_U) \triangleq \lim_{n \to \infty} \frac{1}{n} D(\tilde{P}_{U^n}^{(\alpha)} \| P_{U^n}).$$

Note that for any $n$ we can write

$$\frac{1}{n} D(\tilde{P}_{U^n}^{(\alpha)} \| P_{U^n}) = \frac{1}{n} H(\tilde{P}_{U^n}^{(\alpha)}(U^n)) - \frac{1}{n} \sum_{i^n} \tilde{P}_{U^n}^{(\alpha)}(i^n) \log_2 P_{U^n}(i^n), \quad i^n = (i_1 \cdots i_n) \in \mathcal{U}^n. \quad (7.6)$$

Recalling that $P_U$ is described by the initial stationary distribution $\pi = \{\pi_1, \pi_2, \ldots, \pi_M\}$ and transition matrix $P = [p_{ij}]_{M \times M}$, and that $\tilde{P}_{U^n}^{(\alpha)}$ is described by the initial stationary distribution $\pi(\alpha) = (\pi(\alpha)_1, \pi(\alpha)_2, \ldots, \pi(\alpha)_M)$ and transition matrix $\tilde{P}(\alpha) \triangleq [\tilde{p}_{ij}(\alpha)]_{M \times M}$ given by (7.5), we have

$$\tilde{P}_{U^n}^{(\alpha)}(i^n) = \pi(\alpha)_{i_1} p_{i_1i_2}^{\alpha} \cdots p_{i_{n-1}i_n}^{\alpha} v_{i_n}(\alpha) \lambda_\alpha(P_U)^{n-1} \frac{v_1(\alpha)}{\pi_1 v_1(\alpha)} = \frac{P_{U^n}(i^n) \pi(\alpha)_{i_1} v_{i_1}(\alpha)}{\lambda_\alpha(P_U)^{n-1} \pi_1 v_1(\alpha)} \quad (7.7)$$

for all $i^n \in \mathcal{U}$. Consequently, using (7.6) and (7.7), we have

$$\frac{1}{n} D(\tilde{P}_{U^n}^{(\alpha)} \| P_{U^n}) = \frac{1 - \alpha}{\alpha} \frac{1}{n} H(\tilde{P}_{U^n}^{(\alpha)}(S)) - \frac{1 - \alpha}{\alpha} \frac{1}{n} \log_2 \lambda_\alpha(P_U) - \frac{1}{n} \sum_{i_1, i_n} \tilde{p}_{\alpha}(i_1, i_n) \log_2 \left( \frac{\pi_{i_1}^{\alpha} v_{i_1}(\alpha)}{\pi(\alpha)_{i_1} v_{i_1}(\alpha)} \right). \quad (7.8)$$

Taking the limit on both sides of (7.8), and noting that the last term approaches 0 since

$$\left| \frac{1}{\alpha} \sum_{i_1, i_n} \tilde{p}_{\alpha}(i_1, i_n) \log_2 \left( \frac{\pi_{i_1}^{\alpha} v_{i_1}(\alpha)}{\pi(\alpha)_{i_1} v_{i_1}(\alpha)} \right) \right| \leq M^2 \max_{i_1, i_n} \left| \log_2 \left( \frac{\pi_{i_1}^{\alpha} v_{i_1}(\alpha)}{\pi(\alpha)_{i_1} v_{i_1}(\alpha)} \right) \right| < +\infty,$$
where $\pi$, $\pi(\alpha)$, and $\nu(\alpha)$ are all positive for SEM sources (according to the Perron-Frobenius Theorem [82]). We hence obtain

$$D(\tilde{P}_U^{(\alpha)} \parallel P_U) = \frac{1 - \alpha}{\alpha} \mathbb{H}_{\tilde{P}_U^{(\alpha)}}(S) - \frac{1}{\alpha} \log_2 \lambda_\alpha(P_U).$$

Lemma 7.3 [77], [94] For an SEM source $P_U$ and any $\rho \geq 0$, we have

$$\rho \mathbb{H}_{P_U^{\left(\frac{1}{1+\rho}\right)}}(S) = (1 + \rho) \log_2 \lambda_{\frac{1}{1+\rho}}(P_U),$$

and

$$\mathbb{H}_{P_U^{\left(\frac{1}{1+\rho}\right)}}(S) = \frac{\partial}{\partial \rho} (1 + \rho) \log_2 \lambda_{\frac{1}{1+\rho}}(P_U).$$

Lemma 7.3 follows directly from [77, Lemma 1] and [94, Lemma 2.3]. Note that there is a slight error in the expression of $H(\alpha)$ in [94, Lemma 2.3], where a factor $\alpha$ is missing in the second term of the right-hand side of (2.11).

### 7.4 Upper and Lower Bounds

#### 7.4.1 A Sphere-Packing Type Upper Bound

We first establish a sphere-packing type upper bound for $E_J$ for SEM source-channel pairs $(Q_S, W_{Y|X})$. Before we proceed, we define the following function for an SEM source-channel pair:

$$F(\rho) \triangleq \rho \log_2 B - (1 + \rho) \log_2 \left[ \frac{\lambda_{\frac{1}{1+\rho}}(Q_S) \lambda_{\frac{1}{1+\rho}}(P_Z)}{\lambda_{\frac{1}{1+\rho}}(P_Z)} \right], \quad \rho \geq 0. \quad (7.9)$$

**Lemma 7.4** $F(\rho)$ has the following properties:

(a) $F(0) = 0$ and

$$f(\rho) \triangleq \frac{\partial}{\partial \rho} F(\rho) = \log_2 B - \left( \tau \overline{H}_{Q_S^{\left(\frac{1}{1+\rho}\right)}}(S) + \overline{H}_{P_Z^{\left(\frac{1}{1+\rho}\right)}}(Z) \right) \quad (7.10)$$

is continuous non-increasing in $\rho$. 
(b) \( F(\rho) \) is concave in \( \rho \); hence every local maximum (stationary point) of \( F(\cdot) \) is the global maximum.

(c) \( \sup_{\rho \geq 0} F(\rho) \) is positive if and only if \( \tau \overline{H}_{Q_S}(S) < \overline{C}(W_{Y|X}) \); otherwise \( \sup_{\rho \geq 0} F(\rho) = 0 \).

(d) \( \sup_{\rho \geq 0} F(\rho) \) is finite if \( \lambda_0^T(Q_S)\lambda_0(P_Z) > B \) and infinite if \( \lambda_0^T(Q_S)\lambda_0(P_W) < B \).

**Remark 7.1** If \( \lambda_0^T(Q_S)\lambda_0(P_Z) \geq B \), then \( \sup_{\rho \geq 0} F(\rho) = \lim_{\rho \to \infty} F(\rho) \), no matter whether the limit is finite or not.

**Proof:** We start from (a). \( F(0) = 0 \) since the largest eigenvalue for any stochastic matrix is 1. (7.10) follows from Lemma 7.3. \( f(\rho) \) is continuous non-increasing function since \( \overline{H}_{Q_S}(\frac{1}{1+\rho}) \) and \( \overline{H}_{P_Z}(\frac{1}{1+\rho}) \) are both continuous nondecreasing functions. (b) follows immediately from (a). (c) follows from the concavity of \( F(\rho) \) and the facts that \( F(0) = 0 \) and that \( f(0) = \overline{C}(W_{Y|X}) - \tau \overline{H}_{Q_S}(S) \). (d) follows from the concavity of \( F(\rho) \) and the facts that \( F(0) = 0 \) and that \( \lim_{\rho \to \infty} f(\rho) = \log_2 B - \log_2[\lambda_0^T(Q_S)\lambda_0(P_Z)] \).

**Theorem 7.2** For an SEM source \( Q_S \) and a discrete channel \( W_{Y|X} \) with additive SEM noise \( P_Z \) such that \( \tau \overline{H}_{Q_S}(S) < \overline{C}(W_{Y|X}) \) and \( \lambda_0^T(Q_S)\lambda_0(P_Z) > B \), the JSCC error exponent \( E_J(Q_S, W_{Y|X}, \tau) \) satisfies

\[
E_J(Q_S, W_{Y|X}, \tau) \leq \max_{\rho \geq 0} F(\rho). \quad (7.11)
\]

**Remark 7.2** We point out that the condition \( \lambda_0^T(Q_S)\lambda_0(P_Z) > B \) holds for most cases of interest. First note that the eigenvalues \( \lambda_0(Q_S) \) and \( \lambda_0(P_Z) \) are no less than 1. By Lemma 7.1, we have that \( \lambda_0(P_Z) = B \) if the noise transition matrix \( P_W \) has positive entries (i.e., \( P_W > [0]_{B \times B} \)); in that case, the condition \( \lambda_0^T(Q_S)\lambda_0(P_Z) > B \) is satisfied if \( \lambda_0^T(Q_S) > 1 \) (i.e., if the source transition matrix \( Q \) is not a deterministic matrix). In fact, when \( \lambda_0^T(Q_S)\lambda_0(P_Z) < B \), \( \max_{\rho \geq 0} F(\rho) = +\infty \) by Lemma 7.4 (d), and hence it gives a trivial upper bound for \( E_J \). When \( \lambda_0^T(Q_S)\lambda_0(P_Z) = B \), we do not have an upper bound for \( E_J \).
Remark 7.3 Using the first identity of Lemma 7.3, the upper bound can be equivalently represented as

\[ E_J(Q_S, W_{Y|X}, \tau) \leq \max_{\rho \geq 0} \left\{ \rho \left[ \log_2 B - \tau H_{Q_S}^{(1+\rho)}(S) - H_{P_Z}^{(1+\rho)}(Z) \right] \right\} \]

where \( H_{Q_S}^{(1+\rho)}(S) \) and \( H_{P_Z}^{(1+\rho)}(Z) \) are the Rényi entropy rates of \( Q_S \) and \( P_Z \), respectively. Meanwhile, the upper bound (7.11) holds for any one of the following source-channel pairs: DMS \( Q \) and SEM channel \( W_{Y|X} \), SEM source \( Q_S \) and additive DMC \( W \), and DMS source \( Q \) and additive DMC \( W_{Y|X} \), all with finite alphabets. For example, when the source is DMS with distribution \( q \triangleq \{q_1, q_2, ..., q_M\} \) such that \( q_i > 0 \) for all \( i = 1, 2, ..., M \), the source could be regarded as an SEM source \( Q_S \) with transition matrix

\[
Q = \begin{bmatrix}
q_1 & q_2 & \cdots & q_M \\
q_1 & q_2 & \cdots & q_M \\
\vdots & \vdots & \ddots & \vdots \\
q_1 & q_2 & \cdots & q_M
\end{bmatrix}
\]

and initial distribution \( q \). It is easy to verify that for such a \( Q \), the eigenvalue \( \lambda_{1+\rho}^{(Q)} \) reduces to \( \lambda_{1+\rho}^{(Q_S)} = \sum_i q_i^{1/\rho} \), which agrees with the results for memoryless systems given Chapter 5. Thus, the above bound is a sphere-packing type upper bound for \( E_J \) for SEM source-channel systems.

Proof of Theorem 7.2: Under the assumption

\[ \tau H_{Q_S}(S) < C(W_{Y|X}) \text{ and } \lambda_0^0(Q_S)\lambda_0^0(P_Z) > B, \]

it follows from Lemma 7.4 that \( f(0) > 0 \) and \( \lim_{\rho \to \infty} f(\rho) < 0 \). Since \( f(\rho) \) is continuous and non-increasing, there must exist some \( \rho_0 \in (0, +\infty) \) such that \( f(\rho_0) + \varepsilon = 0 \), where \( \varepsilon > 0 \) is small enough. For the SEM source \( Q_S \), we introduce an artificial SEM source \( \tilde{Q}_S^{(\alpha_o)} \) (as described in Section 7.3) such that \( \alpha_o \triangleq 1/(1 + \rho_0) \in (0, 1) \). For the SEM channel \( W_{Y|X} \), we introduce an artificial additive channel \( V_{Y|X} \) for which the corresponding SEM noise is \( \tilde{P}_Z^{(\alpha_o)} \).
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Based on the construction of the artificial SEM source-channel pair $\tilde{Q}_s^{(\alpha_o)}; V_{Y|X}$, we define for some $\delta_1 (\delta_1 > 0)$ the set

$$\tilde{A}_s = \left\{ y : \log_2 \frac{W_{Y^n|X^n}(y|f_n(s))Q_{S^n}(s)}{V_{Y^n|X^n}(y|f_n(s))Q_{S^n}^{(\alpha_o)}(s)} \geq -n \left( \frac{1-\alpha_o}{\alpha_o} \log_2 B + \varepsilon \right) - \frac{1}{\alpha_o} \log_2 \left[ \lambda_{\alpha_o}(Q_s)\lambda_{\alpha_o}(P_Z) \right] + \delta_1 \right\},$$

where we set $\tilde{A}_s = \emptyset$ for those $s$ such that $W_{Y^n|X^n}(y|f_n(s))Q_{S^n}(s) = 0$ for some $y \in Y^n$. We then have a lower bound for the average probability of error

$$P_{e}^{(n)}(Q_s, W_{Y|X}, \tau) \geq \sum_s Q_{S^n}(s) \sum_{y \in A_s^c \cap \tilde{A}_s} W_{Y^n|X^n}(y|f_n(s)) \geq 2^{-n \left( \frac{1-\alpha_o}{\alpha_o} \log_2 B + \varepsilon \right) - \frac{1}{\alpha_o} \log_2 \left[ \lambda_{\alpha_o}(Q_s)\lambda_{\alpha_o}(P_Z) \right] + \delta_1} \cdot \sum_{(s,y) : y \in A_s^c \cap \tilde{A}_s} \tilde{Q}_{S^n}^{(\alpha_o)}(s)V_{Y^n|X^n}(y|f_n(s)), \quad (7.12)$$

where the last sum can be lower bounded as follows

$$\sum_{(s,y) : y \in A_s^c \cap \tilde{A}_s} \tilde{Q}_{S^n}^{(\alpha_o)}(s)V_{Y^n|X^n}(y|f_n(s)) \geq \sum_{(s,y) : y \in A_s^c} \tilde{Q}_{S^n}^{(\alpha_o)}(s)V_{Y^n|X^n}(y|f_n(s)) - \sum_{(s,y) : y \in \tilde{A}_s} \tilde{Q}_{S^n}^{(\alpha_o)}(s)V_{Y^n|X^n}(y|f_n(s)). \quad (7.13)$$

We point out that the first sum in the right-hand side of (7.13) is exactly the error probability of the JSC system consisting of the artificial SEM source $\tilde{Q}_s^{(\alpha_o)}$ and the artificial SEM channel $V_{Y|X}$. Since by definition $f(\rho_o) < 0$, which implies

$$\tau \overline{P}_{\tilde{Q}_s^{(\alpha_o)}}(S) > \log_2 B - \overline{P}_{\tilde{Q}_s^{(\alpha_o)}}(Z) = \overline{C}(V_{Y|X}),$$

then applying the strong converse JSCC Theorem (Theorem 7.1) to $\tilde{Q}_s^{(\alpha_o)}$ and $V_{Y|X}$, the first sum in the right-hand side of (7.13) converges to 1 as $n$ goes to infinity. We next show that the second term in the right-hand side of (7.13)

$$\Pr \left( \left\{ (s,y) : y \in \tilde{A}_s^c \right\} \right) = \sum_{(s,y) : y \in \tilde{A}_s^c} \tilde{Q}_{S^n}^{(\alpha_o)}(s)V_{Y^n|X^n}(y|f_n(s))$$
vanishes asymptotically.

\[
\Pr \left( \left\{ (s, y) : y \in \bar{A}_n^c \right\} \right) \\
= \Pr \left( \left\{ (s, y) : \frac{1}{n} \log_2 \frac{W_{Y^n|X^n}(y|f_n(s))Q_{S^n}^{(s)}(s)}{V_{Y^n|X^n}(y|f_n(s))Q_{S^n}^{(s)}(s)} \\
+ \left( \frac{1 - \alpha_o}{\alpha_o} \log_2 B + \varepsilon \right) \leq \frac{1}{\alpha_o} \log_2 [\lambda_{\alpha_o}(Q_S)\lambda_{\alpha_o}(P_Z)] \right) < -\delta_1 \right) \\
\leq \Pr \left( \left\{ (s, y) : \frac{1}{n} \log_2 \frac{W_{Y^n|X^n}(y|f_n(s))Q_{S^n}^{(s)}(s)}{V_{Y^n|X^n}(y|f_n(s))Q_{S^n}^{(s)}(s)} \\
+ \left( \frac{1 - \alpha_o}{\alpha_o} \log_2 B + \varepsilon \right) \leq \frac{1}{\alpha_o} \log_2 [\lambda_{\alpha_o}(Q_S)\lambda_{\alpha_o}(P_Z)] \right) \right) \\
= \Pr \left( \left\{ (s, z) : \frac{1}{n} \log_2 \frac{\tilde{P}^{(s)}_{Z^n}(z)}{\tilde{P}^{(s)}_{W^n}(z)} + \frac{1}{n} \log_2 \frac{\tilde{Q}^{(s)}_{S^n}(s)}{Q_{S^n}^{(s)}(s)} \\
- \left( \frac{1 - \alpha_o}{\alpha_o} \log_2 [\lambda_{\alpha_o}(Q_S)] \right) \right) \right) \\
\leq \Pr \left( \left\{ s : \frac{1}{\tau n} \log_2 \frac{\tilde{Q}^{(s)}_{S^n}(s)}{Q_{S^n}(s)} \leq \frac{1}{\alpha_o} \log_2 [\lambda_{\alpha_o}(Q_S)] \right) \right) \\
+ \Pr \left( \left\{ z : \frac{1}{n} \log_2 \frac{\tilde{P}^{(s)}_{W^n}(z)}{\tilde{P}^{(s)}_{W^n}(z)} + \left( \frac{1 - \alpha_o}{\alpha_o} \log_2 [\lambda_{\alpha_o}(P_Z)] \right) \right) \right) \\
\leq \Pr \left( \left\{ s : \frac{1}{\tau n} \log_2 \frac{\tilde{Q}^{(s)}_{S^n}(s)}{Q_{S^n}(s)} \leq \frac{1}{\alpha_o} \log_2 [\lambda_{\alpha_o}(Q_S)] \right) \right) \\
+ \Pr \left( \left\{ z : \frac{1}{n} \log_2 \frac{\tilde{P}^{(s)}_{W^n}(z)}{\tilde{P}^{(s)}_{W^n}(z)} + \left( \frac{1 - \alpha_o}{\alpha_o} \log_2 [\lambda_{\alpha_o}(P_Z)] \right) \right) \right), \\
\tag{7.14} \\
\tag{7.15}
\]

where the probabilities are taken under the joint distribution \( \tilde{Q}^{(s)}_{S^n}(s)V_{Y^n|X^n}(y|f_n(s)) \)
and (7.14) follows from the facts that \( P_{Z^n}(z) = W_{Y^n|X^n}(y|f_n(s)) \) and that \( \tilde{P}^{(s)}_{Z^n}(z) = V_{Y^n|X^n}(y|f_n(s)) \) for \( z = y \ominus f_n(s) \).

Applying Lemma 7.2, the above probabilities converge to 0 as \( n \to \infty \).¹ On account of (8.15), (7.13) and (7.15) and noting that \( \varepsilon \) and \( \delta_1 \) are arbitrary, we obtain

\[
\lim \inf_{n \to \infty} \frac{1}{n} \log_2 P^{(s)}_{e}(Q_{S^n}, W_{Y^n|X^n}, \tau) \leq \frac{1 - \alpha_o}{\alpha_o} \log_2 B - \frac{1}{\alpha_o} \log_2 [\lambda_{\alpha_o}(Q_S)\lambda_{\alpha_o}(P_Z)].
\]

Finally, replacing \( \alpha_o \) by \( 1/(1 + \rho_o) \) in the above right-hand side terms and taking the maximum over \( \rho_o \) complete the proof.  

---

¹Convergence almost surely implies convergence in probability.
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7.4.2 Gallager’s Lower Bound for Systems with Memory

In Observation 5.1, we showed that Gallager’s JSCC lower bound [42, Problem 5.16] may not as good as Csiszár’s source-channel random-coding lower bound. However, Gallager’s lower bound is more powerful in the sense that it applies for discrete source and channel pairs with arbitrary memory, i.e., for a discrete source $Q_S$ and a discrete channel $W_{Y|X}$ with transmission rate $\tau$, we have

$$E_J(Q_S, W_{Y|X}, \tau) \geq \max_{0 \leq \rho \leq 1} [E_o(\rho, Q_S) - \tau E_s(\rho, W_{Y|X})]$$

in which

$$E_s(\rho, Q_S) \equiv \limsup_{n \to \infty} \frac{1}{\tau n} \log_2 \sum_{s \in S^n} Q_{S^n}(s)^{1+\rho}$$

(7.16)

is Gallager’s source function for the discrete source $Q_S$ with arbitrary memory, and

$$E_o(\rho, W_{Y|X}) \equiv \liminf_{n \to \infty} \frac{1}{n} E_o(\rho, P_{X^n})$$

(7.17)

with

$$E_o(\rho, P_{X^n}) \equiv -\log_2 \sum_{y \in Y^n} \left( \sum_{x \in X^n} P_{X^n}(x) W_{Y^n|X^n}(y|x)^{1+\rho} \right)^{1+\rho}$$

is Gallager’s channel function for the discrete channel $W_{Y|X}$ with arbitrary memory.

We next specialize Gallager’s lower bound for SEM source-channel pairs by using Lemma 7.3. We recall when the channel is symmetric (in the Gallager sense, see Section 5.3.3), which directly applies to channels with additive noise, the maximum in (7.17) is achieved by the uniform distribution: $P_{X^n}(x) = 1/|X|^n$ for all $x \in X^n$. Thus for our (modulo $B$) additive noise channels, $E_o(\rho)$ reduces to

$$E_o(\rho, Q_S) - \tau E_s(\rho, W_{Y|X}) = \rho \log_2 B - \limsup_{n \to \infty} \frac{1}{n} \log_2 \left( \sum_{z \in Z^n} P_{Z^n}(z)^{1+\rho} \right).$$

(7.18)

It immediately follows by Lemma 7.3 that for our SEM source-channel pair,

$$E_o(\rho, Q_S) - \tau E_s(\rho, W_{Y|X}) = \rho \log_2 B - \rho \mathcal{H}_{\rho}^{(1+\rho)}(Q_S) - \rho \mathcal{H}_{\rho}^{(1+\rho)}(Z) = F(\rho).$$

(7.19)

That is, the SEM source-channel function we defined in (7.9) is exactly the same as the difference of Gallager’s channel and source function. In light of Theorem 7.2, we obtain the following regarding the computation of $E_J$. 
Theorem 7.3 For an SEM source \( Q_S \) and an SEM channel \( W_{Y|X} \) with noise \( P_Z \) such that \( \tau H Q_S(S) < C(W_{Y|X}) \) and \( \lambda_0^*(Q_S)\lambda_0(P_Z) > B \), \( E_J(Q_S, W_{Y|X}, \tau) \) is positive and determined exactly by \( E_J(Q_S, W_{Y|X}, \tau) = F(\rho^*) \) if \( \rho^* \leq 1 \), where \( \rho^* \) is the smallest positive number satisfying the equation \( f(\rho^*) = 0 \). Otherwise (if \( \rho^* > 1 \)), the following bounds hold:

\[
\log_2 B - 2\log_2 \left[ \lambda_1^*(Q_S)\lambda_1(P_Z) \right] \leq E_J(Q_S, W_{Y|X}, \tau) \leq F(\rho^*).
\]

Remark 7.4 If \( \tau H Q_S(S) + \sum P_Z(z) \geq \log_2 B \), then \( E_J(Q_S, W_{Y|X}, \tau) = 0 \).

Remark 7.5 According to Lemma 7.4 (c) and (d), there must exist a positive and finite \( \rho^* \) provided that \( \tau H Q_S(S) < C(W_{Y|X}) \) and \( \lambda_0^*(Q_S)\lambda_0(P_Z) > B \). Using Lemma 7.4 (a), such \( \rho^* \) can be numerically determined.

The proof of Theorem 7.3 directly follows from Theorem 7.2, the comparison of Gallager’s lower bound, and Lemma 7.4.

Example 7.1 We consider a system consisting of a binary SEM source \( Q_S \) and a binary SEM channel \( W_{Y|X} \) with transmission rate \( t = 1 \), both with symmetric transition matrices given by

\[
Q = \begin{bmatrix} q & 1-q \\ 1-q & q \end{bmatrix} \quad \text{and} \quad P_Z = \begin{bmatrix} p & 1-p \\ 1-p & p \end{bmatrix},
\]

such that \( 0 < p, q < 1 \). The upper and lower bounds for \( E_J(Q_S, W_{Y|X}, \tau) \) are plotted as a function of parameters \( p \) and \( q \) in Fig. 7.2. It is observed that for this source-channel pair, the bounds are tight for a large class of \( (p, q) \) pairs. Only when \( p \) or \( q \) is extremely close to 0 or 1, is \( E_J \) not exactly known.

7.4.3 Error Exponents for SEM Sources and SEM Channels

In this section we investigate two special cases of Theorem 7.2. One special case is that when the SEM channel is a noiseless channel, and the other is that when the SEM source is uniform source. In the first case, the upper bound for \( E_J \) reduces to an upper bound for the SEM source error exponent, and in the second case, Theorem 7.2 reduces to an upper bound to the
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Figure 7.2: The lower and upper bounds of $E_J$ for the binary SEM source and the binary SEM channel of Example 7.1 with $\tau = 1$.

SEM channel error exponent. Note that the SEM source error exponent has been studied in [72] and [94], and our results coincide with their results. The upper bound for the channel error exponent for SEM channels, however, has not been addressed before. We next need to extend the definition of the DMS error exponent for SEM sources; to be more general, we define the error exponent for arbitrarily discrete sources $Q_{\mathcal{S}} \triangleq \{Q_{\mathcal{S}^n} \in \mathcal{P}(\mathcal{S}^n)\}_{n=1}^{\infty}$.

A $(k,M_k)$ block source code for a discrete source $Q_{\mathcal{S}}$, which is defined the same as the block source code for a DMS, is a pair of mappings

$$f_{sk} : \mathcal{S}^k \rightarrow \{1, 2, ..., M_k\}$$

and

$$\varphi_{sk} : \{1, 2, ..., M_k\} \rightarrow \mathcal{S}^k.$$
The code rate is defined by
\[ R_k \triangleq \frac{1}{k} \log_2 M_k \] bits/source symbol.

The probability of erroneously reconstructing the source via the \((k, M_k)\) block source code \((f_{sk}, \varphi_{sk})\) is given by
\[ P_{se}^{(k)}(Q_S, R_k) \triangleq \sum_{s : \varphi_{sk}(f_{sk}(s)) \neq s} Q_{s_k}(s). \quad (7.20) \]

**Definition 7.2** For any \(R > 0\), the source error exponent \(e(R, Q_S)\) of the discrete source \(Q_S\) is defined as the supremum of the set of all numbers \(e\) for which there exists a sequence of \((k, M_k)\) block codes \((f_{sk}, \varphi_{sk})\) with
\[ e \leq \liminf_{n \to \infty} -\frac{1}{n} \log P_{se}^{(k)}(Q_S, R_k) \quad (7.21) \]
and
\[ R \geq \limsup_{k \to \infty} R_k. \quad (7.22) \]

The following by-product result regarding the error exponent for SEM sources immediately follow from Theorem 7.2.

**Corollary 7.1** [94] For any rate \(0 < R < \log_2 \lambda_0(Q_S)\), the source error exponent \(e(R, Q_S)\) for an SEM source \(Q_S\) satisfies
\[ e(R, Q_S) \leq \bar{\tau}(R, Q_S), \quad (7.23) \]
where
\[ \bar{\tau}(R, Q_S) \triangleq \sup_{\rho \geq 0} \left[ R\rho - (1 + \rho) \log_2 \lambda_{1+\rho}(Q_S) \right]. \quad (7.24) \]

In particular, \(e(R, Q_S) = 0\) for \(0 < R < TQ_S(S)\).

Note that \(\log_2 \lambda_0(Q_S) = \log_2 |S|\) when the source reduces to a DMS (with alphabet \(S\)). This upper bound is exactly the same as the one given by Vašek [94]. In fact, he shows that \(\bar{\tau}(R, Q_S)\) is the real source error exponent (also see [25]) for all \(R > 0\). We point out that \(\bar{\tau}(R, Q_S)\) can be equivalently expressed in terms of a constrained minimum of Kullback-Leibler divergence [72], as the error exponent for DMS (2.4); also see (7.34) in the Section 7.4.5.
Similarly, before we specialize our bound to SEM channel error exponent, we first define the channel error exponent for an arbitrary discrete channel $W_{Y|Z} \triangleq \{W_{Y^n|X^n} \in \mathcal{P}(X^n \rightarrow Y^n)\}_{n=1}^{\infty}$.

An $(n, M_n)$ block channel code for a discrete channel $W_{Y|X}$, which is defined the same as the block code for a DMC, is a pair of mappings

$$f_{cn} : \{1, 2, ..., M_n\} \rightarrow X^n$$

and

$$\varphi_{cn} : Y^n \rightarrow \{1, 2, ..., M_n\}.$$  

The code rate is defined as

$$R_n \triangleq \frac{1}{n} \log_2 M_n \text{ bits/channel use}.$$  

The (average) probability of decoding error for the $(f_{cn}, \varphi_{cn})$ code is given by

$$P_{ec}^{(n)}(W_{Y|X}, R_n) \triangleq \frac{1}{M_n} \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} \sum_{y: \varphi_{cn}(y) = j} W_{Y^n|X^n}(y | f_{cn}(i)).$$  

(7.25)

**Definition 7.3** For any $R > 0$, the channel error exponent $E(R, W_{Y|X})$ of the discrete channel $W_{Y|X}$ is defined as the supremum of the set of all numbers $E$ for which there exists a sequence of $(n, M_n)$ block codes $(f_{cn}, \varphi_{cn})$ with

$$E \leq \liminf_{n \rightarrow \infty} -\frac{1}{n} \ln P_{ec}^{(n)}(W_{Y|X}, R_n)$$

and

$$R \leq \liminf_{n \rightarrow \infty} R_n.$$  

The following by-product results regarding the error exponent for SEM channels immediately follow from Theorem 7.2.

**Corollary 7.2** For any rate $\log_2 (B/\lambda_0(P_Z)) < R < +\infty$, the channel error exponent $E(R, W_{Y|X})$ for an SEM channel $W_{Y|X}$ with additive noise $P_Z$ satisfies

$$E(R, W_{Y|X}) \leq E_{sp}(R, W_{Y|X}),$$  

(7.26)
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where

\[ E_{sp}(R, W_Y|X) \triangleq \sup_{\rho \geq 0} \left\{ \rho (\log_2 B - R) - (1 + \rho) \log_2 \lambda_{\frac{1}{1+p}}(P_Z) \right\}. \]  

(7.27)

In particular, \( E(R, W_Y|X) = 0 \) for \( C(W_Y|X) \leq R < \infty \).

When the SEM channel reduces to an additive noise DMC, \( \log_2 (B/\lambda_0(P_Z)) = R_{\infty} \). Note that the usual case (when the transition matrix is positive) is that \( \log_2 (B/\lambda_0(P_Z)) = 0 \) (see Lemma 7.1). It can be shown that \( E_{sp}(R, W_Y|X) \) is positive, non-increasing and convex, and hence strictly decreasing in \( R \). Comparing with Gallager’s random-coding lower bound for \( E(R, W_Y|X) \) [42, Theorem 5.6.1] (when specialized for SEM channels) given by

\[ E_r(R, W_Y|X) \triangleq \max_{0 \leq \rho \leq 1} \left\{ \rho (\log_2 B - R) - (1 + \rho) \log_2 \lambda_{\frac{1}{1+p}}(P_Z) \right\}, \]  

(7.28)

and applying the results of Section 7.3, we note that the upper and lower bounds are tight if \( R \geq R_{cr}(W_Y|X) \), where

\[ R_{cr} \triangleq \log_2 B - \mathbb{P}_{P_Z}(\frac{1}{2}) \]

is the critical rate of the SEM channel. Thus, the channel error exponent for SEM channel is determined exactly for \( R \geq R_{cr}(W_Y|X) \).

Example 7.2 Consider a binary SEM channel \( W_Y|X \) with noise process

\[ P_Z = \{ P_{Z^n} \in \mathcal{P}(Z^n) \}_{n=1}^{\infty} \]

whose transition matrix is given by

\[ P_Z = \begin{bmatrix} \varepsilon + (1 - \varepsilon)(1-p) & (1 - \varepsilon)p \\ (1 - \varepsilon)(1-p) & \varepsilon + (1 - \varepsilon)p \end{bmatrix}, \]

where \( 0 \leq \varepsilon < 1 \) is the noise correlation coefficient and \( 0 < p < 1 \). It is easy to see that the stationary distribution of the noise process is \( \pi = [1-p, p] \). Note also that the SEM channel reduces to a (memoryless) BSC with crossover probability \( p \) when we choose \( \varepsilon = 0 \). In Fig. 7.3, we plot the upper and lower bounds for the SEM channel error exponent (7.27) and (7.28) for \( p = 0.01 \) and \( \varepsilon = 0.5 \), and for \( p = 0.01 \) and \( \varepsilon = 0.9 \). We also plot the upper and lower bounds for the BSC error exponent with crossover probability \( p = 0.01 \) for comparison.
It is seen that for the SEM channel with parameters $p = 0.01$ and $\varepsilon = 0.5$, the channel exponent is determined exactly between $R_{cr}(W_{Y|X}) = 0.39$ and $C(W_{Y|X}) = 0.95$; for the SEM channel with parameters $p = 0.01$ and high correlation $\varepsilon = 0.9$, the channel exponent is determined exactly between $R_{cr}(W_{Y|X}) = 0.57$ and $C(W_{Y|X}) = 0.98$; while for the BSC with $p = 0.01$, the channel exponent is determined exactly between $R_{cr}(W_{Y|X}) = 0.55$ and $C(W_{Y|X}) = 0.92$. For rates close to capacity, since the channel capacity of the SEM channel is generally larger than the capacity of BSC, the corresponding channel error exponent of SEM channel is larger; this is the case for example, when $0.75 < R < 0.95$, for the SEM channel exponent with $p = 0.01$ and $\varepsilon = 0.5$. However, for middle rates, when $R$ is between 0.2 and 0.75, the BSC error exponent beats the SEM channel error exponent with $p = 0.01$ and $\varepsilon = 0.5$ (since the lower bound of the BSC error exponent is above the upper bound of the SEM channel exponent). In Fig. 7.4, we plot the upper and lower bounds for the SEM error exponent vs the noise correlation coefficient $\varepsilon$. When $p = 0.01$ and $R = 0.4$, we see that the upper and lower bounds coincide for $\varepsilon \in [0.27, 0.65]$, and hence exactly determine the exponent $E(R, W_{Y|X})$. When $p = 0.01$ and $R = 0.5$, the SEM channel error exponent is determined for $\varepsilon \in [0.05, 0.83]$. When $p = 0.01$ and $R = 0.5$, the SEM channel error exponent is determined for $\varepsilon \in [0, 0.93]$. This example demonstrates that the channel noise memory does not necessarily increase the channel error exponent and the critical rate (as seen in Figs. 7.3 and 7.4). However, we also stress that since in general the SEM capacity is larger than the capacity of the BSC with the same parameter $p$, there might be a considerable gain of error exponent at a rate below the SEM capacity. For instance, we plot the upper and lower bounds for the SEM channel error exponent for $p = 0.1$ and $\varepsilon = 0.8$, and the BSC error exponent with crossover probability $p = 0.1$. As shown in Fig. 7.5, in this case, the capacity of the SEM channel ($C(W_{Y|X}) = 0.79$) is noticeably larger than the capacity of the BSC ($C(W_{Y|X}) = 0.52$). Thus, as expected, the SEM error exponent considerably outperforms the BSC error exponent for a wide range of rates below the SEM capacity.
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Figure 7.3: The upper and lower bounds for the channel error exponents of Example 7.2 in terms of rates $R$ for $p = 0.01$.

### 7.4.4 Equivalent Bounds

One may next ask if the lower and upper bounds for the SEM source-channel pair enjoy a form that is similar to Csiszár’s bounds for DMS-DMC pairs, $E_{tr}(Q_S, W_{Y|X}, \tau)$ given by (5.5) and $E_{j_{sp}}(Q_S, W_{Y|X}, \tau)$ given by (5.6), which are expressed as the minimum of the sum of the source error exponent and the lower/upper bound of the channel error exponent.

The answer is indeed affirmative, as given in the following theorem.

**Theorem 7.4** Let $\tau H_{Q_S}(S) < C(W_{Y|X})$ and $\lambda_0^+(Q_S) \lambda_0(P_Z) > B$. The following equiva-
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Figure 7.4: The upper and lower bounds for the channel error exponents of Example 7.2 in terms of $\varepsilon$.

\[ \max_{\rho \geq 0} F(\rho) = \min_{\log_2(B/\lambda_0(P_Z)) < R < \tau \log_2(\lambda_0(Q_S))} \left[ \tau e\left(\frac{R}{\tau}, Q_S\right) + E_{sp}(R, W_{Y|X}) \right] , \]  
\[ \max_{0 \leq \rho \leq 1} F(\rho) = \min_{0 < R < \tau \log_2(\lambda_0(Q_S))} \left[ \tau e\left(\frac{R}{\tau}, Q_S\right) + E_r(R, W_{Y|X}) \right] . \]  

where $F(\rho)$ is defined in (7.9), $e(R, Q_S) = \tau(R, Q_S)$ is given in Corollary 7.1, $E_{sp}(R, W_{Y|X})$ and $E_r(R, W_{Y|X})$ are given in Corollary 7.2 and (7.28).

**Remark 7.6** The assumption $\lambda_0(Q_S) \lambda_0(P_Z) > B$ ensures that the right-hand side of (7.29) is finite and the minimum is attained by some $R \in (\log_2(B/\lambda_0(P_Z)), \tau \log_2(\lambda_0(Q_S)))$.

Theorem 7.4 is proved in a similar manner as Theorem 5.1 based on Fenchel duality theorem. Note that here the equivalent expressions for these bounds can also be
Figure 7.5: The upper and lower bounds for the channel error exponents of Example 7.2 in terms of rates $R$ for $p = 0.1$.

proved via the technique of Lagrange multipliers, since the functions $\log_2 \frac{\lambda_1}{1+\rho}(Q_S)$ and $\log_2 \frac{\lambda_1}{1+\rho}(P_Z)$ are differentiable functions of $\rho$ and their derivatives admit closed-form expressions (recall Lemma 7.3). When the source $Q_S$ and channel $W_{Y|X}$ are discrete memoryless, the right-hand side of (7.29) and (7.30) reduce to Csiszár’s lower and upper bounds $E_{Jr}(Q_S, W_{Y|X}, \tau)$ and $\overline{E}_{Jsp}(Q_S, W_{Y|X}, \tau)$.

We point out that the parametric expressions of these bounds (the left-hand side of (7.29) and (7.30)) facilitate the computation of $E_J$, while the bounds in Csiszár’s form (the right-hand side of (7.29) and (7.30)) are instrumental for the comparison of JSC and tandem coding exponents.
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7.4.5 Markov Types and A Conceptual Upper Bound

Recall that Csiszár originally establishes the upper bound for $E_J$ for a DMS-DMC pair $(Q, W_Y|X)$ by the exact source and channel exponents $e(R, Q_S)$ and $E(R, W_Y|X)$,

$$E_J(Q, W_Y|X, \tau) \leq \min_R \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E(R, W_Y|X) \right]$$

(7.31)

and Csiszár’s source-channel sphere-packing bound $E_{Jsp}$ is obtained by replacing the channel error exponent $E(R, W_Y|X)$ by its sphere-packing upper bound $E_{sp}(R, W_Y|X)$. In Section 6.1.3, we proved that the JSCC error exponent with feedback can be upper bounded by

$$E_{Jfb}(Q, W_Y|X, \tau) \leq \min_R \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{fb}(R, W_Y|X) \right]$$

(7.32)

where $E_{fb}(R, W_Y|X)$ is the channel error exponent for a DMC with feedback. We also pointed out in Observation 6.1 that this kind of conceptual upper bound, expressed in terms of source and channel error exponent, holds for many discrete systems, as long as we can partition the source space by polynomial numbers of type classes, and we can rewrite the averaged probability of error for each type class as a channel coding probability error.

Now for the SEM source-channel pairs, this is still true, i.e., $E_J$ is upper bounded by the minimum of the sum of the SEM source exponent $e(R, Q_S)$ and the SEM channel exponent $E(R, W_Y|X)$.

In the following we prove this conceptual bound for SEM system by introducing Markov types. Like (7.31) and (7.32), the bound in terms of $e(R, Q_S)$ and $E(R, W_Y|X)$, though tighter than the sphere-packing type bound (7.29), is not computable in general, since the behavior of the SEM channel error exponent $E(R, W_Y|X)$ is unknown for rates smaller than the critical rate $R_{cr}(W_Y|X)$. In Chapter 10, we shall use this bound to prove that the JSCC error exponent can at most double the tandem coding exponent.

We first set up some notations and basic facts regarding Markov types adopted from [34] and [72]. Given a source sequence $\mathbf{s} = (s_1, s_2, ..., s_k) \in S^k (|S| = M)$, let $k_{ij}(\mathbf{s})$ be the number of transitions from $i \in S$ to $j \in S$ in $\mathbf{s}$ with the cyclic convention that $s_1$ follows $s_k$. We denote the matrix

$$\begin{bmatrix} k_{ij}(\mathbf{s}) \\ \vdots \\ k_{ij} \end{bmatrix}_{M \times M}$$
by $\Phi^{(k)}(s)$ and call it the Markov type (empirical matrix) of $s$, where $\sum_{i,j} k_{ij}(s) = k$ and it is easily seen that $\sum_j k_{ij} = \sum_j k_{ji}$ for all $i$. In other words, the $(k$-length) sequence $s$ of type $P$ (which is an $M \times M$ matrix) has the empirical matrix $\Phi^{(k)}(s)$ which is equal to $P$.

The set of all types of $k$-length sequences will be denoted by $E_k$. Next we introduce a class of matrices that includes $E_k$ for all $k$ as a dense subset. Let

$$E = \left\{ P : P = [p_{ij}]_{M \times M}, \sum_{i,j} p_{ij} = 1, \text{ and } p_{ij} \geq 0, \sum_j p_{ij} = \sum_j p_{ji} \text{ for all } i \right\}.$$ 

Note that $E_k \rightarrow E$ as $k \rightarrow \infty$ in the sense that for any $P \in E$, there exists a sequence of $\{\Phi^{(k)}\} \in E_k$, such that $\Phi^{(k)} \rightarrow P$ uniformly.

For $P \in E$ and any $M \times M$ transition (stochastic) matrix $Q = [q_{ij}]_{M \times M}$ (such that $\sum_j q_{ij} = 1$ for all $i$), define

$$H_c(P) \triangleq -\sum_{i,j} p_{ij} \log \frac{p_{ij}}{\sum_j p_{ij}}$$

be the conditional entropy of $P$ and

$$D_c(P \parallel Q) \triangleq \sum_{i,j} p_{ij} \log \frac{p_{ij}}{q_{ij} \sum_j p_{ij}}$$

be the conditional divergence of $P$ over $Q$. Let $P \in E_k$ be a Markov type, and let

$$\mathcal{T}_P = \left\{ s \in S^k : \Phi^{(k)}(s) = P \right\}$$

be a Markov type class. We define

$$\mathcal{M}_P(i,j) \triangleq \{ s = (s_1, s_2, ..., s_k) \in \mathcal{T}_P : s_1 = i, s_k = j \}.$$ 

Clearly, $\mathcal{M}_P(i,j)$ partitions the entire type class $\mathcal{T}_P$ over $(i,j) \in S \times S$, and all sequences in $\mathcal{M}_P(i,j)$ are equiprobable under $Q_{S^k}(\cdot)$.

**Lemma 7.5** [34] Let $Q_S$ be a first-order finite-alphabet irreducible Markov source with transition matrix $Q = [q_{ij}]_{M \times M}$ and arbitrary initial distribution $q > 0$. Let $\alpha \triangleq \min_i q_i$. Then we have the following bounds.

1. For any $i, j \in S$ and $P \in E_k$ such that $\mathcal{M}_P(i,j) \neq \emptyset$, $|\mathcal{M}_P(i,j)| \geq k^{-M}M(k+1)^{-M^2}2^{kH_c(P)}$.
2. $Q_{S^k}(\mathcal{T}_P) \geq k^{-M}M(k+1)^{-M^2}2^{-kD_c(P \parallel Q)}$. 

Remark 7.7 Remark that in [34], the authors assume both irreducibility and aperiodicity for the Markov source $Q_S$ and also derive an upper bound for the probability of type classes $Q_{Sk}(\mathbb{T}_P)$. Here we only need the lower bound above for $Q_{Sk}(\mathbb{T}_P)$; thus the aperiodicity assumption is not required.

Note also that $M$ and $\alpha$ are quantities independent of $k$, and that for SEM sources, the stationary distribution (which is the initial distribution) is unique and positive.

Theorem 7.5 For an SEM source $Q_S$ and a discrete channel $W_{Y|X}$ with additive SEM noise $P_W$ such that $\tau \Pi_{Q_S}(S) < C(W_{Y|X})$, the JSCC error exponent $E_J(Q_S, W_{Y|X}, \tau)$ satisfies

$$E_J(Q_S, W_{Y|X}, \tau) \leq \inf_{\tau \Pi_{Q_S}(S) \leq R \leq \tau \log_2 \lambda_0(Q_S)} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E(R, W_{Y|X}) \right]$$

(7.33)

Proof: We know from [34] that the source error exponent for the SEM source admits the following divergence form

$$e \left( \frac{R}{t}, Q_S \right) = \min_{P \in \mathcal{E} : H_c(T_P) \geq R/t} D_c(P \parallel Q) = \min_{P \in \mathcal{E} : H_c(T_P) = R/t} D_c(P \parallel Q),$$

(7.34)

which is an equivalent representation of $\tau(R, Q_S)$ given in Corollary 7.1 (see [72]), where the second equality of (7.34) follows from the strict monotonicity of $e(R, Q_S)$ in the interval $[\Pi_{Q_S}(S), \log_2 \lambda_0(Q_S)]$. Thus, we can write

$$\inf_{\tau \Pi_{Q_S}(S) \leq R \leq \tau \log_2 \lambda_0(Q_S)} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E(R, W_{Y|X}) \right] = \inf_{P \in \mathcal{E}} \left[ \tau D_c(P \parallel Q) + E(\tau H_c(P), W_{Y|X}) \right].$$

(7.35)

We assume that the above is finite (the upper bound is trivial if it is infinity) and the infimum actually becomes a minimum. Let the minimum be achieved by a matrix (joint distribution) $P^* \in \mathcal{E}$, then there must exist a sequence of Markov types $\left\{ \hat{P}_S \in \mathcal{E}_{\tau n} \right\}_{n=n_0}^{\infty}$ such that $\hat{P} \to P^*$ uniformly. Next rewrite the probability of error given in (7.1) as a sum.
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of probabilities of types and lower bound it by

\[
P_e^{(n)}(Q_{\mathcal{S}}, W_{Y|X}, \tau)
\geq \sum_{s \in \mathcal{T}_\hat{P}} Q_{S^{\hat{P}}}(s) \sum_{y \in A_y^e} W_{Y^n|X^n}(y|f_n(s))
\]

\[
= \sum_{(i,j) \in \mathcal{S} \times \mathcal{S} : M_{\hat{P}}(i,j) \neq \emptyset} \left( \sum_{s' \in M_{\hat{P}}(i,j)} Q_{S^n}(s') \sum_{y \in A_y^e} W_{Y^n|X^n}(y|f_n(s)) \right)
\]

\[
= \sum_{(i,j) \in \mathcal{S} \times \mathcal{S} : M_{\hat{P}}(i,j) \neq \emptyset} Q_{S^n}(s') P_e(M_{\hat{P}}(i,j))
\]

\[
\leq \min_{(i,j) \in \mathcal{S} \times \mathcal{S} : M_{\hat{P}}(i,j) \neq \emptyset} P_e(M_{\hat{P}}(i,j))
\]

\[
= Q^n_{S^n}(\mathcal{T}_\hat{P}) \min_{(i,j) \in \mathcal{S} \times \mathcal{S} : M_{\hat{P}}(i,j) \neq \emptyset} P_e(M_{\hat{P}}(i,j)),
\]

(7.36)

where

\[
P_e(M_{\hat{P}}(i,j)) \triangleq \frac{1}{|M_{\hat{P}}(i,j)|} \sum_{s \in M_{\hat{P}}(i,j)} \sum_{y \in A_y^e} W_{Y^n|X^n}(y|f_n(s)).
\]

We note that \(P_e(M_{\hat{P}}(i,j))\) is actually the (average) probability of error of the \(n\)-block channel code \((f_n, \varphi_n)\) with message set (source) \(M_{\hat{P}}(i,j)\) and channel \(W_{Y|X}\). Now setting \(R_n(i,j) = \frac{1}{n} \log_2 |M_{\hat{P}}(i,j)|\), by the definition of the channel error exponent for SEM channels (Definition 7.3) and Lemma 7.5

\[
\lim_{n \to \infty} -\frac{1}{n} \log_2 P_e(M_{\hat{P}}(i,j)) \leq E \left( \lim_{n \to \infty} R_n(i,j), W_{Y|X} \right) = E \left( \tau H_e(\hat{P}), W_{Y|X} \right)
\]

for any sequence of JSC codes \((f_n, \varphi_n)\) and for any \((i,j) \in \mathcal{S} \times \mathcal{S}\) such that \(M_{\hat{P}}(i,j) \neq \emptyset\).

It then follows from (7.36) and Lemma 7.5 again that

\[
\lim_{n \to \infty} -\frac{1}{n} \log_2 P_e^{(n)}(Q_{\mathcal{S}}, W_{Y|X}, \tau)
\leq \lim_{n \to \infty} \left[ -\frac{1}{n} \log_2 Q^n_{S^n}(\mathcal{T}_\hat{P}) - \frac{1}{n} \log_2 \min_{(i,j) \in \mathcal{S} \times \mathcal{S} : M_{\hat{P}}(i,j) \neq \emptyset} P_e(M_{\hat{P}}(i,j)) \right]
\]
\[ \leq \limsup_{n \to \infty} -\frac{1}{n} \log_2 Q_{S^n}(T_{\hat{P}}) + \liminf_{n \to \infty} -\frac{1}{n} \log_2 \min_{(i, j) \in S \times S: M_{\hat{P}}(i, j) \neq \emptyset} P_e(M_{\hat{P}}(i, j)) \]
\[ \leq \tau D_c(P^* \parallel Q) + E(\tau H_c(P^*), W_{Y|X}). \]

Since the above bound holds for any sequence of JSC codes, we complete the proof of Theorem 7.5.

### 7.5 Systems with Arbitrary Markovian Orders

Suppose that the SEM source \( \{U_i\}_{i=1}^{\infty} \) with alphabet \( \mathcal{U} \) has a Markovian order \( K_s \geq 1 \). Define process \( \{S_i\}_{i=1}^{\infty} \) obtained by \( K_s \)-step blocking the Markov source, i.e.,
\[ S_n \triangleq (U_n, U_{n+1}, \ldots, U_{n+K_s-1}). \]

Then
\[ \Pr(S_n = j_n|S_{n-1} = j_{n-1}, \ldots, S_1 = j_1) = \Pr(S_n = j_n|S_{n-1} = j_{n-1}), \quad j_1, \ldots, j_n \in S = \mathcal{U}^{K_s} \]
and the source \( Q_S = \{Q_{S^n} \in \mathcal{P}(S^n)\}_{n=1}^{\infty} \) is a first order SEM source with \( |\mathcal{U}|^{K_s} \) states.

Therefore, all the results in this paper can be readily extended to SEM systems with arbitrary order by converting the \( K_s \)-th order SEM source to a first order SEM source of larger alphabet. Also, if the additive SEM noise \( P_Z \) of the channel has Markovian order \( K_c \geq 1 \), we can similarly convert it to a first order SEM noise with expanded alphabet. In Section 10.3 we will compare the JSCC error exponent with the tandem coding error exponent for a Markovian system consisting of an SEM source (of order \( K_s = 1 \)) and the queue based channel (QBC) [101] with memory \( K_c = 2 \) (see Example 10.4).

### 7.6 Conclusion

In this chapter, we established a computable upper bound for the JSCC error exponent \( E_J \) for SEM source-channel systems. As special cases, the upper bound to \( E_J \) leads to an upper bound for the SEM source (channel) error exponent. We next examined Gallager’s lower bound for \( E_J \) for the Markovian systems. The lower/upper bound can be expressed
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in terms of a maximum of the difference source and channel functions, and equivalently, can be expressed in terms of the minimum of the sum of the SEM source error exponent and the lower/upper bound of the SEM channel exponent. It was shown that $E_J$ can be exactly determined by the two bounds for a large class of SEM source-channel pairs. We next established a conceptual upper bound for $E_J$ in terms of SEM source and channel error exponents by introducing Markov types. This upper bound will be applied in Chapter 10 to compare the JSCC error exponent with the tandem coding error exponent.
Chapter 8

JSCC Excess Distortion Exponent
for Memoryless
Continuous-Alphabet Systems

In this chapter, we address the JSCC excess distortion exponent for a communication system consisting of a (stationary continuous) memoryless source $Q_S$ with a distortion measure and a (stationary continuous) memoryless channel $W_{Y|X}$ with an input cost constraint. Specifically, we first focus on the memoryless Gaussian system and then extend our results to other continuous source-channel pairs such as the Laplacian-source Gaussian-channel pair, and a certain class of source-channel pairs when the distortion is a metric.

We first define the JSCC excess distortion exponent and formulate our problem in Section 8.1. In Section 8.2, we establish upper and lower bounds for the JSCC excess distortion exponent for Gaussian systems. For a Gaussian communication system consisting of an MGS $Q_S$ with the squared-error distortion and an MGC $W_{Y|X}$ with additive noise $P_Z$ and the power input constraint, we show that the JSCC excess distortion exponent $E^δ_{J}(Q_S, W_{Y|X}, τ)$ with transmission rate $τ$, under a distortion threshold $∆$ and power constraint $E$, is upper bounded by the minimum of the sum of the MGS exponent $τF_G(Δ/τ, Q_S, ∆)$ defined in (2.46) and (2.47) and the sphere-packing upper bound of the
Gaussian channel error exponent $E_{sp}(R, W_Y|X, \mathcal{E})$ given by (2.51). The proof of the upper bound relies on a strong converse JSCC theorem and the judicious construction of an auxiliary MGS and an auxiliary MGC to lower bound the probability of excess distortion. We also establish a lower bound for $E_{J}^{\Delta, \mathcal{E}}(Q_S, W_Y|X, \tau)$. As a matter of fact, we derive the lower bound for MGSs and general continuous memoryless channels with an input cost constraint. To prove the lower bound, we employ a concatenated “quantization – lossless JSCC” scheme as in [7], use the type covering lemma for Gaussian-type classes (Lemma 3.6), and then bound the probability of error for the lossless JSCC part, which involves a memoryless source with a countably infinite alphabet and the memoryless continuous channel, by using a modified version of Gallager’s random-coding bound for the JSCC error exponent for DMS-DMC pairs [42, Problem 5.16] (the modification is made to allow for input cost constrained channels with countably-infinite input alphabets and continuous output alphabets). This lower bound is expressed by the maximum of the difference of Gallager’s constrained-input channel function $E_0(W_Y|X, \mathcal{E}, \rho)$ given in (2.40) and the source function $\tau E(Q_S, \Delta, \rho)$ given in (4.7). Note that when the channel is an MGC with an input power constraint, a computable but somewhat looser lower bound is obtained by replacing $E_0(W_Y|X, \mathcal{E}, \rho)$ by Gallager’s Gaussian-input channel function $\tilde{E}_0(W_Y|X, \mathcal{E}, \rho)$ given by (2.54). Also we remind that the source function $E(Q_S, \Delta, \rho)$ for the MGS is equal to the guessing exponent [6] and admits an explicit analytic form (4.8).

As in our previous chapters for discrete systems (Chapters 5 and 7), we derive equivalent expressions for the lower and upper bounds by applying Fenchel duality theorem. We show that the upper bound, though proved in the form of a minimum of the sum of source and channel exponents, can also be represented as a (dual) maximum of the difference of Gallager’s channel function $\tilde{E}_0(W_Y|X, \mathcal{E}, \rho)$ and the source function $\tau E(Q_S, \Delta, \rho)$. Analogously, the lower bound, which is established in Gallager’s form, can also be represented in Csiszár’s form, as the minimum of the sum of the source exponent and the lower bound of the channel exponent. In this regard, our upper and lower bounds are natural extension of Csiszár’s upper and lower bounds from the case of (finite alphabet) discrete memoryless systems to the case of memoryless Gaussian systems. We then compare the upper and lower
bounds using their equivalent forms and derive explicit analytical conditions for which the two bounds coincide.

We next observe that upper and lower bounds for $E_{J}^{A,\varepsilon}$ can also be proved for memoryless Laplacian sources (MLSs) under the magnitude-error distortion measure. In Section 8.3, using a similar approach, we establish upper and lower bounds for the JSCC excess distortion exponent for the lossy transmission of MLSs over MGCs.

In Section 8.4, we considerably modify our approach in light of the result of [55] to prove a lower bound for some continuous source-channel pairs when the distortion is a metric. We show that the lower bound for MGSs and continuous memoryless channels, expressed by the maximum of the difference of source and channel functions, still holds for a continuous source-channel pair if there exists an element $s_{o} \in \mathbb{R}$ with $\mathbb{E}\exp[td(s,s_{o})] < \infty$ for all $t \in (-\infty, +\infty)$, where the expectation is taken over the source distribution defined on $\mathbb{R}$ (see Theorem 8.7). Although the condition does not hold for both MGSs with the squared-error distortion and MLSs with the magnitude-error distortion, it holds for generalized MGSs with parameters $(\alpha, \sigma)$ under the distortion $d(x,y) = |x - y|^{p}, p < \alpha$, and $p \leq 1$.

Finally, we draw a conclusion in Section 8.5.

8.1 Definitions and System Description

8.1.1 Notation

Since only continuous systems are treated in this chapter, we assume that the source and channel alphabets are all real space, i.e., $S = \mathcal{X} = \mathcal{Y} \subseteq \mathbb{R}$. The source distribution $Q_{S}$ is a valid pdf on $S$, and the channel transition distribution $W_{Y|X}$ is a valid conditional pdf on $\mathcal{X} \times \mathcal{Y}$. We next introduce some new notation for this chapter. $o(n)$ serves as a generic notation for a vanishing quantity with respect to $n$ such that $\lim_{n \to \infty} o(n)/n = 0$. $\zeta(\epsilon)$ serves as a generic notation for a vanishing quantity with respect to $\epsilon$ such that $\lim_{\epsilon \to 0} \zeta(\epsilon) = 0$. 
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Figure 8.1: JSCC system consisting of a memoryless source and a memoryless channel with continuous alphabets.

8.1.2 JSCC System and JSCC Excess Distortion Exponent

Given a source distribution measure \( d(\cdot, \cdot) : S \times S \to [0, \infty) \) and a channel input function \( g(\cdot) : X \to [0, \infty) \), a JSC code \((f_n, \varphi_n, \Delta, \mathcal{E}, \tau)\) with blocklength \( n \) and transmission rate \( \tau \) (source symbols/channel use) for the memoryless source \( Q_S \), and the memoryless channel \( W_{Y|X} \) with input cost constraint \( \mathcal{E} \) is a pair of mappings (see Fig. 8.1):

\[
    f_n : S^n \to X^n
\]

and

\[
    \varphi_n : Y^n \to S^n,
\]

where \( f_n \in \mathcal{F}_n^\mathcal{E} \), and

\[
    \mathcal{F}_n^\mathcal{E} \triangleq \left\{ f_n : \frac{1}{n} \sum_{i=1}^{n} g(x_i) \leq \mathcal{E} \quad \text{for all} \quad x = f_n(s) \right\}.
\]  

Here \( s \in S^n \) is the transmitted source message and \( x = f_n(s) \in X^n \) is the corresponding \( n \)-length codeword. The conditional pdf of receiving \( y \in Y^n \) at the channel output given that the message \( s \) is transmitted is given by

\[
    W_{Y|X}^{(n)}(y|f_n(s)) = \prod_{i=1}^{n} W_{Y|X}(y_i|x_i).
\]

The probability of failing to decode the JSC code \((f_n, \varphi_n, \Delta, \mathcal{E}, \tau)\) within a prescribed distortion level \( \Delta > 0 \) is called the probability of excess distortion and defined by

\[
    P^{(n)}_\Delta(Q_S, W_{Y|X}, \mathcal{E}, \tau) \triangleq \int_{S^n} Q_S^{(n)}(s) \int_{y : d^{(n)}(s, \varphi_n(y)) > \Delta} W_{Y|X}^{(n)}(y|f_n(s)) dy ds.
\]
Definition 8.1 The JSCC excess distortion exponent $E_{J}^{\Delta,\mathcal{E}}(Q_{S},W_{Y|X},\tau)$ for the above memoryless source $Q_{S}$ and memoryless channel $W_{Y|X}$ is defined as the supremum of the set of all numbers $E$ for which there exists a sequence of source-channel codes $(f_{n},\varphi_{n},\Delta,\mathcal{E},\tau)$ with blocklength $n$ such that

$$E \leq \liminf_{n \to \infty} -\frac{1}{n} \ln P_{\Delta}^{(n)}(Q_{S},W_{Y|X},\mathcal{E},t).$$

When there is no possibility of confusion, throughout the sequel the JSCC excess distortion exponent $E_{J}(Q_{S},W_{Y|X},\Delta,\mathcal{E},\tau)$ will be written as $E_{J}^{\Delta,\mathcal{E}}$.

8.2 JSCC Excess Distortion Exponent for Gaussian Systems

We now focus on the communication system consisting of an MGS and an MGC ($S = X = Y = \mathbb{R}$) with squared-error distortion measure and input power constraint. We establish an upper and a lower bound for the JSCC excess distortion exponent for the Gaussian system in Sections 8.2.2 and 8.2.4. The bounds will be evaluated in Section 8.2.5.

8.2.1 A Strong Converse (Lossy) JSCC Theorem

We first derive a strong converse JSCC theorem under the probability of excess distortion criterion for the Gaussian system. We use later this result to obtain an upper bound for the excess distortion exponent $E_{J}^{\Delta,\mathcal{E}}$.

Theorem 8.1 (Strong Converse JSCC Theorem) For an MGS $Q_{S}$ and an MGC $W_{Y|X}$, if $	au R(Q_{S},\Delta) > C(W_{Y|X},\mathcal{E})$, then

$$\lim_{n \to \infty} P_{\Delta}^{(n)}(Q_{S},W_{Y|X},\mathcal{E},\tau) = 1$$

for any sequence of JSC codes $(f_{n},\varphi_{n},\Delta,\mathcal{E},\tau)$.

Proof: Assume that $C(W_{Y|X},\mathcal{E}) = \tau R(Q_{S},\Delta) - \varepsilon$, where $\varepsilon$ is a positive number. For some $\delta$ ($0 < \delta < \varepsilon$) define

$$\bar{A} = \left\{(s,y) : \ln \frac{W_{Y|X}^{(n)}(y|f_{n}(s))P_{S'}^{(rn)}(\varphi_{n}(y))}{P_{S'}^{(rn)}(y)P_{S'}^{(rn)}((\varphi_{n}(y))|s)} \leq n \left( C(W_{Y|X},\mathcal{E}) - \tau R(Q_{S},\Delta) + \delta \right) \right\},$$
where \( P_{S^n|S}^{(r_n)} \) and \( P_{S'}^{(r_n)} \) are the \( r_n \)-dimensional product distributions corresponding to \( P_{S^n|S} \) and \( P_{S'} \) given in (2.43) and (2.44) respectively, and \( P_{Y^n}^{(r_n)} \) is the \( n \)-dimensional product distribution corresponding to \( P_{Y^n} \) given in (2.50). Recalling that

\[
P_{\Delta}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) = 1 - \Pr \left( \left\{ d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \right),
\]

(8.2)

where the probability is with respect to the joint distribution \( Q_S^{(r_n)}(\cdot)W_{Y^n|X}^{(n)}(\cdot|\cdot) \), it suffices to show that the probability \( \Pr \left( \left\{ d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \right) \) approaches 0 asymptotically for any sequence of JSC codes \((f_n, \varphi_n, \Delta, \mathcal{E}, \tau)\). We decompose it as follows

\[
\Pr \left( \left\{ d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \right) = \Pr \left( \left\{ d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \tilde{A} \right) + \Pr \left( \left\{ d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \tilde{A}^c \right).
\]

(8.3)

For the first probability in (8.3), we can bound it by using the property of set \( \tilde{A} \)

\[
\Pr \left( \left\{ d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \tilde{A} \right) = \int \left\{ (s,y): d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \tilde{A} Q_S^{(r_n)}(s)W_{Y^n|X}(y|f_n(s))dsdy \\
\leq \int \left\{ (s,y): d^{(r_n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \tilde{A} \ e^{n(C(W_{Y|X}, \mathcal{E}) - \tau R(Q_S, \Delta) + \delta)} \\
\cdot Q_S^{(r_n)}(s)P_{Y^n}^{(r_n)}(\varphi_n(y)|s)P_{S^n|S}^{(r_n)}(\varphi_n(y)|s)dsdy \\
\leq e^{-n(\varepsilon - \delta)} \int_{\mathcal{Y}} P_{Y^n}^{(r_n)}(y) \int_{s:d^{(r_n)}(s, \varphi_n(y)) \leq \Delta} \ Q_S^{(r_n)}(s)P_{S^n|S}^{(r_n)}(\varphi_n(y)|s)dsdy \\
\leq e^{-n(\varepsilon - \delta)} \int_{\mathcal{Y}} P_{Y^n}^{(r_n)}(y)dy \\
= e^{-n(\varepsilon - \delta)}.
\]

(8.4)

It remains to bound the second probability in (8.3). Using the expressions of the pdf’s, we have

\[
\frac{1}{n} \ln \frac{W_{Y^n|X}(y|f_n(s))P_{S^n|S}^{(r_n)}(\varphi_n(y))}{P_{Y^n}^{(r_n)}(y)P_{S^n|S}^{(r_n)}(\varphi_n(y)|s)} = C(W_{Y|X}, \mathcal{E}) + \frac{y^T y}{2n(\mathcal{E} + \sigma_Z^2)} - \frac{z^T z}{2n\sigma_Z^2} - \tau R(Q_S, \Delta) + \frac{\tau d^{(r_n)}(\varphi_n(y), s)}{2\Delta} - \frac{s^T s}{2n\sigma_S^2},
\]
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Hence,
\[
\Pr \left( \left\{ d^{(\tau n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \tilde{A}^c \right) \\
= \Pr \left( \left\{ d^{(\tau n)}(s, \varphi_n(y)) \leq \Delta \right\} \cap \left\{ \frac{y^T y}{2n(\mathcal{E} + \sigma^2_Z)} - \frac{z^T z}{2n\sigma^2_Z} + \frac{\tau d^{(\tau n)}(\varphi_n(y), s)}{2\Delta} - \frac{s^T s}{2n\sigma^2_S} > \delta \right\} \right) \\
\leq \Pr \left( \frac{y^T y}{n(\mathcal{E} + \sigma^2_Z)} - 1 > \frac{2\delta}{3} \right) + \Pr \left( \frac{s^T s}{n\sigma^2_S} - \frac{\tau}{2} < -\frac{2\delta}{3} \right) + \Pr \left( \frac{z^T z}{n\sigma^2_Z} - 1 < -\frac{2\delta}{3} \right)
\]
(8.5)

It suffices to show
\[
\lim_{n \to \infty} \Pr \left( \frac{y^T y}{n(\mathcal{E} + \sigma^2_Z)} - 1 > \frac{2\delta}{3} \right) = 0, \quad (8.6)
\]
\[
\lim_{n \to \infty} \Pr \left( -\frac{s^T s}{n\sigma^2_S} + 1 < -\frac{2\delta}{3} \right) = 0, \quad (8.7)
\]
and
\[
\lim_{n \to \infty} \Pr \left( -\frac{s^T s}{n\sigma^2_S} + \tau < -\frac{2\delta}{3} \right) = 0. \quad (8.8)
\]
Clearly, (8.7) and (8.8) follow by the weak law of large numbers (WLLN), noting that \(s\) and \(z\) are memoryless sequences. To derive (8.6), we write, as in the proof of [70, Lemma 4])
\[
\Pr \left( \frac{y^T y}{n(\mathcal{E} + \sigma^2_Z)} - 1 > \frac{2\delta}{3} \right) \\
= \Pr \left( \frac{x^T x}{n} + \frac{z^T z}{n} + \frac{2x^T z}{n} - (\mathcal{E} + \sigma^2_Z) > \frac{2\delta}{3}(\mathcal{E} + \sigma^2_Z) \right) \\
\leq \Pr \left( \frac{z^T z}{n} + \frac{2x^T z}{n} - \sigma^2_Z > \frac{2\delta}{3}(\mathcal{E} + \sigma^2_Z) \right) \\
\leq \Pr \left( \frac{z^T z}{n} - \sigma^2_Z > \frac{\delta}{3}(\mathcal{E} + \sigma^2_Z) \right) + \Pr \left( \frac{2x^T z}{n} > \frac{\delta}{3}(\mathcal{E} + \sigma^2_Z) \right), \quad (8.9)
\]
where the first inequality follows from the power constraint (8.1), the first probability in (8.9) converges to zero as \(n \to \infty\) by the WLLN and the second probability in (8.9) converges to zero as \(n \to \infty\) by the WLLN, the fact the \(z\)'s have zero mean, and the independence of \(x\) and \(z\). Thus, (8.6), (8.7) and (8.8) yield
\[
\lim_{n \to \infty} \Pr \left( \frac{y^T y}{2n(\mathcal{E} + \sigma^2_Z)} - \frac{z^T z}{2n\sigma^2_Z} + \frac{\tau}{2} - \frac{s^T s}{2n\sigma^2_S} > \delta \right) = 0. \quad (8.10)
\]
Note that the above theorem also holds for a slightly wider class of MGCs with scaled inputs, described by $Y_i = bX_i + Z_i$ ($X_i$ and $Z_i$ are independent from each other), and with transition pdf
\[ W_{Y|X}(y|x) = P_Z(y - bx) = \frac{1}{\sqrt{2\pi\sigma^2_Z}} e^{-\frac{(y-bx)^2}{2\sigma^2_Z}}, \]
where $b$ is a nonzero constant. We next apply this result to prove the upper bound of $E_{\Delta}^{\mathcal{J}}$.

It follows from Theorem 8.1 that the JSCC excess distortion exponent is 0 if the source rate-distortion function is larger than the channel capacity, i.e., \( \tau R(Q_S, \Delta) > C(W_{Y|X}, \mathcal{E}) \).

We thus confine our attention to the case of \( \tau R(Q_S, \Delta) < C(W_{Y|X}, \mathcal{E}) \) in the following theorem.

### 8.2.2 The Upper Bound

**Theorem 8.2** For an MGS $Q_S$ and an MGC $W_{Y|X}$ with $\tau R(Q_S, \Delta) < C(W_{Y|X}, \mathcal{E})$, the JSCC excess distortion exponent satisfies
\[
E_{\Delta}^{\mathcal{J}}(Q_S, W_{Y|X}, \tau) \leq E_{\Delta}^{\mathcal{J}}_{\text{sp}}(Q_S, W_{Y|X}, \tau),
\]
where
\[
E_{\Delta}^{\mathcal{J}}_{\text{sp}}(Q_S, W_{Y|X}, \tau) \triangleq \min_{\tau R(Q_S, \Delta) \leq R \leq C(W_{Y|X}, \mathcal{E})} \left[ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{\text{sp}}(R, W_{Y|X}, \mathcal{E}) \right],
\]
where \( (R, Q_S, \Delta) \) is the MGS exponent given in (2.46) and (2.47) and $E_{\text{sp}}(R, W_{Y|X}, \mathcal{E})$ is the sphere-packing bound of the channel error exponent for an MGC $W_{Y|X}$ given in (2.51).

**Proof:** For any sufficiently small \( \varepsilon > 0 \), fix an $R \in [\tau R(Q_S, \Delta) + \varepsilon, C(W_{Y|X}, \mathcal{E})]$. Define an auxiliary MGS for this $R$ with alphabet $S = \mathbb{R}$ and distribution $\tilde{Q}_S \sim \mathcal{N}(0, \tilde{\sigma}_S^2)$, where \( \tilde{\sigma}_S^2 \triangleq \Delta e^{2R/\tau} \), so that the rate-distortion function of $\tilde{Q}_S$ is given by
\[
R(\tilde{Q}_S, \Delta) = \frac{1}{2} \ln \max \left\{ \frac{\tilde{\sigma}_S^2}{\Delta} \ln 1 \right\} = \frac{R}{\tau}.
\]
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Also, it can be easily verified that the Kullback-Leibler divergence between the auxiliary MGS \( \tilde{Q}_S \) and the original source \( Q_S \) is

\[
D(\tilde{Q}_S \parallel Q_S) = \frac{1}{2} \left( \frac{\tilde{\sigma}_S^2}{\sigma_S^2} - \ln \frac{\tilde{\sigma}_S^2}{\sigma_S^2} - 1 \right) = F_G \left( \frac{R}{\tau}, Q_S, \Delta \right).
\]

Next we define for \( R' \triangleq R - \frac{\epsilon}{2} > 0 \) an auxiliary MGC with scaled inputs \( \tilde{W}_Y|X \) associated with the original MGC \( W_Y|X \) with the alphabets \( \mathcal{X} = \mathcal{Y} = \mathbb{R} \) and transition pdf

\[
\tilde{W}_Y|X(y|x) \triangleq \frac{1}{\sqrt{2\pi\tilde{\sigma}_Z^2}} e^{-\frac{(y+ax)^2}{2\tilde{\sigma}_Z^2}}
\]

where the parameter \( a \) is uniquely determined by \( \beta' (\beta' = e^{2R'}) \) and SNR as follows

\[
a \triangleq -\text{SNR}(\beta' - 1) - \sqrt{\text{SNR}^2(\beta' - 1)^2 + 4\text{SNR}\beta'(\beta' - 1)} \cdot \frac{2\text{SNR}}{\text{SNR}} < 0, \quad (8.13)
\]

and

\[
\tilde{\sigma}_Z^2 \triangleq \frac{a^2\mathcal{E}}{\beta' - 1}. \quad (8.14)
\]

It can be verified that the capacity of the MGC \( \tilde{W} \) is given by

\[
C(\tilde{W}_Y|X, \mathcal{E}) = \sup_{P_X:E_X^2 \leq \mathcal{E}} I(X; Y) = \frac{1}{2} \ln \left( 1 + \frac{a^2\mathcal{E}}{\tilde{\sigma}_Z^2} \right) = R',
\]

where the supremum is achieved by the Gaussian distribution \( P_X = P_X^* \) given in (2.49).

For some \( \delta > 0 \), define the set

\[
\hat{A} \triangleq \left\{ (s, y) : \ln \frac{Q_S^{(\tau n)}(s)W_Y^{(\tau n)}(y)|f_n(s)}{Q_S^{(\tau n)}(s)W_Y^{(\tau n)}(y)|f_n(s)} \leq n \left( \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{sp}(R', W_Y|X, \mathcal{E}) + \delta \right) \right\}.
\]

Consequently, we can use \( \hat{A} \) to lower bound the probability of excess distortion of any sequence of JSC codes \( (f_n, \varphi_n, \Delta, \mathcal{E}, \tau) \),

\[
P_{\Delta}^{(n)}(Q_S, W_Y|X, \mathcal{E}, \tau) \geq \int_{\{ (s, y) : d^{(\tau n)}(s, \varphi_n(y)) > \Delta \} \cap \hat{A}} Q_S^{(\tau n)}(s)W_Y^{(\tau n)}(y)|f_n(s) ds dy
\]

\[
\geq e^{-n(\tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{sp}(R', W_Y|X, \mathcal{E}) + \delta)} \int_{\{ (s, y) : d^{(\tau n)}(s, \varphi_n(y)) > \Delta \} \cap \hat{A}} \tilde{Q}_S^{(\tau n)}(s)\tilde{W}_Y^{(\tau n)}(y)|f_n(s) ds dy, \quad (8.15)
\]
and the last integration can be decomposed as
\[
\int \{ (s, y): d(r_n(s, \varphi_n(y)) > \Delta) \} \cap A \tilde{Q}^{(\tau n)}_S(s) \tilde{W}^{(n)}_{Y|X}(y|f_n(s)) ds dy \\
\geq \int \{ (s, y): d(r_n(s, \varphi_n(y)) > \Delta) \} \cap A \tilde{Q}^{(\tau n)}_S(s) \tilde{W}^{(n)}_{Y|X}(y|f_n(s)) ds dy \\
- \int \tilde{Q}^{(\tau n)}_S(s) \tilde{W}^{(n)}_{Y|X}(y|f_n(s)) ds dy \\
= P^{(n)}_\Delta (\tilde{Q}_S, \tilde{W}_{Y|X}, \mathcal{E}, \tau) - \Pr (\hat{A}^c),
\]
(8.16)
where the probabilities are with respect to the joint distribution \( \tilde{Q}^{(\tau n)}_S(\cdot) \tilde{W}^{(n)}_{Y|X}(\cdot|\cdot) \). Note that the first term in the right-hand side of (8.16) is exactly the probability of excess distortion for the joint source-channel system consisting of the auxiliary MGS \( \tilde{Q}_S \) and the auxiliary MGC \( \tilde{W}_{Y|X} \) with transmission \( \tau \), and, according to our setting, with
\[
\tau R(\tilde{Q}_S, \Delta) = R > R' = C(\tilde{W}_{Y|X}, \mathcal{E}).
\]
Thus, this quantity converges to 1 as \( n \) goes to infinity according to the strong converse JSCC theorem. It remains to show that the second term in the right-hand side of (8.16) vanishes asymptotically. Note that
\[
\Pr (\hat{A}^c) \leq \Pr \left( \frac{1}{\tau n} \ln \frac{\tilde{Q}^{(\tau n)}_S(s)}{Q^{(\tau n)}_S(s)} > F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + \frac{\delta}{2\tau} \right) \\
+ \Pr \left( \frac{1}{n} \ln \frac{\tilde{W}^{(n)}_{Y|X}(y|x)}{W^{(n)}_{Y|X}(y|x)} > E_p(R', \tilde{W}_{Y|X}, \mathcal{E}) + \frac{\delta}{2} \right). \tag{8.17}
\]
It follows by the WLLN that as \( n \to \infty \),
\[
\frac{\tilde{Q}^{(\tau n)}_S(s)}{Q^{(\tau n)}_S(s)} \rightarrow E \tilde{Q}_S \left[ \ln \frac{Q_S(s)}{Q_S(s)} \right] = F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) \quad \text{in Prob.,}
\]
which implies that
\[
\lim_{n \to \infty} \Pr \left( \frac{1}{\tau n} \ln \frac{\tilde{Q}^{(\tau n)}_S(s)}{Q^{(\tau n)}_S(s)} > F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + \frac{\delta}{2\tau} \right) = 0. \tag{8.18}
\]
For the second term of (8.17), setting \( z = y + ax \), we can write
\[
\frac{1}{n} \ln \frac{\tilde{W}^{(n)}_{Y|X}(y|x)}{W^{(n)}_{Y|X}(y|x)} = \frac{1}{2} \left[ \ln \frac{\sigma^2_Z}{\sigma^2_Z} - \frac{z^T z}{n\sigma^2_Z} - \frac{z^T z}{n\sigma^2_Z} - 2(a + 1)x^T z \frac{\sigma^2_Z}{n\sigma^2_Z} + (a + 1)^2 \frac{x^T x}{n\sigma^2_Z} \right].
\]
On the other hand, recalling that \( a \) is given in (8.13) and \( \tilde{\sigma}_Z^2 \) is given in (8.14), and noting that
\[
\frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} = \frac{\text{SNR}(\beta' - 1) + 2\beta' + \sqrt{\text{SNR}^2(\beta' - 1)^2 + 4\text{SNR}\beta'(\beta' - 1)}}{2\beta'^2}
\]
\[
= \frac{4\beta'^2}{2\beta'^2[\text{SNR}(\beta' - 1) + 2\beta' - \sqrt{\text{SNR}^2(\beta' - 1)^2 + 4\text{SNR}\beta'(\beta' - 1)}]}
\]
\[
= \frac{2}{2\beta' + \text{SNR}(\beta' - 1)[1 - \sqrt{1 + \frac{4\beta'\text{SNR}(\beta' - 1)}{\beta' - 1}}]},
\]
where \( \beta' = e^{2R'} \), we see that
\[
\frac{1}{2}\left(\frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} - \ln \frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} + \frac{(a + 1)^2}{2\tilde{\sigma}_Z^2} \mathcal{E} - 1\right)
\]
\[
= \frac{\text{SNR}}{4\beta'} \left[(\beta' + 1) - (\beta' - 1)\sqrt{1 + \frac{4\beta'}{\text{SNR}(\beta' - 1)}}\right]
\]
\[
+ \frac{1}{2}\ln \left\{\beta' - \frac{\text{SNR}(\beta' - 1)}{2}\left[1 + \frac{4\beta'}{\text{SNR}(\beta' - 1)} - 1\right]\right\},
\]
which is exactly the sphere-packing bound \( E_{sp}(R', W_{Y|x}, \mathcal{E}) \). Therefore, it suffices to show that
\[
\Pr\left(\frac{1}{n} \ln \frac{\tilde{W}^{(n)}_{Y|x}(y|x)}{W^{(n)}_{Y|x}(y|x)} > \frac{1}{2}\left(\frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} - \ln \frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} + \frac{(a + 1)^2}{2\tilde{\sigma}_Z^2} \mathcal{E} - 1\right) + \frac{\delta}{2}\right)
\]
\[
= \Pr\left[\left(\frac{1}{\sigma_Z^2} - \frac{1}{\tilde{\sigma}_Z^2}\right)\left(\frac{z^T z}{n} - \sigma_Z^2\right) > \left(\frac{2(a + 1)}{\sigma_Z^2} n - \frac{(a + 1)^2}{\tilde{\sigma}_Z^2} \mathcal{E}\right) - \delta\right]
\]
converges to 0 as \( n \) goes to infinity. This is true (as before) since the above probability is less than
\[
\Pr\left[\left(\frac{1}{\sigma_Z^2} - \frac{1}{\tilde{\sigma}_Z^2}\right)\left(\frac{z^T z}{n} - \sigma_Z^2\right) > \left(\frac{2(a + 1)}{\sigma_Z^2} n - \frac{(a + 1)^2}{\tilde{\sigma}_Z^2} \mathcal{E}\right) - \delta\right] > \delta
\]
by the power constraint (8.1), and \( z^T z/n \to \tilde{\sigma}_Z^2 \) and \( x^T z/n \to 0 \) in probability 1. This yields
\[
\lim_{n \to \infty} \Pr\left(\frac{1}{n} \ln \frac{\tilde{W}^{(n)}_{Y|x}(y|x)}{W^{(n)}_{Y|x}(y|x)} \leq \frac{1}{2}\left(\frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} - \ln \frac{\tilde{\sigma}_Z^2}{\sigma_Z^2} + \frac{(a + 1)^2}{2\tilde{\sigma}_Z^2} \mathcal{E} - 1\right) + \frac{\delta}{2}\right) = 0. \tag{8.20}
\]

On account of (8.15), (8.16), (8.18) and (8.20), we obtain
\[
\lim_{n \to \infty} -\frac{1}{n} \ln P^{(\Delta)}_\Delta(Q_S, W_{Y|x}, \mathcal{E}, \tau) \leq \tau F_G\left(\frac{R}{\tau}, Q_S, \Delta\right) + E_{sp}\left(R - \frac{\epsilon}{2}, W_{Y|x}, \mathcal{E}\right) + \delta.
\]
Since the above inequality holds for any rate $R$ in the region $[\tau R(Q_S, \Delta) + \varepsilon, C(W_{Y|X}, \mathcal{E})]$ and $\delta$ and $\varepsilon$ can be arbitrarily small, we obtain that

$$\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \leq \min_{\tau R(Q_S, \Delta) \leq R \leq C(W_{Y|X}, \mathcal{E})} \left[ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{sp}(R, W_{Y|X}, \mathcal{E}) \right]. \quad (8.21)$$

Since the MGS exponent $\tau F_G(R/\tau, Q_S, \Delta)$ is convex increasing for $R \geq \tau R(Q_S, \Delta)$ and the sphere-packing bound $E_{sp}(R, W_{Y|X}, \mathcal{E})$ is convex decreasing in $R \leq C(W_{Y|X}, \mathcal{E})$, their sum is also convex and there exists a global minimum in the interval $[\tau R(Q_S, \Delta), C(W_{Y|X}, \mathcal{E})]$ for the upper bound given in (8.11). For $R \in [\tau R(Q_S, \Delta), C(W_{Y|X}, \mathcal{E})]$, setting

$$\frac{\partial F_G \left( \frac{R}{\tau}, Q_S, \Delta \right)}{\partial R} + \frac{\partial E_{sp}(R, W_{Y|X}, \mathcal{E})}{\partial R} = 0,$$

which gives (cf. Lemma 2.1)

$$\frac{\beta^+}{\text{SDR}} = \frac{\text{SNR}}{2\beta} \left( 1 + \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} \right), \quad (8.22)$$

where SDR $\equiv \sigma_S^2/\Delta$ is called the source-to-distortion ratio (i.e., the source variance to distortion threshold ratio), and $\beta = e^{2R}$. Thus, the minimum of the upper bound is achieved by the $R$ which is the (unique) root of (8.22).

### 8.2.3 Gallager’s Lower Bound for Lossless JSCC Error Exponent

In this section, we modify Gallager’s upper bound for the error probability of JSCC for discrete memoryless systems, so that it is applicable to a JSCC system consisting of a DMS and a continuous memoryless channel with cost constraint $\mathcal{E}$. In the next section we shall apply this auxiliary bound to a system consisting of an MGS and a memoryless channel.

A JSC code $(\tilde{f}_n, \tilde{\varphi}_n)$ [107] for a DMS $P_C$ and a continuous MC with transition pdf $W_{Y|X}$ is a pair of mappings $\tilde{f}_n : \mathcal{C} \rightarrow \mathcal{X}^n$ and $\tilde{\varphi}_n : \mathcal{Y}^n \rightarrow \mathcal{C}$, where $\mathcal{C} \subseteq S^{rn}$. That is, each source message $s \in \mathcal{C}$ with pmf $P_C(s)$ is encoded as blocks $x = \tilde{f}_n(s)$ of symbols from $\mathcal{X}$ of length $n$, transmitted, received as blocks $y$ of symbols from $\mathcal{Y}$ of length $n$ and decoded as
source symbol \( \tilde{\varphi}_n(y) \in S \). Denote the codebook for the codewords be \( B \triangleq \{ x = \tilde{f}(s) \} \). The probability of decoding error is

\[
P_e^{(n)}(P_C, W_{Y|X}) = P_e^{(n)}(P_C, W_{Y|X}, B) \triangleq \sum_{s \in C} P_C(s) \int_{y \in Y^n} W_{Y|X}^{(n)}(y|x) \mathbb{1}\{ \tilde{\varphi}_n(y) \neq s \} dy.
\]

We next recast Gallager’s random-coding bound for the JSCC probability of error [42, Problem 5.16] for DMS’s and continuous MC’s and we show the following bound.

**Proposition 8.1** For each \( n \geq 1 \), given pdf \( P_{X^n} \) defined on \( X^n \subseteq \mathbb{R}^n \), there exists a sequence of JSC codes \((\tilde{f}_n, \tilde{\varphi}_n)\) such that for any \( 0 \leq \rho \leq 1 \) the probability of error is upper bounded by

\[
P_e^{(n)}(P_C, W) \leq \left[ \sum_{s \in C} P_C(s)^{1+\rho} \right]^{1+\rho} \int_{y \in Y^n} \left[ \int_{x \in X^n} P_{X^n}(x) W_{Y|X}^{(n)}(y|x)^{1+\rho} dx \right]^{1+\rho} dx. \quad (8.23)
\]

**Proof:** The bound is shown analogously to [42, Problem 5.16] based on a random-coding argument. Consider the following random encoder: for each source message \( s \), we independently generate a codeword \( x^n \), which are \( \mathbb{R}^n \)-valued vectors, according to pdf \( P_{X^n} \). So the codebook \( \Pr(B) \) is generated with pdf \( \Pr(B) = \prod_{x \in B} P_{X^n}(\hat{x}) \). Consider a maximum a-posteriori probability (MAP) decoder, which, given \( y \), chooses the source message \( s \) that maximizes \( P_C(s) W_{Y|X}^{(n)}(y|\tilde{f}_n(s)) \). In the following, we will bound the averaged probability of error over all possible codebooks \( B \), under the MAP decoding rule by

\[
\overline{P_e^{(n)}}(P_C, W, B) = \int_B \Pr(B) P_e^{(n)}(P_C, W_{Y|X}, B) dB
\]

\[
\leq \left[ \sum_{s \in C} P_C(s)^{1+\rho} \right]^{1+\rho} \int_{y \in Y^n} \left[ \int_{x \in X^n} P_{X^n}(x) W_{Y|X}^{(n)}(y|x)^{1+\rho} dx \right]^{1+\rho} dx. \quad (8.24)
\]

Then from (8.24) we can conclude that, there must exist a sequence of JSC codes \((\tilde{f}_n, \tilde{\varphi}_n)\) such that (8.23) is valid.

It remains to show (8.24). Given source message \( s \in C \), codeword \( x = \tilde{f}_n(s) \), and received \( y \), define the event for an \( s' \neq s \) by

\[
E_{s'} : P_C(s') W_{Y|X}^{(n)}(y|x') \geq P_C(s) W_{Y|X}^{(n)}(y|x),
\]
where $\mathbf{x}' = \tilde{f}_n(s')$. Thus, when message $\mathbf{s} \in \mathcal{C}$ is sent, an error can occur only if $E_{\mathbf{s}'}$ occurs for some $s' \neq s$. This yields the following upper bound

$$
\Pr (\{\tilde{\varphi}_n(y) \neq s\} | \mathbf{s}, \mathbf{x}, y) \leq \Pr \left( \bigcup_{s' \neq s} E_{s'} \right) \leq \sum_{s' \neq s} \Pr (E_{s'}) \leq \left[ \sum_{s' \neq s} \Pr (E_{s'}) \right]^\rho
$$

(8.25)

for any $\rho \in [0, 1]$. On the other hand, since the codebook $\mathcal{B}$ is generated according to a pdf

$$
\Pr(\mathcal{B}) = \prod_{\mathbf{x}' \in \mathcal{B}} P_{X^n}(\mathbf{x}'),
$$

by the definition of $E_{s'}$, we have

$$
\Pr (E_{s'}) = \int_{\mathcal{B}} \Pr(\mathcal{B}) \{ P_C(s') W_{Y|X}^{(n)}(y|x) \geq P_C(s) W_{Y|X}^{(n)}(y|x) \} \, d\mathcal{B}
$$

$$
= \int_{\mathbf{x}' \in \mathcal{X}^n} P_{X^n}(\mathbf{x}') \{ P_C(s') W_{Y|X}^{(n)}(y|x') \geq P_C(s) W_{Y|X}^{(n)}(y|x) \} \, d\mathbf{x}
$$

$$
\leq \int_{\mathbf{x}' \in \mathcal{B}} P_{X^n}(\mathbf{x}') \left( \frac{P_C(s') W_{Y|X}^{(n)}(y|x')} {P_C(s) W_{Y|X}^{(n)}(y|x)} \right)^{1+\rho} \, d\mathbf{x}. \tag{8.26}
$$

Plugging (8.26) into (8.25), we obtain

$$
\overline{P}_e^{(n)}(P_C, W, \mathcal{B}) = \int_{\mathcal{B}} \Pr(\mathcal{B}) \sum_{s \in \mathcal{C}} P_C(s) \int_{\mathbf{y} \in \mathcal{Y}^n} W_{Y|X}^{(n)}(y|x) \Pr (\{\tilde{\varphi}_n(y) \neq s\} | \mathbf{s}, \mathbf{x}, y) \, d\mathbf{B}
$$

$$
= \left[ \sum_{s \in \mathcal{C}} P_C(s)^{1+\rho} \right]^{1+\rho} \int_{\mathbf{y} \in \mathcal{Y}^n} \left[ \int_{\mathbf{x} \in \mathcal{X}^n} P_{X^n}(\mathbf{x}) W_{Y|X}^{(n)}(y|x) \right]^{1+\rho} \, d\mathbf{x}.
$$

Next, we need a small modification of (8.23) for the DMS $P_C$ and the MC $W_{Y|X}$ to incorporate the channel input cost constraint. Let $P_X^*$ be an arbitrary pdf of the channel input on $\mathcal{X}$ satisfying $\mathbb{E}g(X) \leq \mathcal{E}$ and $\mathbb{E}g(X)^3 < \infty$ (these restrictions are made to make the term $[s/n]^n_1 \rho$ in (8.27) grow sub-exponentially with respect to $n$) and let $P_{X^n}^*(n)$ be the corresponding $n$-dimensional pdf on sequences of $n$ channel inputs, i.e., the product pdf of $P_X^*$. We then adopt the technique of Gallager [42, Chapter 7], by setting $P_{X^n}(\mathbf{x}) = \kappa^{-1} \Phi(\mathbf{x}) P_{X^n}^*(\mathbf{x})$, where

$$
\Phi(\mathbf{x}) = \begin{cases} 
1 & \text{if } n\mathcal{E} - \eta \leq \sum_{i=1}^n g(x_i) \leq n\mathcal{E}, \\
0 & \text{otherwise}, 
\end{cases}
$$

in which $\eta > 0$ is arbitrary, and $\kappa = \int_{\mathcal{X}} P_{X^n}^*(\mathbf{x}) \Phi(\mathbf{x}) \, d\mathbf{x}$ is a normalizing constant. Thus, $P_{X^n}$ is a valid probability density that satisfies the constraint (8.1). We thus have, for any
Substituting the above into (8.23) for the memoryless channel $W_{Y|X}$, changing the summation to integration, and denoting the probability of error under constraint $\mathcal{E}$ by $P_e^{(n)}(Q_S, W_{Y|X}, \mathcal{E})$, we have

$$P_e^{(n)}(P_C, W_{Y|X}, \mathcal{E}) \leq \left[ \frac{e^{\gamma + \rho}}{\kappa} \right]^{1+\rho} \left[ \sum_{s \in \mathcal{C}} P_C(s) \frac{1}{1+\rho} \right]^{1+\rho} \times \int_{y \in \mathcal{Y}} \int_{x \in \mathcal{X}} P_X^{(n)}(x) e^{r \sum_{i=1}^{n} g(x_i) - nE} W_{Y|X}(y|x) \frac{1}{1+\rho} dx dy. \quad (8.27)$$

We remark that $[\frac{e^{\gamma + \rho}}{\kappa}]^{1+\rho}$ grows with $n$ as $n^{(1+\rho)/2}$ and does not affect the exponential dependence of the bound on $n$ [41], [42, pp. 326–333]. Thus, applying the upper bound for the DMS $P_C$ and the memoryless channel $W$ with cost constraint (8.1), and noting that $P_X$ is an arbitrary pdf satisfying $Eg(X) \leq \mathcal{E}$ and $Eg(X)^3 < \infty$, we obtain

$$P_e^{(n)}(P_C, W_{Y|X}, \mathcal{E}) \leq \exp \left\{ -n \max_{0 \leq \rho \leq 1} \left[ E_o(W_{Y|X}, \mathcal{E}, \rho) - E_s^{(n)}(\rho, P_C) \right] + o(n) \right\}, \quad (8.28)$$

where $E_o(W_{Y|X}, \mathcal{E}, \rho)$ is the Gallager’s constraint channel function given by (2.40), $o(n)$ has the form $c_1 \ln n + c_2$ for some constants $c_1$ and $c_2$, and $E_s^{(n)}(\rho, Q_S)$ is Gallager’s source function

$$E_s^{(n)}(\rho, P_C) \triangleq \frac{1+\rho}{n} \ln \left[ \sum_{s \in \mathcal{C}} P_C(s) \frac{1}{1+\rho} \right].$$

### 8.2.4 The Lower Bound

**Theorem 8.3** For an MGS $Q_S$ and a continuous memoryless channel $W_{Y|X}$ with a cost constraint $\mathcal{E}$ at the channel input, the JSCC excess distortion exponent satisfies

$$E_J^{\Delta, \mathcal{E}}(Q_S, W_{Y|X}, \tau) \geq E_{RC}^{\Delta, \mathcal{E}}(Q_S, W_{Y|X}, \tau), \quad (8.29)$$

where

$$E_{RC}^{\Delta, \mathcal{E}}(Q_S, W_{Y|X}, \tau) \triangleq \max_{0 \leq \rho \leq 1} [E_o(W_{Y|X}, \mathcal{E}, \rho) - \tau E(Q_S, \Delta, \rho)], \quad (8.30)$$
where $E_o(W_{Y|X}, E, \rho)$ is Gallager’s constrained channel function given by (2.40) and $E(Q_S, \Delta, \rho)$ is the source function for the MGS $Q_S$ given by (4.8). Furthermore, if $W_{Y|X}$ is an MGC, we have

$$E_{\hat{J}^r}(Q_S, W_{Y|X}, \tau) \geq E_{\hat{J}^r}(Q_S, W_{Y|X}, \tau),$$

(8.31)

where

$$E_{\hat{J}^r}(Q_S, W, t) \triangleq \max_{0 \leq \rho \leq 1} [\tilde{E}_o(W_{Y|X}, E, \rho) - tE(Q_S, \Delta, \rho)],$$

(8.32)

where $\tilde{E}_o(W_{Y|X}, E, \rho)$ is Gallager’s Gaussian-input channel function given by (2.54).

**Proof:** Fix $\tau > 0$. In the sequel we let $k = \tau n$ and assume that $k$ (and hence $n$) is sufficiently large. For a given $\epsilon \in (0, \Delta)$ small enough, we construct a sequence of Gaussian-type classes

$$T_i \triangleq T^e(\sigma^2(i))$$

by $\sigma^2(i) = \Delta + (2i - 1)\epsilon$, $i = 1, 2, \cdots$. That is,

$$T_i \triangleq \{ s : |s^T s - k(\Delta + (2i - 1)\epsilon)| \leq k\epsilon \}
= \{ s : k(\Delta + (2i - 2)\epsilon) \leq s^T s \leq k(\Delta + 2i\epsilon) \}, \quad i = 1, 2, \cdots. \quad (8.33)$$

Also, we define the set $T_0 \triangleq \{ s : s^T s \leq k\Delta \}$ such that all these type classes $(T_1, T_2, \cdots)$ together with $T_0$ partition the whole space $\mathbb{R}^k$. For this special set $T_0$, we shall use the trivial bound $Q_S^{(k)}(T_0) \leq 1$ and by definition $T_0$ is covered by the ball $B(0, \Delta)$; thus, we say that $T_0$ satisfies the type covering lemma (Lemma 3.6) in the sense that there exists a set $C \triangleq \{ \emptyset \}$ of size $|C| = 1 \leq \exp\{k[\tilde{R}(\tilde{Q}_S, \Delta)]\}$ such that every $s \in T_0$ is covered by the ball of size $\Delta$, where we let $\tilde{Q}_S \sim \mathcal{N}(0, \Delta)$ and hence $\tilde{R}(\tilde{Q}_S, \Delta) = 0$.

Based on the above setup, we claim that, first, by Lemma 3.28, for all $i = 1, 2, \cdots$, the probability of $T_i$ under the $k$-dimensional Gaussian pdf $Q_S^{(k)}$, denoted by $Q_S^{(k)}(T_i)$, decays exponentially at the rate of $D(Q_S^{(i)} \parallel Q_S) + \tilde{\zeta}_1(\epsilon)$ in $k$, where $Q_S^{(i)}$ is a zero-mean Gaussian source with variance $\sigma^2(i) = \Delta + (2i - 1)\epsilon$, and

$$\tilde{\zeta}_1(\epsilon) = -\frac{\epsilon}{\sigma_\tilde{S}} - \ln \left(1 + \frac{\epsilon}{\Delta}\right) \geq \zeta_1(\epsilon) \quad (8.34)$$

is a vanishing term independent of $i$. Second, the type covering lemma is applicable for all $T_i$, $i = 1, 2, \cdots$. Note that when $\sigma^2(i) > \Delta$, $\zeta_2(\epsilon)$ in the type covering lemma (Lemma 3.6)
can be bounded by
\[
\zeta_2(\epsilon) \leq \tilde{\zeta}_2(\epsilon) \triangleq \frac{1}{2} \ln \left( \frac{\Delta}{(\sqrt{\Delta} - \epsilon)^2 - 5\epsilon \Delta} \right) + 2\epsilon + 2 \ln \left[ 1 + \epsilon + 4\sqrt{\Delta \epsilon} \right]
\]
and is also independent of \(i\). In the sequel, we will denote, without loss of generality, that all these vanishing terms \(\tilde{\zeta}_1(\epsilon)\) and \(\tilde{\zeta}_2(\epsilon)\) by \(\zeta(\epsilon)\).

We next employ a concatenated “quantization – lossless JSCC” scheme [7] to show the existence of a sequence of JSC codes for the source-channel pair \((Q_S, W)\) such that its probability of excess distortion is upper bounded by
\[
\exp\left[-nE_{RC}(Q_S, W_{Y|X}, \Delta, \mathcal{E}, \tau) + o(n)\right]
\]
for \(n\) sufficiently large.

**First Stage Coding: \(\Delta\)-admissible Quantization.**

It follows from the above setup and the type covering lemma (Lemma 3.6) that for each \(T_i\) \((i = 1, 2, \cdots)\), there exists a code \(C_i = \{c^{(i)}\}\) with codebook size \(|C_i| \leq \exp\{k[R(Q_S^{(i)}, \Delta) + \zeta(\epsilon)] + o(k)\}\) that covers \(T_i\). Recall that we also have, trivially, that a code \(C_0 = \{0\}\) with \(|C_0| = 1\) which covers \(T_0\). Therefore, we can employ a \(\Delta\)-admissible quantizer via the sets \(C_i, i = 0, 1, 2, \ldots\) as follows:
\[
f_{\Delta,k} : \mathbb{R}^k \rightarrow \bigcup_{i=0}^{\infty} C_i
\]
such that for every \(s \in \mathbb{R}^k\), the output of \(f_{\Delta,k}\) with respect to \(s\) has a distortion less than \(\Delta\). We denote the DMS at the output of \(f_{\Delta,k}\) by \(P\) with alphabet \(\bigcup_{i=0}^{\infty} C_i\) and pmf
\[
P(c^{(i)}) = \int_{s \in T_i : f_{\Delta,k}(s) = c^{(i)}} Q_S^{(k)}(s) ds, \quad \forall \ c^{(i)} \in C_i, \quad i = 0, 1, 2, \ldots
\]

**Second Stage Coding and Decoding: Lossless JSCC with Power Constraint \(\mathcal{E}\).**

For the DMS \(P\) and the continuous memoryless channel \(W_{Y|X}\), a pair of (asymptotically) lossless JSC code
\[
\tilde{f}_n : \bigcup_{i=0}^{\infty} C_i \rightarrow \mathcal{X}^n \quad \text{and} \quad \tilde{\varphi}_n : \mathcal{Y}^n \rightarrow \bigcup_{i=0}^{\infty} C_i
\]
is applied, where the encoder is subject to a cost constraint $\mathcal{E}$, i.e., $\tilde{f}_n \in \mathcal{F}^{c}_n$. Note that the decoder $\tilde{\varphi}_n$ creates an approximation $\tilde{c} = \tilde{\varphi}_n(y)$ of $c^{(i)}$ based upon the sequence $y$ received at the channel output. According to a modified version of Gallager’s JSCC random-coding bound (derived in the last section), there exists a sequence of lossless JSC codes $(\tilde{f}_n, \tilde{\varphi}_n, \mathcal{E})$ with bounded probability of error

$$P_e^{(n)}(P, W_{Y|X}, \mathcal{E}) \triangleq \Pr(\tilde{c} \neq c^{(i)}) = \sum_{\cup_{i=0}^{\infty} C_i} P(c^{(i)}) \int_{y: \tilde{\varphi}_n(y) \neq c^{(i)}} W^{(n)}_{Y|X} \left( y \mid \tilde{f}_n(c^{(i)}) \right) dy \leq \exp \left\{ -n \max_{0 \leq \rho \leq 1} \left[ \mathcal{E}_0(W_{Y|X}, \mathcal{E}, \rho) - E_s^{(n)}(\rho, P) \right] + o(n) \right\},$$

where

$$\mathcal{E}_0(W_{Y|X}, \mathcal{E}, \rho) = \sup_{P_X : \mathcal{E}(X) \leq \mathcal{E}, r \geq 0} \max_{r} \mathcal{E}_0(\rho, r, W, P_X)$$

is Gallager’s constrained channel function given in (2.40) and $E_s^{(n)}(\rho, P)$ is Gallager’s source function here given by

$$E_s^{(n)}(\rho, P) = \frac{1 + \rho}{k} \ln \left\{ \sum_{i=0}^{\infty} \sum_{c^{(i)} \in C_i} P(c^{(i)}) \delta_{i+\tau} \right\}.$$

**Probability of Excess Distortion.**

According to the $\Delta$-admissible quantization rule, if the distortion between the source message $s$ and the reproduced sequence $\tilde{c}$ is larger than $\Delta$, then we must have $\tilde{c} \neq c^{(i)}$. This implies that

$$P_{\Delta}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) = \Pr \left( d^{(k)}(\tilde{c}, s) > \Delta \right) \leq \Pr(\tilde{c} \neq c^{(i)}) \leq \exp \left\{ -n \max_{0 \leq \rho \leq 1} \left[ \mathcal{E}_0(W_{Y|X}, \mathcal{E}, \rho) - E_s^{(n)}(\rho, P) \right] + o(n) \right\}. \quad (8.36)$$
Next we bound \( E_s^{(n)}(\rho, P) \) in terms of \( Q_S \) for \( k \) (also \( n \)) sufficiently large and when \( \epsilon \) goes to zero (when \( N \) goes to infinity). Rewrite

\[
E_s^{(n)}(\rho, P) = \frac{1 + \rho}{k} \ln \left\{ \sum_{i=0}^{\infty} \sum_{c \in C_i} \left[ Q_S^{(k)}(T_i) P_{Sk}(c^{(i)}) \right]^{\frac{1}{1+\rho}} \right\}
\]

\[
= \frac{1 + \rho}{k} \ln \left\{ \sum_{i=0}^{\infty} Q_S^{(k)}(T_i)^{\frac{1}{1+\rho}} \sum_{c \in C_i} P_{Sk}(c^{(i)})^{\frac{1}{1+\rho}} \right\}
\]

\[
\leq \frac{1 + \rho}{k} \ln \left\{ 1 + \sum_{i=1}^{\infty} Q_S^{(k)}(T_i)^{\frac{1}{1+\rho}} \sum_{c \in C_i} P_{Sk}(c^{(i)})^{\frac{1}{1+\rho}} \right\}
\]

where

\[
P_{Sk}^{(i)}(c^{(i)}) \triangleq \frac{P(c^{(i)})}{Q_S^{(k)}(T_i)}
\]

is the normalized probability over \( T_i \) for each \( i = 0, 1, \ldots \). By Jensen’s inequality and the type covering lemma, the sum over each \( C_i \) can be bounded by

\[
\sum_{c^{(i)} \in C_i} P_{Sk}^{(i)}(c^{(i)})^{\frac{1}{1+\rho}} \leq |C_i|^{\frac{1}{1+\rho}} \leq \exp \left\{ \frac{\rho}{1 + \rho} [kR(Q_S^{(i)} \parallel Q_S) + \zeta(\epsilon)] + o(k) \right\}
\]

for \( k \) sufficiently large and \( \epsilon \) sufficiently small (\( N \) sufficiently large). Recalling that

\[
Q_S^{(k)}(T_i) \leq \exp\{-k[D(Q_S^{(i)} \parallel Q_S) + \zeta(\epsilon)]\},
\]

we have

\[
E_s^{(n)}(\rho, P) \leq \frac{1 + \rho}{k} \ln \left\{ 1 + \sum_{i=1}^{\infty} \exp \left[ \frac{k}{1 + \rho} \left( \rho R(Q_S^{(i)} \parallel Q_S) - D(Q_S^{(i)} \parallel Q_S) + \zeta(\epsilon) \right) + o(k) \right] \right\}
\]

(8.37)

for \( k \) sufficiently large and \( \epsilon \) sufficiently small (\( N \) sufficiently large). Recall that \( P_{Sk}^{(i)} \) denotes the Gaussian source with mean zero and variance \( \sigma^2(i) = \Delta + (2i - 1)\epsilon \). Consequently, using the fact [6] that if the exponential rate of each term, as a function of \( i \), is of the form \( U_i = \ln(Ai + B) - Ci \), where \( A, B, \) and \( C \) are positive reals, then the term with the largest exponent dominates the exponential behavior of the summation, i.e.,

\[
\lim_{k \to \infty} \frac{1}{k} \ln \left\{ 1 + \sum_{i=1}^{\infty} \exp \left[ k(\ln(Ai + B) - Ci) + o(k) \right] \right\} = \max_{i \geq 1} \ln(Ai + B) - Ci,
\]

(8.38)
we obtain

$$\lim_{n \to \infty} E_s^{(n)}(\rho, P) \leq \tau \max_{i \geq 1} [\rho R(Q_S^{(i)}), \Delta] - D(Q_S^{(i)} || Q_S) + \zeta(\epsilon)].$$

(8.39)

Note also that the sequence \( \left\{ \rho R(Q_S^{(i)}), \Delta] - D(Q_S^{(i)} || Q_S) \right\}_{i=1}^\infty \) is non-increasing after some finite \( i \), which means the maximum of (8.39) is achieved for some finite \( \sigma^2(i) \). Letting \( \epsilon \) go to zero, it follows by the continuity of \( R(Q_S^{(i)}), \Delta) \) and \( D(Q_S^{(i)} || Q_S) \) as functions of \( \sigma^2(i) \) that

$$\lim_{\epsilon \to 0} \sup_{\sigma^2(i)} [\rho R(Q_S^{(i)}), \Delta] - D(Q_S^{(i)} || Q_S) + \zeta(\epsilon)] = \max [\rho R(\bar{Q}_S, \Delta) - D(\bar{Q}_S || Q_S)]$$

(8.40)

where the maximum in (8.40) is taken over all the MGS \( \bar{Q}_S \) with mean zero and variance \( \sigma^2 > \Delta \). Therefore, we have

$$\lim_{n \to \infty} E_s^{(n)}(\rho, P) \leq \left\{ 0, \frac{\tau}{2} \left[ \rho \ln \frac{\sigma^2}{\Delta} + (1 + \rho) \ln(1 + \rho) - \rho \right] \right\} = \tau E_s(Q_S, \Delta, \rho).$$

(8.41)

Finally, on account of (8.36) and (8.41), we may claim that, there exists a sequence of JSC codes \((f_n, \varphi_n, \Delta, \mathcal{E}, t)\), where \( f_n = \tilde{f}_n \circ f_{\Delta,k} \) and \( \varphi_n = \tilde{\varphi}_n \), such that for \( n \) sufficiently large,

$$P_{\Delta}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \leq \exp \left\{ -n \max_{0 \leq \rho \leq 1} \left[ E_o(W_{Y|X}, \mathcal{E}, \rho) - \tau E_s(Q_S, \Delta, \rho) \right] + o(n) \right\},$$

by which we establish the lower bound \( \tilde{E}_{\rho, \tau}(Q_S, W_{Y|X}, \Delta, \mathcal{E}, \tau) \) given in (8.30). Furthermore, when \( W_{Y|X} \) is an MGC, the bound (8.31) holds trivially since \( \tilde{E}_o(W_{Y|X}, \mathcal{E}, \rho) \) is a lower bound of \( E_o(W_{Y|X}, \mathcal{E}, \rho) \).

8.2.5 Tightness of the Upper and Lower Bounds

Applying Fenchel duality theorem in Chapter 4 to our source and channel functions \( E_s(Q_S, \Delta, \rho) \) and \( \tilde{E}_o(W_{Y|X}, \mathcal{E}, \rho) \) with respect to their Fenchel transforms in Lemmas 4.4, 4.5 and 4.6, we obtain the following equivalent bounds.
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**Theorem 8.4** Let $\tau R(Q_S, \Delta) < C(W_{Y|X}, \mathcal{E})$. Then

\[
\overline{E}_{Jsp}^{\Delta, \mathcal{E}}(Q_S, W, t) = \max_{0 \leq \rho < \infty} \left[ \tilde{E}_0(W_{Y|X}, \mathcal{E}, \rho) - \tau E(Q_S, \Delta, \rho) \right]
\]

\[
= \min_{R \geq 0} \left[ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{sp}(R, W_{Y|X}, \mathcal{E}) \right], \tag{8.42}
\]

\[
\underline{E}_{Jr}^{\Delta, \mathcal{E}}(Q_S, W, t) = \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_0(W_{Y|X}, \mathcal{E}, \rho) - \tau E(Q_S, \Delta, \rho) \right]
\]

\[
= \min_{R \geq 0} \left[ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{r}(R, W_{Y|X}, \mathcal{E}) \right]. \tag{8.43}
\]

The proof of the theorem follows in a similar manner as Theorem 5.1. We next provide a necessary and sufficient condition under which $E_{\overline{J}} = E_{\underline{J}}$ for the MGS-MGC pair.

**Theorem 8.5** Let $\tau R(Q_S, \Delta) < C(W_{Y|X}, \mathcal{E})$. The upper and lower bounds for $E_{\overline{J}}^{\Delta, \mathcal{E}}$ given in Theorem 8.2 and (8.31) of Theorem 8.3 are equal if and only if

\[
2(2SDR)^{\tau} - \frac{2(2SDR)^{\tau}}{2(2SDR)^{\tau} - 1} \geq \text{SNR}. \tag{8.44}
\]

**Remark 8.1** For $\tau R(Q_S, \Delta) \geq C(W_{Y|X}, \mathcal{E})$, $E_{\overline{J}}^{\Delta, \mathcal{E}}(Q_S, W_{Y|X}, \tau) = 0$.

**Proof:** By comparing (8.42) and (8.43) we observe that the two bounds are identical if and only if the minimum of (8.42) (or (8.43)) is achieved at a rate no less than the channel critical rate, i.e.,

\[
R_m \geq R_{cr}(W_{Y|X}) = \frac{1}{2} \ln \left[ \frac{1}{2} + \frac{\text{SNR}}{4} + \frac{1}{2} \sqrt{1 + \frac{\text{SNR}^2}{4}} \right]
\]

where $R_m$ is the solution of (8.22). Let

\[
f(R) \triangleq \frac{\beta}{2SDR} - \frac{\text{SNR}}{2\beta} \left( 1 + \sqrt{1 + \frac{4\beta}{\text{SNR}(\beta - 1)}} \right),
\]

which is a strictly increasing function of $R$ (refer to (2.53)), where $\beta = e^{2R}$. In order to ensure that the root of $f(R)$, $R_m$, is no less than $R_{cr}(W_{Y|X})$, we only need $f(R_{cr}(W_{Y|X})) \leq 0$. This reduces to the condition (8.44). \[\square\]

In Fig. 8.2, we partition the SDR-SNR plane into three parts for transmission rate $\tau = 0.5, 1, 1.5$ and 2: in Region A (including the boundary between A and B) $\tau R(Q_S, \Delta) \geq$
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Figure 8.2: MGS-MGC source-channel pair: the regions for SNR and SDR pairs (both in dB) for different $\tau$. In Region A (including the boundary between A and B), $E^\Delta_\mathcal{E} = 0$; in Region B (including the boundary between B and C), $E^\Delta_\mathcal{E}$ is determined exactly; and in region C, $E^\Delta_\mathcal{E} > 0$ is bounded by (8.11) and (8.31).

$C(W_{Y|X}, \mathcal{E})$ and $E^\Delta_\mathcal{E} = 0$; in Region B (including the boundary between B and C), $\overline{E}^\Delta_\mathcal{E} = \overline{E}^\Delta_J$ and hence $E^\Delta_\mathcal{E}$ is determined exactly; and in Region C, $E_J > 0$ is bounded by $\overline{E}^\Delta_{Jsp}$ and $\overline{E}^\Delta_J$. Fig. 8.3 shows the two bounds $\overline{E}^\Delta_{Jsp}$ and $\overline{E}^\Delta_J$ for different SDR-SNR pairs and transmission rate $\tau = 1$. We observe from the two figures that the two bounds coincide for a large class SDR-SNR pairs.
8.3 Laplacian Sources with the Magnitude-Error Distortion over MGCs

In image coding applications, the Laplacian distribution is well known to provide a good model to approximate the statistics of transform coefficients such as discrete cosine and wavelet transform coefficients [78, 91]. Thus, it is of interest to study the theoretical performance for the lossy transmission of MLSs, say, over an MGC.

Consider an MLS $Q_S$ with alphabet $S = \mathbb{R}$, mean zero, variance $2\alpha^2$, and pdf

$$Q_S(s) = \frac{1}{2\alpha} \exp \left\{-\frac{|s|}{\alpha}\right\}, \quad s \in S,$$

denoted by $Q_S \sim \mathcal{L}(0, \alpha)$. Note that for $Q_S \sim \mathcal{L}(0, \alpha)$, $E|s| = \alpha$. We assume that the distortion measure is the magnitude-error distortion given by $d(s, s') \triangleq |s - s'|$ for any

Figure 8.3: MGS-MGC source-channel pair: the upper and lower bounds for $E_{\beta,J}^\Delta$ with $\tau = 1$.
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$s, s' \in \mathbb{R}$. The pdf for $k$-tuple source symbols is hence given by

$$Q_S^{(k)}(s) = \left[ \frac{1}{2\alpha} \right]^k \exp \left\{ -\sum_{i=1}^{k} \frac{|s_i|}{\alpha} \right\}, \quad s \in \mathcal{S}^k$$

and the distortion for any $s, s' \in \mathbb{R}^k$ is hence given by

$$d^{(k)}(s, s') = \frac{1}{k} \sum_i |s_i - s'_i|.$$

For $Q_S \sim \mathcal{L}(0, \alpha)$, the differential entropy\(^1\) and the rate-distortion function (under the magnitude-error distortion measure) are respectively given by

$$H_{Q_S}(S) = 1 + \ln(2\alpha)$$

and

$$R(Q_S, \Delta) = \max \left\{ 0, \ln \frac{\alpha}{\Delta} \right\}.$$

Recall that the Kullback-Leibler divergence between two MLS $\tilde{Q}_S \sim \mathcal{L}(0, \tilde{\alpha})$ and $Q_S \sim \mathcal{L}(0, \alpha)$ is equal to

$$D(\tilde{Q}_S \parallel Q_S) = \frac{\tilde{\alpha}}{\alpha} - \ln \frac{\alpha}{\tilde{\alpha}} - 1.$$

The Laplacian sources enjoys the follows properties.

**Lemma 8.1** Let $P_S$ be an arbitrary pdf on $S = \mathbb{R}$ such that $\mathbb{E}_{P_S}|s| = \alpha < \infty$. Consider

two MLS $Q_S \sim \mathcal{L}(0, \alpha)$ and $\tilde{Q}_S \sim \mathcal{L}(0, \tilde{\alpha})$. Then

(a) $H_{P_S}(S) \leq H_{Q_S}(S)$ with equality if and only if $P_S = Q_S$;

(b) $D(P_S \parallel \tilde{Q}_S) \geq D(Q_S \parallel \tilde{Q}_S)$ with equality if and only if $P_S = Q_S$;

(c) $R(P_S, \Delta) \leq R(Q_S, \Delta)$ for any $\Delta > 0$ with equality if $P_S = Q_S$ (`only if’ holds when $\Delta \leq \alpha$).

\(^1\)The differential entropy of a source with alphabet $S \subseteq \mathbb{R}$ and a pdf $Q_S$ is defined by (e.g., [29])

$$H_{Q_S}(S) = -\int_S Q_S(s) \log_2 Q_S(s) ds.$$
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**Proof:** (a) follows from

\[
0 \leq D(P_S \parallel Q_S) = -H_{P_S}(S) - \int P_S(s) \ln Q_S(s) ds \\
= -H_{P_S}(S) + (1 + \ln(2\alpha)) \\
= -H_{P_S}(S) + H_{Q_S}(S).
\] (8.45)

From the above we note that \( \mathbb{E}_{P_S}|s| < \infty \) also implies that \( P_S \ll Q_S \). Similarly, we write

\[
D(P_S \parallel \tilde{Q}_S) = -H_{P_S}(S) + \int P_S(s) \ln \tilde{Q}_S(s) ds
\]

and

\[
D(Q_S \parallel \tilde{Q}_S) = -H_{Q_S}(S) + \int Q_S(s) \ln \tilde{Q}_S(s) ds.
\]

Noting that \( \int P_S(s) \ln \tilde{Q}_S(s) ds = \int Q_S(s) \ln \tilde{Q}_S(s) ds \), (b) immediately follows from (a).

Next we prove (c). Without loss of generality, we assume \( P_S \) has mean zero. Recalling that

\[
R(P_S, \Delta) = \inf_{P_S': |S':S| - S \leq \Delta} I(S; S'),
\]

where \( S \) and \( S' \) are RV’s in \( \mathbb{R} \). So for arbitrary conditional density \( P(S'|S) \) satisfying the constraint, we have \( R(P_S, \Delta) \leq I(S; S') \). We first assume \( \alpha \geq \Delta \), and consider the test channel

\[
S' = \left(1 - \frac{\Delta}{\alpha}\right)^2 S + \text{sgn}(S)|W|,
\]

where \( \text{sgn}(S) \) is equal to 1 if \( S \geq 0 \) and is equal to –1 if \( S < 0 \), \( W \) is a dummy Laplacian RV with mean 0 and \( \mathbb{E}|W| = (1 - \Delta/\alpha)\Delta \), and \( S \) is independent of \( W \). We thus have

\[
\mathbb{E}|S'| = \mathbb{E}\left|\left(1 - \frac{\Delta}{\alpha}\right)^2 S + \text{sgn}(S)|W|\right| \\
= \left(1 - \frac{\Delta}{\alpha}\right)^2 \mathbb{E}|S| + \mathbb{E}|W| \\
= \left(1 - \frac{\Delta}{\alpha}\right)^2 \alpha + \left(1 - \frac{\Delta}{\alpha}\right)\Delta \\
= \alpha - \Delta,
\] (8.46)
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and

\[ \mathbb{E}|S' - S| = \mathbb{E} \left| \left(1 - \frac{\Delta}{\alpha}\right)^2 S + \text{sgn}(S)|W| - S \right| \]
\[ = \left| \frac{\Delta}{\alpha} \left(2 - \frac{\Delta}{\alpha}\right) \mathbb{E}|S| - \mathbb{E}|W| \right| \]
\[ = \left| \frac{\Delta}{\alpha} \left(2 - \frac{\Delta}{\alpha}\right) \alpha - \left(1 - \frac{\Delta}{\alpha}\right) \Delta \right| \]
\[ = \Delta, \quad (8.47) \]

Now for the choice of \(S'\), we have

\[ R(P_S, \Delta) \leq I(S; S') \]
\[ = H(S') - H(S'|S) \]
\[ \overset{(1)}{=} H(S') - H(|W||S) - \ln|\text{sgn}(S)| \]
\[ \overset{(2)}{=} H(S') - H(|W|) \]
\[ \overset{(3)}{=} H(S') - H(W) \]
\[ \overset{(4)}{\leq} \ln[2e(\alpha - \Delta)] - \ln[2e(1 - \Delta/\alpha)\Delta] \]
\[ = \ln \frac{\alpha}{\Delta}, \]

where the mutual information and entropies are taken under the joint distribution \(P_SP_{S'|S}\), (1) holds since the differential entropy is invariant under translation, (2) holds since \(S\) is independent of \(W\), (3) holds since Laplace distribution is symmetric, and (4) follows from the (a), noting that the equality in (4) is achieved if and only if \(P_S \sim \mathcal{L}(0, \alpha)\).

For \(\Delta > \alpha\), let \(S'\) satisfy \(\Pr(S' = 0) = 1\) and \(S' \perp S\). Then \(\mathbb{E}|S - S'| \leq \mathbb{E}|S| + \mathbb{E}|S'| = \alpha < \Delta\). For this choice of \(S'\), \(R(P_S, \Delta) \leq I(S; S') = 0\) implies that \(R(P_S, \Delta) = 0\).

Due to the striking similarity between the Laplacian source and the Gaussian source, the results in this above (especially regarding the bounds for \(E_J(Q_S, W, \Delta, \mathcal{E}, t)\)) can be easily extended to a system composed by an MLS under the magnitude-error distortion measure and an MGC.
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We remark that to employ the two-stage coding scheme as in the proof of Theorem 8.3 to derive a lower bound for transmitting the MLS over the MGC with magnitude distortion measure, we need to employ the type covering lemma (Lemma 3.7) for Laplacian-type classes.

For an MLS $Q_S \sim \mathcal{L}(0, \alpha)$ and distortion threshold $\Delta$, we define the MLS exponent function

$$F_L(R, Q_S, \Delta) = \begin{cases} \frac{e^{R\Delta}}{\alpha} - \ln \frac{e^{R\Delta}}{\alpha} - 1 & \text{if } R > \ln \frac{\alpha}{\Delta}, \\ 0 & \text{otherwise.} \end{cases}$$

(8.48)

if $\alpha > \Delta$; otherwise (if $\alpha \leq \Delta$), let

$$F_L(R, Q_S, \Delta) = \begin{cases} \frac{e^{R\Delta}}{\alpha} - \ln \frac{e^{R\Delta}}{\alpha} - 1 & \text{if } R > 0, \\ \frac{\Delta}{\alpha} - \ln \frac{\Delta}{\alpha} - 1 & \text{otherwise.} \end{cases}$$

(8.49)

Consequently, by using Lemma 3.7, similar versions of Theorems 8.2 and 8.3 can be deduced by replacing the MGS by an MLS and we obtain the following results.

**Theorem 8.6** For the MLS $Q_S$ and the MGC $W_{Y|X}$ with transmission rate $\tau$,

$$E_J(Q_S, W, \Delta, \mathcal{E}, \tau) \leq \min_{R \geq 0} \left[ \tau F_L \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{sp}(R, W_{Y|X}, \mathcal{E}) \right]$$

and

$$E_J(Q_S, W, \Delta, \mathcal{E}, \tau) \geq \min_{R \geq 0} \left[ \tau F_L \left( \frac{R}{\tau}, Q_S, \Delta \right) + E_{\dagger}(R, W_{Y|X}, \mathcal{E}) \right],$$

where $E_{sp}(R, W_{Y|X}, \mathcal{E})$ and $E_{\dagger}(R, W_{Y|X}, \mathcal{E})$ are given by (2.51) and (2.56) respectively.

It can be easily shown (by setting the channel to be a noiseless channel) that $F_L(R, Q_S, \Delta)$ ($R > 0$) determines the lossy source excess distortion exponent for the MLS, i.e,

$$e_\Delta(R, P_S) = F_L(R, Q_S, \Delta),$$

for any $R > 0$. Meanwhile, like the MGS exponent with squared-error distortion, we can show that the MLS excess distortion exponent with magnitude-error distortion can also be expressed in Marton’s form, as shown in the following lemma.
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Lemma 8.2 For the MLS \( Q_S \sim \mathcal{L}(0, \alpha) \) and distortion threshold \( \Delta \),

\[
F_L(R, Q_S, \Delta) = \inf_{P_S : R(P_S, \Delta) \geq R} D(P_S \parallel Q_S), \quad R > 0, \quad (8.50)
\]

where the infimum is taken over all distribution \( P_S \) defined on \( \mathbb{R} \).

Proof: We only need to consider the pdf \( P_S \) defined on \( \mathbb{R} \) with \( P_S \ll Q_S \) and \( R(P_S, \Delta) \geq R \).

Suppose the expectation \( \mathbb{E}|s| \) under \( P_S \) is equal to \( \gamma \). According to Lemma 8.1, the Laplacian pdf \( Q^*_S \sim \mathcal{L}(0, \gamma) \) satisfies \( D(Q^*_S \parallel Q_S) \leq D(P_S \parallel Q_S) \) and \( R(Q^*_S, \Delta) \geq R(P_S, \Delta) \geq R \).

Therefore,

\[
\inf_{P_S : R(P_S, \Delta) \geq R} D(P_S \parallel Q_S) = \inf_{Q^*_S \sim \mathcal{L}(0, \gamma) : R(Q^*_S, \Delta) \geq R} D(Q^*_S \parallel Q_S) = \begin{cases} \frac{\gamma^*}{\alpha} - \ln \frac{\gamma^*}{\alpha} - 1 & \text{for } R > R(Q_S, \Delta), \\ 0 & \text{otherwise,} \end{cases}
\]

where \( \gamma^* \) is determined by \( R = \ln(\gamma^*/\Delta) \). This is exactly the exponent \( F_L(R, Q_S, \Delta) \) given by (8.48). \( \blacksquare \)

8.4 Memoryless Systems with a Metric Source Distortion

In this section we consider the transmission of a class of continuous memoryless sources with alphabet \( \mathcal{S} = \mathbb{R} \) over continuous memoryless channels when the source distortion function is a metric such that for \( s, s' \in \mathcal{S} \) (1) \( d(s, s') \geq 0 \) with equality if and only if \( s = s' \); (2) \( d(s, s') = d(s', s) \); (3) the triangle inequality holds, i.e., for any \( s_1, s_2, s_3 \in \mathcal{S} \), \( d(s_1, s_2) + d(s_2, s_3) \geq d(s_1, s_3) \). We still assume that for any \( s, s' \in \mathcal{S}^k \),

\[
d^{(k)}(s, s') = \frac{1}{k} \sum_{i=1}^{k} d(s_i, s'_i).
\]

Theorem 8.7 For the continuous memoryless source \( Q_S \) with a distortion being a metric and the continuous memoryless channel \( W_{Y|X} \) with a cost constraint \( \mathcal{E} \) at the channel input, if there exists an element \( s_o \in \mathbb{R} \) with \( \mathbb{E}\exp[td(s, s_o)] < \infty \) for all \( t \in (-\infty, +\infty) \), the JSCE excess distortion exponent satisfies

\[
E_{J}^{\Delta, \mathcal{E}}(Q_S, W_{Y|X}, \tau) \geq \max_{0 < \rho < 1} [E_0(W_{Y|X}, \mathcal{E}, \rho) - \tau E(Q_S, \Delta, \rho)], \quad (8.51)
\]
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where \( E_0(W_{Y|X}, \mathcal{E}, \rho) \) is Gallager’s constrained channel function given by (2.40) and \( E(Q_S, \Delta, \rho) \) is the source function for \( Q_S \) given by (4.7). Furthermore, if \( W_{Y|X} \) is an MGC, we have

\[
E_{J}^{\Delta, \mathcal{E}}(Q_S, W_{Y|X}, \tau) \geq \max_{0 \leq \rho < 1} [\bar{E}_0(W_{Y|X}, \mathcal{E}, \rho) - \tau E(Q_S, \Delta, \rho)],
\]

(8.52)

where \( \bar{E}_0(W_{Y|X}, \mathcal{E}, \rho) \) is Gallager’s Gaussian-input channel function given by (2.54).

**Observation 8.1** Although Theorem 8.7 does not apply to MGSs under the squared-error distortion (which is not a metric) and MLSs under the magnitude-error distortion (which does not satisfy the finiteness condition), it applies to MGSs under the magnitude-error distortion, and more generally, it applies to generalized MGSs with parameters \((\alpha, \sigma)\) under the distortion function \( d(s, s') \triangleq |s - s'|^p \) for any \( s, s' \in \mathbb{R} \), whenever \( 0 < p \leq 1 \) and \( p < \alpha \); see the following example.

**Example 8.1** The Gaussian and Laplacian distributions belong to the class of generalized Gaussian distributions, which are widely used in image coding applications. It is well known that the distribution of image subband coefficients is well approximated by the generalized Gaussian distribution \([26, 91]\). A generalized MGS \( Q_S \) with parameters \((\alpha, \sigma)\) has alphabet \( \mathcal{S} = \mathbb{R} \), mean zero, variance \( \sigma^2 \), and pdf

\[
Q_S(s) = \frac{\alpha \eta(\alpha, \sigma)}{2 \Gamma(1/\alpha)} \exp\{-(\eta(\alpha, \sigma)|s|)^{\alpha}\}, \quad s \in \mathcal{S},
\]

where \( \Gamma(\cdot) \) is the Gamma function and

\[
\eta(\alpha, \sigma) \triangleq \frac{1}{\sigma^\alpha} \left( \frac{\Gamma(3/\alpha)}{\Gamma(1/\alpha)} \right)^{1/\alpha} \quad \alpha > 0.
\]

Note that the pdf reduces to the Gaussian and Laplacian pdf’s for \( \alpha = 2 \) and \( 1 \), respectively. When \( 0 < p \leq 1 \), the distortion \( d(s, s') \triangleq |s - s'|^p \) is a metric. If we choose \( s_o = 0 \), then \( \mathbb{E}[\exp[\tau d(s, s_0)] \) would have the form

\[
\mathbb{E}[\exp[\tau d(s, s_o)]] = \int_{-\infty}^{+\infty} e^{-B|s|^p(|s|^{\alpha-p}+Ct)} ds = 2 \int_{0}^{+\infty} Ae^{-B|s|^p(|s|^{\alpha-p}+Ct)} ds
\]

where \( A > 0, B > 0, \) and \( C \) are independent of \( s \). Clearly, the above integral is finite for any \( Ct \geq 0 \). If \( Ct < 0 \), and \( \alpha > p \) is provided, the integral can be bounded by

\[
\int_{0}^{+\infty} Ae^{-B|s|^p(|s|^{\alpha-p}+Ct)} ds \leq \int_{0}^{x} Ae^{-B|s|^p} ds + \int_{x}^{+\infty} Ae^{-B|s|^\alpha} ds
\]
which is also finite, where $x > 0$ satisfies $x^{\alpha - p} + Ct = 0$.

For general *continuous* memoryless sources, unfortunately, we do not have counterparts to the type class and the type covering results of Lemmas 3.6 and 3.7 (for MGSs and MLSs, respectively). Hence, to establish the lower bound for the JSCC excess distortion exponent, we need to modify the proof of Theorem 8.3. We will use a different approach based on the technique introduced in [55] and the type covering lemma (Lemma 3.5) for finite alphabet DMS’s.

**Proof of Theorem 8.7:**

Since the lower bound (8.52) immediately follows from (8.51), we only show the existence of a sequence of JSC codes for the source-channel pair $(Q_S, W)$ such that its probability of excess distortion is upper bounded by

$$
\exp \left\{ -n \max_{0 \leq \rho < 1} \left[ E_0(W_{Y|X}, E, \rho) - tE(Q_S, \Delta, \rho) \right] + o(n) \right\}
$$

for $n$ sufficiently large. We shall employ a concatenated “scalar discretization - vector quantization - lossless JSCC” scheme as shown in Fig. 8.4. Throughout the proof, we let $k = \tau n$, where $t > 0$ is finite, and set $0 < \epsilon < \Delta$ and $0 < \delta < \Delta - \epsilon$.

**First Stage Coding: $\epsilon$-Neighborhood Scalar Quantization**

As in [55], we approximate the continuous memoryless source $Q_S$ by a DMS $\tilde{P}_{\tilde{S}}$ with countably infinite alphabet $\tilde{S}$ via an $\epsilon$-neighborhood scalar quantization scheme. In particular, for any given $0 < \epsilon < \Delta$, there exists a countable set $\tilde{S} = \{s_i, i = 1, 2, \ldots\} \subseteq \mathbb{R}$ with corresponding mutually disjoint subsets $S_i \subseteq \{s \in \mathbb{R} : d(s, s_i) \leq \epsilon\}$, $i = 1, 2, \ldots$, such that $\bigcup_{i=1}^{\infty} S_i = \mathbb{R}$. Specifically, the subsets $\{S_i\}$ partition $\mathbb{R}$; for example, a specific partition could be $S_1 = \{s \in \mathbb{R} : d(s_1, s) \leq \epsilon\}$ and

$$
S_i = \{s \in \mathbb{R} : d(s_i, s) \leq \epsilon \text{ and } d(s_j, s) > \epsilon \text{ for any } j < i\}
$$

for $i \geq 2$. Consequently, we can employ a scalar quantizer $f_\epsilon : S \rightarrow \tilde{S}$ to discretize the original memoryless source $Q_S$, such that $f_\epsilon(s) = s_i$ if $s \in S_i$. Therefore, the first stage
coding can be described as a mapping:

\[ f_{\epsilon,k} : S^k \rightarrow \hat{S}^k \]

where \( f_{\epsilon,k}(s) = (f_\epsilon(s_1), f_\epsilon(s_2), ..., f_\epsilon(s_k)) \). We denote the source obtained at the output of \( f_{\epsilon,k} \) by \( \tilde{P}_S \) with alphabet \( \tilde{S} \) and pmf

\[ \tilde{P}_S(s_i) = \int_{s \in S_i} Q_S(s) ds, \quad s_i \in \tilde{S}. \]

**Lemma 8.3** For any \( \epsilon > 0 \) and \( \rho > 0 \),

\[ E \left( \tilde{P}_S, \Delta + \epsilon, \rho \right) \leq E(Q_S, \Delta, \rho). \]

**Proof:** The proof is similar to the one of [55, Proposition 3], where the authors show that the rate-reliability function of the original source is bounded by that of its discretized version. Note that

\[ E(P_S, \Delta, \rho) = \sup_{Q_S} [\rho R(Q_S, \Delta) - D(Q_S \parallel P_S)] \]

where the supremum is taken over all the distributions \( Q_S \)’s defined on \( S = \mathbb{R} \) such that \( R(Q_S, \Delta) \) and \( D(Q_S \parallel P_S) \) are well-defined and finite, and similarly,

\[ E \left( \tilde{P}_S, \Delta + \epsilon, \rho \right) = \sup_{\tilde{Q}_S} [\rho R(\tilde{Q}_S, \Delta + \epsilon) - D(\tilde{Q}_S \parallel \tilde{P}_S)], \]
where the supremum is taken over all the pmf’s $\tilde{Q}_{\tilde{S}}$’s defined on $\tilde{S}$ such that $R(\tilde{Q}_{\tilde{S}}, \Delta + \epsilon)$ and $D(\tilde{Q}_{\tilde{S}} \parallel \tilde{P}_{\tilde{S}})$ are finite. Now for any given $\tilde{Q}_{\tilde{S}}$ on $\tilde{S}$ which is absolutely continuous with respect to $\tilde{P}_{\tilde{S}}$, let $p_i = \tilde{P}_{\tilde{S}}(s = s_i)$ and $q_i = \tilde{Q}_{\tilde{S}}(s = s_i)$, $i = 1, 2, ...$. We then construct a pdf $Q_S$ on $\mathbb{R}$ by

$$Q_S(s) = \begin{cases} P_S(s) \frac{q_i}{p_i}, & s \in S_i, \quad p_i \neq 0, \quad i = 1, 2, ..., \\ 0, & s \in S_i, \quad p_i = 0, \quad i = 1, 2, ...
\end{cases}$$

It has been shown in the proof of [56, Proposition 3] that for such $Q_S$

$$D(Q_S \parallel P_S) = D(\tilde{Q}_{\tilde{S}} \parallel \tilde{P}_{\tilde{S}}) \quad \text{and} \quad R(\tilde{Q}_{\tilde{S}}, \Delta + \epsilon) \leq R(Q_S, \Delta).$$

Since the above holds for all $\tilde{Q}_{\tilde{S}}$, it then follows that

$$\sup_{Q_S} [\rho R(Q_S, \Delta) - D(Q_S \parallel P_S)] \geq \sup_{\tilde{Q}_{\tilde{S}}} [\rho R(\tilde{Q}_{\tilde{S}}, \Delta + \epsilon) - D(\tilde{Q}_{\tilde{S}} \parallel \tilde{P}_{\tilde{S}})].$$

---

**Second Stage Coding: Truncating Source Alphabet**

We next truncate the alphabet $\tilde{S}$ to obtain a finite-alphabet source. Without loss of generality, assuming that $\tilde{S} = \{s_1, s_2, ...\}$ such that

$$\tilde{P}_{\tilde{S}}(s_1) \geq \tilde{P}_{\tilde{S}}(s_2) \geq \tilde{P}_{\tilde{S}}(s_3) \geq \cdots,$$

then for $M$ sufficiently large, we take $\tilde{S}$ be the set of the first $M$ elements, i.e., $\tilde{S} = \{s_1, s_2, ..., s_M\}$. For $s \in \tilde{S} = \{s_1, s_2, ...\}$ define function

$$f_M(s) = \begin{cases} s & \text{if } s \in \tilde{S}, \\ s_1 & \text{otherwise.}
\end{cases}$$

Then the second stage coding is a mapping

$$f_{M,k} : \tilde{S}^k \rightarrow \tilde{S}^k$$

where $f_{M,k}(s) = (f_M(s_1), f_M(s_2), ..., f_M(s_k))$. We denote the finite-alphabet DMS at the output of $f_{M,k}$ by $\hat{P}_{\hat{S}}$ with alphabet $\hat{S}$ and pmf

$$\hat{P}_{\hat{S}}(s) = \sum_{s_i \in \tilde{S} : f_M(s_i) = s} \tilde{P}_{\tilde{S}}(s_i) \quad s \in \hat{S}.$$
If we let $M$ go to infinity, $\hat{P}_S \rightarrow \tilde{P}_S$, i.e., the statistics of $\hat{P}_S$ approaches that of $\tilde{P}_S$. Furthermore, we have the following results.

**Lemma 8.4** For any $\delta > 0$ and $\rho > 0$, $E \left( \hat{P}_S, \Delta + \delta, \rho \right) \leq E(\tilde{P}_S, \Delta, \rho)$ for $M$ large enough.

The proof of this lemma is similar to that of Lemma 8.3 and is omitted; readers may also refer to [55].

**Lemma 8.5** [55, Lemma 1] For any $\delta$ such that

$$\mathbb{E}d[f_\epsilon(s), f_M(f_\epsilon(s))] < \delta < \sup\{d[f_\epsilon(s), f_M(f_\epsilon(s))]: s \in \mathbb{R}\},$$

if there exists an element $s_o \in \mathbb{R}$ with $\mathbb{E}\exp[\tau d(s, s_o)] < \infty$ for all $t \in (-\infty, +\infty)$, then

$$\lim_{k \to \infty} \frac{1}{k} \ln \Pr\left\{d^{(k)}[f_\epsilon,k(s), f_M,k(f_\epsilon,k(s))] > \delta \right\} = r(M)$$

such that $r(M) \to \infty$ as $M \to \infty$, where the expectations are taken under $P_S$, and the probability is taken under $Q_S^{(k)}$.

**Remark 8.2** Note also that $\mathbb{E}d[f_\epsilon(s), f_M(f_\epsilon(s))] \to 0$ as $M \to \infty$. Equivalently, Lemma 8.5 states that for any $0 < \delta < \sup\{d[f_\epsilon(s), f_M(f_\epsilon(s))]: s \in \mathbb{R}\}$ and $r > 0$,

$$\lim_{k \to \infty} \frac{1}{k} \ln \Pr\left\{d^{(k)}[f_\epsilon,k(s), f_M,k(f_\epsilon,k(s))] > \delta \right\} \geq r$$

for $M$ sufficiently large.

**Third Stage Coding: $(\Delta - \epsilon - \delta)$-Admissible Quantization**

Consider transmitting the DMS $\tilde{P}_S$ over the continuous memoryless channel $W_{Y|X}$. Since $\tilde{P}_S$ has a finite alphabet $\{s_1, s_2, ..., s_M\}$, we now can employ a similar method as used in the proof of Theorem 8.3. Now we partition the $k$-dimensional source space $\tilde{S}^k$ by a sequence of type classes $\{T_{\tilde{P}_S} : \tilde{P}_S \in \mathcal{P}_k(\tilde{S})\}$.

Let $\delta$ be a number satisfying $0 < \delta < \sup\{d[f_\epsilon(s), f_M(f_\epsilon(s))]: s \in \mathbb{R}\}$. Setting “$\Delta$” in the type covering lemma (Lemma 3.5) to be $\Delta - \epsilon - \delta$, we can employ a $(\Delta - \epsilon - \delta)$-admissible
quantizer via the sets $\mathcal{C}_{P_{\tilde{S}}}$ as follows:

$$f_{\Delta-\epsilon-\delta,k} : \hat{S}^k \rightarrow \bigcup_{P_{\tilde{S}} \in \mathcal{P}_k(\tilde{S})} \mathcal{C}_{P_{\tilde{S}}}$$

such that for every $s \in \hat{S}^k$, the output of $f_{\Delta-\epsilon-\delta,k}$ with respect to $s$ has a distortion less that $\Delta - \epsilon - \delta$ and each $|\mathcal{C}_{P_{\tilde{S}}}|$ is bounded by $\exp\{k[R(P_{\tilde{S}}, \Delta - \epsilon - \delta) + \mu]\}$ for sufficiently large $k$. We denote the finite DMS at the output of $f_{\Delta-\epsilon-\delta,k}$ by $P$ with alphabet $\bigcup_{P_{\tilde{S}} \in \mathcal{P}_k(\tilde{S})} \mathcal{C}_{P_{\tilde{S}}}$ and pmf

$$P(c_{P_{\tilde{S}}}) = \sum_{s \in T_{P_{\tilde{S}}} : f_{\Delta-\epsilon-\delta,k}(s) = c_{P_{\tilde{S}}}} P_{\tilde{S}}(s), \quad c_{P_{\tilde{S}}} \in \mathcal{C}_{P_{\tilde{S}}}, \quad P_{\tilde{S}} \in \mathcal{P}_k(\tilde{S}).$$

**Fourth Stage Coding and Decoding: Lossless JSCC with Cost Constraint $\mathcal{E}$**

For the DMS $P$ and the continuous memoryless channel $W_{Y|X}$, a pair of (asymptotically) lossless JSC code

$$f_{n} : \bigcup_{P_{\tilde{S}} \in \mathcal{P}_k(\tilde{S})} \mathcal{C}_{P_{\tilde{S}}} \rightarrow \mathcal{X}^n \quad \text{and} \quad \varphi_{n} : \mathcal{Y}^n \rightarrow \bigcup_{P_{\tilde{S}} \in \mathcal{P}_k(\tilde{S})} \mathcal{C}_{P_{\tilde{S}}}$$

is applied, where the encoder is subject to a cost constraint $\mathcal{E}$, i.e., $f_n \in \mathcal{F}_n^\mathcal{E}$. Note that the decoder $\varphi_n$ creates an approximation $\hat{c} = \varphi_n(y)$ of $c_{P_{\tilde{S}}}$ based on the sequence $y$. According to a modified version of Gallager’s JSCC random-coding bound (which is derived in Appendix 8.2.3), there exists a sequence of lossless JSC codes $(\tilde{f}_{n}, \varphi_{n}, \mathcal{E})$ with bounded probability of error

$$P^{(n)}_{e}(P, W_{Y|X}, \mathcal{E}) \triangleq \Pr(\hat{c} \neq c_{P_{\tilde{S}}}) \leq \exp \left\{ -n \max_{0 \leq \rho \leq 1} \left[ E_o(W_{Y|X}, \mathcal{E}, \rho) - E_s^{(n)}(\rho, P) \right] + o(n) \right\}.$$

**Analysis of the Probability of Excess Distortion**

For the sake of simplicity, let (see Fig. 8.4)

$$\tilde{s} = f_{\epsilon,k}(s) \quad \hat{s} = f_{M,k}(\tilde{s}) \in \mathbb{T}_{P_{\tilde{S}}}$$
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\[
\begin{align*}
\mathbf{c}_{\mathbf{P}_{\mathbf{s}}} &= f_{\Delta - \epsilon - \delta, k} (\mathbf{s}) \\
x &= f_n (\mathbf{c}_{\mathbf{P}_{\mathbf{s}}}) \\
\hat{c} &= \varphi_n (y).
\end{align*}
\]

Since
\[
d^{(k)}(s, \hat{c}) \leq d^{(k)}(s, \tilde{s}) + d^{(k)}(\tilde{s}, \hat{c}) \leq \epsilon + d^{(k)}(\tilde{s}, \hat{c}),
\]
we have
\[
\begin{align*}
\Pr(d^{(k)}(s, \hat{c}) > \Delta) &\leq \Pr(d^{(k)}(s, \hat{c}) > \Delta - \epsilon) \\
&\leq \Pr\left(d^{(k)}(s, \hat{c}) > \Delta - \epsilon, d^{(k)}(\tilde{s}, \hat{c}) < \delta\right) + \Pr(d^{(k)}(\tilde{s}, \hat{c}) \geq \delta) \\
&\leq \Pr\left(d^{(k)}(\tilde{s}, \hat{c}) > \Delta - \epsilon - \delta\right) + \Pr(d^{(k)}(\tilde{s}, \hat{c}) \geq \delta),
\end{align*}
\]
where the probabilities are taken under the joint distribution \(Q^{(k)}_S (\cdot) W^{(n)}_{Y|X}(\cdot)\). According to the \((\Delta - \epsilon - \delta)\)-admissible quantization rule, \(d^{(k)}(\tilde{s}, \hat{c}) > \Delta - \epsilon - \delta\) implies that \(\mathbf{c}_{\mathbf{P}_{\mathbf{s}}} \neq \hat{c}\), therefore, we can further bound
\[
\begin{align*}
\Pr(d^{(k)}(s, \hat{c}) > \Delta) &< \Pr(\mathbf{c}_{\mathbf{P}_{\mathbf{s}}} \neq \hat{c}) + \Pr(d^{(k)}(\tilde{s}, \hat{c}) \geq \delta) \\
&\leq \exp\left\{-n \max_{0 \leq \rho \leq 1} \left[E_o(W_{Y|X}, \mathcal{E}, \rho) - E_s^{(n)}(\rho, P)\right] + o(n)\right\} + \Pr(d^{(k)}(\tilde{s}, \hat{c}) \geq \delta)
\end{align*}
\]
for \(k\) sufficiently large. It follows from Lemma 8.5 (also see the remark after it) that
\[
\lim_{k \to \infty} -\frac{1}{k} \ln \Pr(d^{(k)}(\tilde{s}, \hat{c}) \geq \delta) \to \infty
\]
as \(M \to \infty\). When we take the sum of two exponential functions that both converge to 0, the one with a smaller convergence rate would dominate the exponential behavior of the sum. Therefore, for sufficiently large \(M\) which only depends on \(\delta\), noting that \(k = \tau n\), we have
\[
\begin{align*}
\liminf_{n \to \infty} -\frac{1}{n} \ln \Pr(d^{(k)}(s, \hat{c}) > \Delta) &\geq \liminf_{n \to \infty} \max_{0 \leq \rho \leq 1} \left[E_o(W_{Y|X}, \mathcal{E}, \rho) - E_s^{(n)}(\rho, P)\right]. \quad (8.53)
\end{align*}
\]
8.5. Conclusion

Consequently, it can be shown by using the method of types (in a similar manner as the proof of Theorem 8.3) that for $M$ sufficiently large

$$\lim_{n \to \infty} E_s^{(n)}(\rho, P) \leq \tau E(\tilde{P}_S, \Delta - \epsilon - \delta, \rho).$$

Using Lemmas 8.4 and 8.3 successively, we can approximate $E(\tilde{P}_S, \Delta - \epsilon - \delta, \rho)$ by

$$\lim_{n \to \infty} E_s^{(n)}(\rho, P) \leq \tau E(\tilde{P}, \Delta - \epsilon - 2\delta, \rho) \leq \tau E(Q_S, \Delta - 2\epsilon - 2\delta, \rho). \quad (8.54)$$

Finally, substituting (8.54) back into (8.53), and letting $\epsilon \to 0$ and $\delta \to 0$, we complete the proof of Theorem 8.7.

8.5 Conclusion

In this chapter, we investigated the JSCC excess distortion exponent $E_J^{\Delta, \mathcal{E}}$ for memoryless communication systems with continuous alphabets. For the Gaussian system with the squared-error source distortion measure and a power channel input constraint, we derived upper and lower bounds for the excess distortion exponent. The bounds extend the earlier results for discrete systems (Chapters 5 and 7) in such a way that the lower/upper bound can be expressed in terms of the sum of source and channel exponents. They can also be expressed in equivalent parametric forms as differences of source and channel functions. We then extended these bounds to Laplacian-Gaussian source-channel pairs with the magnitude-error distortion. By employing a different technique, we established a lower bound (of similar parametric form) for $E_J^{\Delta, \mathcal{E}}$ for a class of memoryless source-channel pairs under a metric distortion measure and some finiteness condition. For the Gaussian system, a sufficient and necessary condition for which the two bounds of $E_J^{\Delta, \mathcal{E}}$ coincide was provided. It was observed that the two bounds coincide for lots of source-channel parameters, thus exactly determining $E_J^{\Delta, \mathcal{E}}$. 
Chapter 9

Multi-Terminal Systems:
Asymmetric 2-User Discrete Memoryless Systems

In the previous chapters, we investigated the JSCC reliability function for discrete and continuous single-user systems. It is of natural interest to study the JSCC error exponent for multi-terminal source-channel systems.

In this chapter, we address the asymmetric 2-user source-channel coding system depicted in Fig. 9.1. Two discrete memoryless correlated source messages \((s, l) \in S^{\tau n} \times L^{\tau n}\) drawn from a joint distribution \(Q_{SL} \in S \times L\), consisting of a common source message \(s\) and a private source message \(l\) of length \(\tau n\), are transmitted over a discrete memoryless asymmetric communication channel described by \(W_{YZ|UX} \in P(Y \times Z|U \times X)\) with block codes of length \(n\), where \(\tau > 0\) (measured in source symbol/channel use) is the overall transmission rate. The common source can be accessed by both encoders, but the private source can only be observed by one encoder (say, Encoder 1). In this set-up, the goal is to send the common information to both receivers, and send the private information to only one receiver (say, Decoder 1).

It is worthwhile to point out that the asymmetric 2-user system can be specialized to

Figure 9.1: Transmitting two CS over the asymmetric 2-user communication channel.

The following two classical asymmetric multi-terminal scenarios.

(a) The CS-AMAC system: If we remove Decoder 2 from Fig. 9.1, and let $|Z| = 1$, then the channel reduces to a multiple-access channel $W^{(n)}_{Y^1 | U^1 X}$, and the coding problem reduces to transmitting two correlated sources (CS) over an asymmetric multiple-access channel (AMAC) with one receiver.

(b) The CS-ABC system: If we remove Encoder 2 from Fig. 9.1, and let $|U| = 1$, then the channel reduces to a broadcast channel $W^{(n)}_{Y | U X}$, and the coding problem reduces to transmitting two CS over an asymmetric broadcast channel (ABC) with one transmitter.

The sufficient and necessary condition for the reliable transmission of CS over the AMAC – i.e., the JSCC theorem for the CS-AMAC system – has been derived with single letter characterization in [20]. For the CS-ABC system, neither the sufficient nor the necessary condition is known to the best of our knowledge. In this chapter, we study a refined version of the JSCC theorem for the general asymmetric 2-user system (depicted in Fig. 9.1), by investigating the achievable JSCC error exponent pair (for two receivers) as well as the system JSCC error exponent, i.e., the largest convergence rate of asymptotic exponential decay of the system (overall) probability of erroneous transmission. We also apply our results to the CS-AMAS and CS-ABC systems.

At this point we pause to mention some related works in the literature on the multi-
terminal JSCC of CS. The JSCC theorem for transmitting two CS over a (symmetric) multiple access channel (each encoder can only access one source) has been studied in [1, 28, 35, 56, 58, 76], and the JSCC theorem for transmitting two CS over a (symmetric) broadcast channel (each decoder needs to reconstruct one source) has been addressed in [27, 48]. These works focus on the case when the overall transmission rate $\tau$ is 1 and establish some sufficient and/or necessary conditions for which the sources can be reliably transmitted over the channel. However, for both (symmetric) systems, no matter whether the transmission rate $\tau$ is 1 or not, the tight sufficient and necessary condition (JSCC theorem) with single-letter characterization is still unknown.

In Section 9.1 we formally describe the 2-user source-channel system and define achievable error exponents and the system JSCC error exponent. The idea of superposition encoding for the 2-user asymmetric system is next introduced in Section 9.2.

By employing the joint type packing lemma and generalized maximum mutual information decoders, we establish in Section 9.3 achievable exponential upper bounds for the probabilities of erroneous transmission over an augmented 2-user channel $W_{YZ|TUX}$ for a given triple of $n$-length sequences $(t, u, x)$; see Proposition 9.1. Here, the augmented channel $W_{YZ|TUX}$ is induced from the original 2-user channel $W_{YZ|UX}$ by adding an auxiliary random variable (RV) $T$ such that $T$, $(UX)$, and $(YZ)$, form a Markov chain in this order. We introduce the RV $T$ because we will employ superposition encoding which maps a source message pair $(s, l)$ to a codeword triplet $(t, u, x)$, where $t$ is the auxiliary superposition codeword. For the asymmetric 2-user system, since one of the encoders has full access to both sources, it knows the output of the other encoder. By properly designing the two (superposition) encoders, we apply Proposition 9.1 to establish a universally achievable error exponent pair for the two receivers (namely, the pair of exponents can be achieved by a sequence of source-channel codes independently of the statistics of the source and the channel); this generalizes Körner and Sgarro’s exponent pair for ABC coding (with uniformly distributed message sets) [59]. We also employ Proposition 9.1 to establish a lower bound for the system JSCC error exponent.

Note that one consequence of our results is a sufficient condition (forward part) for
9.1 System Description

Let \( W_{YZ|UX} \in P(Y \times Z|U \times X) \) be a 2-user discrete memoryless channel with finite input alphabet \( U \times X \), finite output alphabet \( Y \times Z \), and a transition distribution \( W_{YZ|UX}(y, z|u, x) \) such that the \( n \)-tuple transition probability is

\[
W_{YZ|UX}^{(n)}(y, z|u, x) = \prod_{i=1}^{n} W_{YZ|UX}(y_i, z_i|u_i, x_i),
\]

where \( u \in U \), \( x \in X \), \( y \in Y \), \( z \in Z \), \( u \triangleq (u_1, ..., u_n) \in U^n \), \( x \triangleq (x_1, ..., x_n) \in X^n \), \( y \triangleq (y_1, ..., y_n) \in Y^n \), and \( z \triangleq (z_1, ..., z_n) \in Z^n \). Denote the marginal transition distributions of \( W_{YZ|UX} \) at its \( Y \)-output (respectively \( Z \)-output) by \( W_{Y|UX} \triangleq \sum_{Z} W_{YZ|UX} \) (respectively \( W_{Z|UX} \triangleq \sum_{Y} W_{YZ|UX} \)). The marginal distributions of \( W_{YZ|UX}^{(n)} \) are denoted by \( W_{Y|UX}^{(n)} \) and \( W_{Z|UX}^{(n)} \), respectively.

Consider two discrete memoryless CS with a generic joint distribution \( Q_{SL} \) defined on the finite alphabet \( S \times L \) such that the \( k \)-tuple joint distribution is

\[
Q_{SL}^{(k)}(s, l) = \prod_{i=1}^{k} Q_{SL}(s_i, l_i),
\]

where \( (s, l) \in S \times L \), and \( (s, l) \triangleq ((s_1, l_1), ..., (s_k, l_k)) \in S^k \times L^k \). For each pair of source messages \( (s, l) \) drawn from the above joint distribution, we need to transmit the common
message \( s \) over the channel \( W_{YZ|UX} \) to Receivers \( Y \) and \( Z \) and transmit the private message I only to Receiver \( Y \).

A JSC code with block length \( n \) and positive transmission rate \( \tau \) (source symbol/channel use) for transmitting \( Q_{SL} \) through \( W_{YZ|UX} \) is a quadruple of mappings, \((f_n, g_n, \varphi_n, \psi_n)\), where

\[
f_n : S^{\tau n} \times L^{\tau n} \rightarrow X^n
\]

and

\[
g_n : S^{\tau n} \rightarrow U^n
\]

are called encoders, and

\[
\varphi_n : Y^n \rightarrow S^{\tau n} \times L^{\tau n}
\]

and

\[
\psi_n : Z^n \rightarrow S^{\tau n}
\]

are referred to as \( Y \)-decoder and \( Z \)-decoder, respectively; see Fig. 9.1.

The probabilities of \( Y \)- and \( Z \)-error are given by

\[
P_{Ye}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) \triangleq \Pr\{\varphi_n(Y^n) \neq (S^{\tau n}, L^{\tau n})\}
\]

\[
= \sum_{s,l} Q_{SL}^{(\tau n)}(s,l) \sum_{y: \varphi_n(y) \neq (s,l)} W_{Y|UX}^{(n)}(y|u,x)
\]

(9.1)

and

\[
P_{Ze}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) \triangleq \Pr\{\psi_n(Z^n) \neq S^{\tau n}\} = \sum_{s,l} Q_{SL}^{(\tau n)}(s,l) \sum_{z: \psi_n(z) \neq s} W_{Z|UX}^{(n)}(z|u,x)
\]

(9.2)

where \( x \triangleq f_n(s,l) \) and \( u \triangleq g_n(s) \) are the corresponding codewords of the source message pair \((s,l)\) and the source message \( s \), and \( y \) and \( z \) are the received codewords at the Receivers \( Y \) and \( Z \), respectively. Since we will study the exponential behavior of these probabilities using the method of types, it might be a better way to rewrite the probabilities of \( Y \)- and \( Z \)-error as a sum of probabilities of types

\[
P_{ie}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) = \sum_{P_{SL} \in \mathcal{P}_{\tau n}(S \times L)} Q_{SL}^{(\tau n)}(T_{SL}) P_{ie}(T_{SL}), \quad i = Y, Z
\]

(9.3)
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where \(T_{SL} \triangleq T_{PSL}\), and
\[
\Pr_{Ye}(T_{SL}) = \frac{1}{|T_{SL}|} \sum_{(s,l) \in T_{SL}} \sum_{y: \phi_n(y) \neq (s,l)} W^{(n)}_{Y|UX}(y|u,x) \tag{9.4}
\]
and
\[
\Pr_{Ze}(T_{SL}) = \frac{1}{|T_{SL}|} \sum_{(s,l) \in T_{SL}} \sum_{z: \psi_n(z) \neq s} W^{(n)}_{Z|UX}(z|u,x). \tag{9.5}
\]

We say that the JSCC error exponent pair \((E_{AY}, E_{AZ})\) is achievable with respect to \(\tau > 0\) if there exists a sequence of JSC codes \((f_n, g_n, \varphi_n, \psi_n)\) with transmission rate \(\tau\) such that the probabilities of \(Y\)-error and \(Z\)-error are simultaneously bounded by
\[
P^{(n)}_{ie}(Q_{SL}, W_{YZ|UX}, \tau) \leq 2^{-n[E_{Ai} - \delta]}, \quad i = Y, Z \tag{9.6}
\]
for \(n\) sufficiently large and any \(\delta > 0\). As the point-to-point system, we denote the system (overall) probability of error by
\[
P^{(n)}_{e}(Q_{SL}, W_{YZ|UX}, \tau) \triangleq \Pr \{ \{ \varphi_n(Y^n) \neq (S^{\tau n}, L^{\tau n}) \} \cup \{ \psi_n(Z^n) \neq S^{\tau n} \} \}, \tag{9.7}
\]
where \((S^{\tau n}, L^{\tau n})\) are drawn according to \(Q^{(rn)}_{SL}\).

**Definition 9.1** Given CS \(Q_{SL}\), 2-user discrete memoryless channel \(W_{YZ|UX}\) and transmission rate \(\tau > 0\), the system JSCC error exponent \(E_J(Q_{SL}, W_{YZ|UX}, \tau)\) is defined as supremum of the set of all numbers \(E\) for which there exists a sequence of JSC codes \((f_n, g_n, \varphi_n, \psi_n)\) with blocklength \(n\) and transmission rate \(\tau\) such that
\[
E \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P^{(n)}_{e}(Q_{SL}, W_{YZ|UX}, \tau). \tag{9.8}
\]

Since the system probability of error must be larger than \(P^{(n)}_{Ye}\) and \(P^{(n)}_{Ze}\) defined by (9.1) and (9.2), and is also upper bounded by the sum of the two, it follows that for any sequence of JSC codes \((f_n, g_n, \varphi_n, \psi_n)\)
\[
\liminf_{n \to \infty} -\frac{1}{n} \log_2 P^{(n)}_{e}(Q_{SL}, W_{YZ|UX}, \tau) = \liminf_{n \to \infty} -\frac{1}{n} \log_2 \max \left( P^{(n)}_{Ye}, P^{(n)}_{Ze} \right). \tag{9.9}
\]
9.2 Superposition Encoding for Asymmetric 2-User Channels

Given an asymmetric 2-user channel $W_{YZ|UX}$, at the encoder side, we can artificially augment the channel input alphabet by introducing an auxiliary (arbitrary and finite) alphabet $T$, and then look at the channel as a discrete memoryless channel $W_{YZ|TUX} = W_{YZ|UX}$ with marginal distributions $W_{Y|TUX}$ and $W_{Z|TUX}$ such that

$$W_{Y|TUX}(y, z|t, u, x) = W_{Y|UX}(y, z|u, x)$$

for any $t \in T$, $u \in U$, $x \in X$, $y \in Y$, and $z \in Z$. In other words, we introduce a dummy RV $T \in T$ such that $T$, $(U, X)$, and $(Y, Z)$ form a Markov chain in this order, i.e., $T \rightarrow (U, X) \rightarrow (Y, Z)$.

The idea of superposition coding is described as follows. The encoder $g_n$ first maps the source message $s$ to a pair of $n$-length sequences $(t, u) \in T^n \times U^n$ with a fixed type, say $P_{TU}$, and then sends the codeword $u$ over the channel. The encoder $f_n$ first maps each pair
(s, l) to a triple of sequences \((t, u, x)\) ∈ \(T^n × U^n × X^n\) such that \(x \in \mathcal{T}_{P_{X|TU}}(t, u)\), then \(f_n\) sends the codeword \(x\) over the channel. In other words, \(f_n\) maps \((s, l)\) to the same \((t, u)\) as \(g_n\) such that \((t, u, x)\) has a joint type \(P_{TU}P_{X|TU}\).

Since \(W_{YZ|TUX}^{(n)}(y, z|t, u, x)\) is equal to \(W_{Y|UX}^{(n)}(y, z|u, x)\) and is independent of \(t\), transmitting the codewords \((u, x)\) through the channel \(W_{Y|UX}\) can be viewed as transmitting the codewords \((t, u, x)\) over the augmented channel \(W_{YZ|TUX}\). Here, the common outputs of \(g_n\) and \(f_n\), \((t, u)\)'s, are called auxiliary cloud centers according to the traditional superposition coding notion [16], which convey the information of the common message \(s\), and the codewords \(x\)'s corresponding to the same \((t, u)\) are called satellite codewords of \((t, u)\), which contain both the common and private information. At the decoding stage, Receiver \(Z\) only needs to figure out which cloud \((t, u)\) was transmitted, and Receiver \(Y\) needs to estimate not only the cloud but also the satellite codeword \(x\); see Fig. 9.2. We next employ superposition encoding to derive the achievable error exponent pair and the lower bound of system JSCC error exponent.

### 9.3 Universal Achievable Exponent Pair and a Lower Bound for \(E_J\)

Given arbitrary and finite alphabet \(T\), for any joint distribution \(P_{TUX} \in \mathcal{P}(T × U × X)\) and every \(R_1 > 0, R_2 > 0\), define

\[
E_Y(R_1, R_2, W_{Y|TUX}, P_{TUX}) \triangleq \min_{V_{Y|TUX}} \left[ D(V_Y|TUX \parallel W_Y|TUX|P_{TUX}) 
+ \min \left( \left| I_{P_{TUX}V_{Y|TUX}}(T, U, X; Y) - (R_1 + R_2) \right|^+, \left| I_{P_{TUX}V_{Y|TUX}}(X; Y|T, U) - R_2 \right|^+ \right) \right], \tag{9.10}
\]

and

\[
E_Z(R_1, R_2, W_{Z|TUX}, P_{TUX}) 
\triangleq \min_{V_{Z|TUX}} \left[ D(V_Z|TUX \parallel W_Z|TUX|P_{TUX}) + \left| I_{P_{TUX}V_{Z|TUX}}(T, U; Z) - R_1 \right|^+ \right], \tag{9.11}
\]
9.3. Universal Achievable Exponent Pair and a Lower Bound for $E_J$

where $|x|^+ = \max(0, x)$, and the outer minimum in (9.10) (respectively (9.11)) is taken over all conditional distributions on $P(Y|T \times U \times X)$ (respectively $P(Z|T \times U \times X)$). Note that $E_Z$ only depends on $R_1$, but as will be seen, it is convenient to write $E_Z$ as a function of $R_1$ and $R_2$. It immediately follows by definition that $E_Y(R_1, R_2, W_{Y|TU}, P_{TU})$ is zero if and only if at least one of the following is satisfied

$$R_1 + R_2 \geq I_{P_{TU}} w_{Y|TU}(T, U, X, Y),$$  \hspace{1cm} (9.12)  

$$R_2 \geq I_{P_{TU}} w_{Y|TU}(X, Y|T, U),$$ \hspace{1cm} (9.13)

and $E_Z(R_1, R_2, W_{Z|TU}, P_{TU})$ is zero if and only if

$$R_1 \geq I_{P_{TU}} w_{Z|TU}(T, U, Z).$$ \hspace{1cm} (9.14)

Using Lemma 3.2 and employing generalized maximum mutual information decoders at the two receivers, we can prove the following auxiliary bounds.

**Proposition 9.1** Given finite sets $T$, $U$, $X$, $Y$, $Z$, a sequence of positive integers $\{m_n\}$, and a sequence of positive integers $\{m'_n\}$ associated with every $i = 1, 2, ..., m_n$ with

$$\frac{1}{n} \log_2 m_n \to 0 \quad \text{and} \quad \frac{1}{n} \log_2 \max_i m'_n \to 0,$$

for any $\delta > 0$, $n$ sufficiently large, arbitrary (not necessarily distinct) types $P_{(TU)} \in P_n(T \times U)$ and conditional types $P_{X_j|(TU)} \in P_n(X|P_{(TU)})$, and positive integers $N_i$ and $M_{ij}$, $i = 1, 2, ..., m_n$ and $j = j(i) = 1, 2, ..., m'_n$ with $R_i < H_{P_{(TU)}}(T, U) - \delta$ and $R_{ij} < H_{P_{(TU)}, P_{X_j|(TU)}}(X|T, U) - \delta$, where $R_i \triangleq \frac{1}{n} \log_2 N_i$ and $R_{ij} \triangleq \frac{1}{n} \log_2 M_{ij}$, there exist $m_n$ disjoint subsets $\Omega_i = \{(t, u)^{(i)}_p\}_{p=1}^{N_i} \subseteq \mathcal{T}_{(TU)}$, $m'_n$ disjoint subsets

$$\Omega_{ij}((t, u)^{(i)}_p) = \left\{\left((t, u)^{(i)}_p, x_{p, q}^{(j)}\right)\right\}_{q=1}^{M_{ij}},$$

with $x_{p, q}^{(j)} \in \mathcal{T}_{X_j|(TU)}((t, u)^{(i)}_p)$ for every $(t, u)^{(i)}_p \in \Omega_i$ and every $i$, and a pair of mappings (decoding functions) $\varphi_n^{(0)} : Y^n \to \Omega$ and $\psi_n^{(0)} : \mathcal{Y} \to \Omega$, where $\Omega \triangleq \bigcup_{ij} \Omega_{ij}$, where $\Omega_{ij} = \bigcup_{p=1}^{N_i} \Omega_{ij}((t, u)^{(i)}_p)$, such that the probabilities of erroneous transmission of a triplet
(t, u, x) ∈ Ω over the augmented channel \( W_{Y|TUX} \) using decoders \((\varphi_n^{(0)}, \psi_n^{(0)})\) are simultaneously bounded by

\[
P_{Y^n}(t, u, x) \triangleq \sum_{y: \varphi_n^{(0)}(y) \neq (t, u, x)} W_{Y|TUX}^{(n)}(y|t, u, x)
\leq 2^{-n \left[ E_Y \left( R_i, R_{ij}, W_{Y|TUX}, P_{(TU)_i}, P_{X|J(TU)_i} \right) - \delta \right]}
\tag{9.15}
\]

and

\[
P_{Z^n}(t, u, x) \triangleq \sum_{z: \psi_n^{(0)}(z) = ((t, u)', x')} W_{Z|TUX}^{(n)}(z|t, u, x)
\leq 2^{-n \left[ E_Z \left( R_i, R_{ij}, W_{Z|TUX}, P_{(TU)_i}, P_{X|J(TU)_i} \right) - \delta \right]}
\tag{9.16}
\]

if \(((t, u), x) \in \Omega_{ij}\) for every \(i, j\).

**Proof:** We apply the packing lemma (Lemma 3.2) and a generalized maximum mutual information decoding rule. In the sequel of the proof, we look at \(TU\) (respectively \(X\)) as the RV \(A\) (respectively \(B\)) in Lemma 3.2. For the \(\{m_n\}, \{m'_n\}, P_{(TU)_i}, P_{X|J(TU)_i}\) given in Proposition 9.1, according to Lemma 3.2, there exist pairwise disjoint subsets \(\Omega_i\) and \(\Omega_{ij}((t, u)^{(i)})\) satisfying (3.4), (3.5), and (3.6) for every \(1 \leq i \leq m_n, 1 \leq j \leq m'_n, 1 \leq p \leq N_i, V_{(TU)_i|TU} \in \mathcal{P}_n(T \times U|T \times U),\) and \(V_{(TU)_i|X|TU} \in \mathcal{P}_n(T \times U \times X|T \times U \times X),\) with the exception of the two cases that \(i = k\) and \(V_{(TU)_i|TU}\) is the conditional distribution such that \(V_{(TU)_i|TU}((t, u)^{(i)}|t, u))\) is \(1\) if \((t, u)^{(i)} = (t, u)\) and \(0\) otherwise, and that \(i = k, j = l\) and \(V_{(TU)_i|X|TU}\) is the conditional distribution such that \(V_{(TU)_i|X|TU}((t, u)^{(i)}, x'|t, u, x)\) is \(1\) if \((t, u)^{(i)} = (t, u), x' = x\) and \(0\) otherwise. Let

\[
\Omega_{ij} = \bigcup_{p=1}^{N_i} \Omega_{ij}((t, u)^{(i)}) \quad \text{and} \quad \Omega = \bigcup_{ij} \Omega_{ij}.
\]

We shall show that for such \(\Omega_{ij}\), there exists a pair of mappings \((\varphi_n^{(0)}, \psi_n^{(0)})\) such that (9.15) and (9.16) are satisfied.

We first show that there exists a \(Y\)-decoder \(\varphi_n^{(0)}\) such that (9.15) holds. For any \(((t, u), x) \in \Omega\) and \(y \in \mathcal{Y}_n\), let

\[
\alpha((t, u), x; y) \triangleq I((t, u), x; y) - (R_i + R_{ij}).
\]
where $R_i = \frac{1}{n} \log_2 N_i$ and $R_{ij} = \frac{1}{n} \log_2 M_{ij}$ if $((t, u), x) \in \Omega_{ij}$. Define $Y$-decoder $\varphi_n^{(0)} : \mathcal{Y}^n \to \Omega$ by

$$
\varphi_n^{(0)}(y) \triangleq \arg\max_{((t, u), x) \in \Omega} \alpha((t, u), x; y).
$$

Using the decoder $\varphi_n^{(0)}$, we can upper bound the probability of error (assuming that $((t, u), x) \in \Omega_{ij}$ is sent through the channel) as follows

$$
P_{Y_e}^{(n)}((t, u), x) = W_{Y|TU}^{(n)} \left( \{ y : \varphi_n^{(0)}(y) \neq ((t, u), x) \} \big| (t, u), x \right)
\leq \sum_{\tilde{V}_{Y|TU} \in \mathcal{P}_n(Y|P_{TU}, X)} W_{Y|TU}^{(n)} \left( \mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \bigcap \{ y : \varphi_n^{(0)}(y) \neq ((t, u), x) \} \big| (t, u), x \right).
$$

For any particular $\tilde{V}_{Y|TU}$, since

$$
\{ y : \varphi_n^{(0)}(y) \neq ((t, u), x) \}
= \left\{ y : \varphi_n^{(0)}(y) = (\begin{pmatrix} y' \\ x' \end{pmatrix}, (t, u) \neq (t, u)) \right\} \bigcup \left\{ y : \varphi_n^{(0)}(y) = (\begin{pmatrix} y' \\ x' \end{pmatrix}, x' \neq x) \right\},
$$

we can upper bound

$$
W_{Y|TU}^{(n)} \left( \mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \bigcap \{ y : \varphi_n^{(0)}(y) \neq ((t, u), x) \} \big| (t, u), x \right)
\leq \sum_{y \in \mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \cap E_1} W_{Y|TU}^{(n)} (y|t, u, x) + \sum_{y \in \mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \cap E_2} W_{Y|TU}^{(n)} (y|t, u, x).
$$

According to Lemma 3.1 when $((t, u), x) \in \Omega_{ij} \subseteq \mathbb{T}_{(TU), X}$ and $y \in \mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x)$, we have the following identity

$$
W_{Y|TU}^{(n)} (y|(t, u), x) = 2^{-n} \left[ D(\tilde{V}_{Y|TU} || W_{Y|TU} | P_{TU}, X) + H_{P_{TU}, X} \tilde{V}_{Y|TU} (Y|T, U, X) \right].
$$

This means that we only need to bound $\mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \cap E_1$ and $\mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \cap E_2$.

**Upper Bound on** $|\mathbb{T}_{\tilde{V}_{Y|TU}} ((t, u), x) \cap E_1|$.

If we fix a $k = 1, 2, ..., m_n$ and a $l = 1, 2, ..., m_{kn}'$, then $E_1$ is the set of all $y$ such that there exist some $((t, u)', x') \in \Omega_{kl}$, $(t, u) \neq (t, u)$, $((t, u), x, (t, u)\prime, x', y)$ admits a joint type
where \( P_{TU}X(TU)X'Y \) are the corresponding marginal distributions induced by \( P_{TU}X(TU)X'Y \). Thus, \( \mathcal{T}_{Y|TUX}(t,u,x) \cap \mathcal{E}_1 \) can be written as a union of subsets

\[
\mathcal{T}_{Y|TUX}(t,u,x) \cap \mathcal{E}_1 = \bigcup_{k=1}^{m_n} \bigcup_{l=1}^{m'_n} \bigcup_{i=1}^{m_k} \mathcal{F}_{k,l}(t,u,x, P_{TU}X(TU)X'Y)
\]

where

\[
\mathcal{C}_{k,l}(t,u,x) \triangleq \begin{cases} 
P_{TU}X = P_{(t,u)x} = P_{(TU),X_j}, \\
P_{TU}X' = P_{(TU),X'}, \\
P_{Y|TUX} = \mathcal{V}_{Y|TUX}, \\
I_{P_{TU}X(TU)X'Y}((T,U)',X';Y) - (R_k + R_{kl}) \\
\geq I_{P_{TU}X(Y|TUX)}((T,U),X;Y) - (R_{i} + R_{ij})
\end{cases}
\]

where \( P_{TU}X, P_{TU}X' \), and \( P_{Y|TUX} \), etc, are the corresponding marginal and conditional distributions induced by \( P_{TU}X(TU)X'Y \), and

\[
\mathcal{F}_{k,l}(t,u,x, P_{TU}X(TU)X'Y) \triangleq \left\{ y : \exists ((t,u)',x') \in \mathcal{T}_{TU}X(TU)X'Y, ((t,u),x,(t,u)',x',y) \in \mathcal{T}_{TU}X(TU)X'Y, \text{ such that } ((t,u)',x') \in \Omega_{kl}, (t,u) \neq (t,u) \right\}
\]
where $T_{(TU)X(TU)'X'Y}$ \(= T_{P(TU)X(TU)'X'Y} \). Clearly, given any $k, l$, and $P_{(TU)X(TU)'X'Y}$, 

\[
\begin{align*}
|\mathcal{F}_{k,l}((t, u), x, P_{(TU)X(TU)'X'Y})| \\
\leq & \left| \left\{ ((t, u)', x', y) : ((t, u), x, (t, u)', x', y) \in T_{(TU)X(TU)'X'Y} \right\} \right| \\
= & \left| \left\{ ((t, u)', x') : ((t, u), x, (t, u)', x') \in T_{(TU)X(TU)'X'} \right\} \right| \\
& \times |\mathbb{T}_{Y|(TU)X(TU)'X'}((t, u), x, (t, u)', x')| \\
\leq & N_k M_{kl} 2^{-n} [I_{P(TU)X(TU)'X'}((T, U), X; (T, U)', X') - \eta] \times 2^{n H_{P(TU)X(TU)'X'Y}((Y|(T, U), X; (T, U), X')}
\end{align*}
\]

(9.22)

where the last inequality follows from Lemma 3.2. Meanwhile, when $((t, u), x) \in \Omega_{ij}$, the following simple bound also holds

\[
|\mathcal{F}_{k,l}((t, u), x, P_{(TU)X(TU)'X'Y})| \leq |\mathbb{T}_{Y|(TU)X}((t, u), x)| \leq 2^{n H_{P(TU)X}((Y|(T, U), X)} = 2^{n H_{P(TU)_iX_j} Y_{(TU)X} X_{(TU)} X_{(TU)'Y}}
\]

(9.23)

since for each $T_{(TU)X(TU)'X'Y} \in \mathcal{C}_{k,l}((t, u), x)$, we have $P_{(TU)X} = P_{((TU)_iX_j}$, $P_{Y|(TU)X} = Y_{(TU)X}$ and hence $P_{(TU)_iX_j} Y_{(TU)X}$. Now substituting the following inequality (cf. (6.31))

\[
\begin{align*}
H_{P(TU)X(TU)'X'}((Y|(T, U), X; (T, U)', X') - I_{P(TU)X(TU)'X'}((T, U), X; (T, U)', X') \\
= H_{P(TU)X}((Y|(T, U), X) - I_{P(TU)X(TU)'X'}((T, U)', X'; (T, U), X, Y) \\
\leq H_{P(TU)X}((Y|(T, U), X) - I_{P(TU)'X'Y}((T, U)', X', Y)
\end{align*}
\]

(9.24)

into (9.22), combining with (9.23) together, we obtain

\[
|\mathcal{F}_{k,l}((t, u), x, P_{(TU)X(TU)'X'Y})| \\
\leq 2^{n [H_{P(TU)_iX_j Y_{(TU)X} X_{(TU)'Y}} - |I_{P(TU)'X'Y}((T, U)', X', Y) - (R_k + R_{kl})|^+].}
\]

(9.25)
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Again recall that for $P_{(TU)X|TYX'Y'} \in C_{k,l}((t, u), x)$, $P_{(TU)XY} = P_{(TU)}, X, Y | X_{XY}$, and note that

$$I_{P_{(TU)X}}((T, U), X; Y) - (R_k + R_{kl}) \geq I_{P_{(TU)XY}}((T, U), X; Y) - (R_i + R_{ij}).$$

This implies when $P_{(TU)X|TYX'Y'} \in C_{k,l}((t, u), x)$

$$|F_{k,l}((t, u), x, P_{(TU)X|TYX'Y'})| \leq 2^n \left[ H_{P_{(TU)}, X, Y | X_{XY}}((Y | (T, U), X) - I_{P_{(TU)}, X, Y | X_{XY}}((T, U), X; Y) - (R_i + R_{ij})) \right],$$

and hence

$$|T_{V_{(TU)X}}((t, u), x) \cap E_1| \leq m_n \left( \max_i m_i' \right) (n + 1)|T \times U| |X| |Y| \times n \left[ H_{P_{(TU)}, X, Y | X_{XY}}((Y | (T, U), X) - I_{P_{(TU)}, X, Y | X_{XY}}((T, U), X; Y) - (R_i + R_{ij})) \right],$$

since by Lemma 3.1

$$|C_{k,l}((t, u), x)| \leq |P_n(T^2 \times U^2 \times X^2 \times Y^2)| \leq (n + 1)|T \times U| |X| |Y|.$$

**Upper Bound on** $|T_{V_{(TU)X}}((t, u), x) \cap E_2|$. If we fix an $i = 1, 2, ..., m_n$ and an $l = 1, 2, ..., m_i'$, then $E_2$ is the set of all $y$ such that there exist some $((t, u), x') \in \Omega_i$, $x' \neq x$, $((t, u), x, x', y)$ admits a joint type $P_{(t, u)xx'y} \in P_n(T \times U \times X \times Y \times X)$, and

$$I((t, u), x'; y) - (R_i + R_{il}) \geq I((t, u), x; y) - (R_i + R_{ij}). \quad (9.27)$$

Using the identity

$$I((T, U), X; Y) = I(T, U; Y) + I(X; Y | T, U),$$

on both sides of (9.27) we see it is equivalent to

$$I(x'; y | t, u) - R_{il} \geq I(x; y | t, u) - R_{ij}. \quad (9.28)$$
Note that (9.28) can be represented as for dummy R.V.’s \(( TU \in T \times U, X \in \mathcal{X}, X' \in \mathcal{X}, \) and \( Y \in \mathcal{Y}, \) the following holds under the joint distribution \( P_{(TU)XX'Y} = P_{(t,u)XX'Y}, \)

\[
I_{P(TU)XX'Y}(X'; Y|T, U) - R_\delta \geq I_{P(TU)XY}(X; Y|T, U) - R_\delta,
\]

where \( P_{(TU)XY} \) and \( P_{(TU)XY} \) are the corresponding marginal distributions induced by \( P_{(TU)XX'Y} \). Thus, \( T_{Y|T(U)} ((t, u), x) \cap \mathcal{E}_2 \) can be written as a union of subsets

\[
T_{Y|T(U)} ((t, u), x) \cap \mathcal{E}_2 = \bigcup_{l=1}^{m_{in}} \bigcup_{P_{(TU)XX'Y} \in C_l((t, u), x)} \mathcal{F}_l((t, u), x, P_{(TU)XX'Y})
\]

where

\[
C_l((t, u), x) \triangleq \left\{ \begin{array}{l}
P_{(TU)XX'Y} \\
P_{(TU)XX'Y} = P_{(t,u)X} = P_{(TU)_j}, \\
e \in \mathcal{P} (T \times U \times \mathcal{X} \times \mathcal{Y}) : \\
I_{P_{(TU)XX'Y}}(X'; Y|T, U) - R_\delta \\
\geq I_{P(TU)XY}(X; Y|T, U) - R_\delta
\end{array} \right\},
\]

where \( P_{(TU)_j}, P_{(TU)_j}, \) and \( P_{(TU)_j}, \) etc, are the corresponding marginal and conditional distributions induced by \( P_{(TU)XX'Y} \), and

\[
\mathcal{F}_l((t, u), x, P_{(TU)XX'Y}) \triangleq \left\{ y : \exists ((t, u), x') \nonumber ((t, u), x, x', y) \in T_{Y|T(U)} \right\},
\]

such that \( ((t, u), x') \in \Omega_\delta, \) \( x' \neq x \)

where \( T_{Y|T(U)} = T_{P(TU)XX'Y} \). Using a similar counting argument, and applying Lemma 3.2, we can bound, for any \( l = 1, 2, ..., m_m \) and \( P_{(TU)XX'Y} \in C_l((t, u), x), \)

\[
|\mathcal{F}_l((t, u), x, P_{(TU)XX'Y})| \leq 2^n \left[ H_{P((TU)_j), x_j} Y_{Y|T(U), X} (Y|T(U), X) - I_{P((TU)_j), x_j} Y_{Y|T(U), X} (Y|T(U), X) - R_\delta \right]^+,
\]

and finally, we obtain,

\[
|T_{Y|T(U)} ((t, u), x) \cap \mathcal{E}_2| \leq \left( \max_i m_i \right) (n + 1)^{|T \times U| |\mathcal{X}|} \|\mathcal{Y}\|
\]

\[
\times 2^n \left[ H_{P((TU)_j), x_j} Y_{Y|T(U), X} (Y|T(U), X) - I_{P((TU)_j), x_j} Y_{Y|T(U), X} (Y|T(U), X) - R_\delta \right]^+
\]  \hspace{1cm} (9.30)
since \( |C_i((t, u), x)| \leq (n + 1)^{|T \times U||X| |Y|} \).

Now using (9.19) together with (9.26) and (9.30), we obtain

\[
\sum_{y \in \mathcal{T} \mathcal{P}_Y|TUX} W_{j}^{(n)} (y)(((t, u), x) \in \Omega_{ij}) \leq m_n \left( \max_{i \in I} m_i' \right) (n + 1)^{|T \times U||X| |Y|} \times 2^{-n} \left[ D \left( \tilde{V}_Y|TUX|W_Y|TUX|P(TU),X_j \right) + |P(TU)_iX_j \tilde{V}_Y|TUX|TUX_iX_j - (R_i + R_{ij}) \right]^{+},
\]

(9.31)

and

\[
\sum_{y \in \mathcal{T} \mathcal{P}_Y|TUX} W_{j}^{(n)} (y)(((t, u), x) \in \Omega_{ij}) \leq \left( \max_{i \in I} m_i' \right) (n + 1)^{|T \times U||X| |Y|} \times 2^{-n} \left[ D \left( \tilde{V}_Y|TUX|W_Y|TUX|P(TU),X_j \right) + |P(TU)_iX_j \tilde{V}_Y|TUX|X_j - Y|T,U \right) - R_{ij}]^{+}.
\]

(9.32)

Substituting (9.31) and (9.32) back into (9.18) and (9.17) successively, noting that

\[
|P_n(Y|P(TU),X_j)|
\]

is polynomial in \( n \) by Lemma 3.1, we obtain that, for any \( \delta > 0 \), there exists a \( Y \)-decoder \( \varphi_n^{(0)} \) such that, given \(((t, u), x) \in \Omega_{ij} \), the probability of \( Y \)-error is bounded by

\[
P_Y^{(n)}((t, u), x) \leq 2^{-n} \left[ E_Y \left( R_i, R_{ij}, W_Y|TUX|P(TU)_i, P_{X_j|T,U}_i \right) - \delta \right]
\]

(9.33)

for sufficiently large \( n \).

Similarly, we can design a decoder for Receiver \( Z \) as follows. For any \(((t, u), x) \in \Omega \) and \( z \in Z^n \), let

\[
\beta((t, u), x; z) = \beta((t, u); z) \triangleq I((t, u); z) - R_i,
\]

where \( R_i = \frac{1}{n} \log_2 N_i \) if \((t, u) \in \Omega_i \). Note that \( \beta((t, u), x; z) \) is independent of \( x \). Let \( \tilde{\Omega} = \sum_{i=1}^{m_n} \Omega_i \). The \( Z \)-decoder \( \psi_n^{(0)} : Z^n \to \Omega \) is defined by

\[
\varphi_n^{(0)}(z) = \arg \max_{((t, u), x) \in \Omega} \beta((t, u), x; z)
\]

\[
= ((t, u)', x') \quad \text{such that} \quad \left\{ \begin{array}{l}
(t, u)' = \arg \max_{(t, u) \in \tilde{\Omega}} \beta((t, u); z), \\
x' \text{ is arbitrary.}
\end{array} \right.
\]
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It can be shown in a similar manner by using (3.4) in Lemma 3.2 that, under the decoder $\psi_n^{(0)}$, the probability of the $Z$-error is bounded by

$$P_{Z_e}^{(n)}((t, u), x) \leq 2^{-n\left[E_Z\left(R_i, R_{ij}, W_{Z|TX}, \tilde{P}_{(TX_i)}P_{X_i}(T_{X_i})\right)-\delta\right]}$$

(9.34)

for sufficiently large $n$. Finally, we remark that Lemma 3.2 ensures that there exist mappings $(\varphi_n^{(0)}, \psi_n^{(0)})$ such that (9.34) holds simultaneously with (9.33).

Proposition 9.1 is an auxiliary result for the channel coding problem for the 2-user asymmetric channel. To apply it to our 2-user source-channel system, we need to design encoders which can map a pair of correlated source messages to a particular $(t, u, x)$ with a joint type, so that the total probabilities of error still vanish exponentially. We hence can establish the following bounds.

**Theorem 9.1** Given an arbitrary and finite alphabet $T$, for any $\tilde{P}_{TXU} \in \mathcal{P}(T \times U \times X)$, the following exponent pair is universally achievable,

$$E_{JY}(Q_{SL}, W_{YZ|TX}, \tilde{P}_{TXU}, \tau)$$

$$\triangleq \min_{P_{SL}} \left[\tau D(P_{SL} \parallel Q_{SL}) + E_Y(\tau H_P(S), \tau H_P(L|S), W_{Y|TX}, \tilde{P}_{TXU})\right]$$

(9.35)

and

$$E_{JZ}(Q_{SL}, W_{YZ|UX}, \tilde{P}_{TXU}, \tau)$$

$$\triangleq \min_{P_{SL}} \left[\tau D(P_{SL} \parallel Q_{SL}) + E_Z(\tau H_P(S), \tau H_P(L|S), W_{Z|UX}, \tilde{P}_{TXU})\right]$$

(9.36)

where $W_{Y|UX}$ and $W_{Z|UX}$ are marginal distributions of $W_{YZ|UX}$, which is the augmented conditional distribution from $W_{YZ|UX}$. Furthermore, given $Q_{SL}, W_{YZ|UX}$, and $\tau$, the system JSCC error exponent satisfies

$$E_J(Q_{SL}, W_{YZ|UX}, \tau) \geq \min_{P_{SL}} \left[\tau D(P_{SL} \parallel Q_{SL}) + E_r(\tau H_P(S), \tau H_P(L|S), W_{YZ|UX})\right]$$

(9.37)

where

$$E_r(R_1, R_2, W_{YZ|UX}) \triangleq \sup_T \max_{\tilde{P}_{TXU}} E_r(R_1, R_2, W_{YZ|UX}, \tilde{P}_{TXU}),$$

(9.38)
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where the supremum is taken over all finite alphabets $T$, and the maximum is taken over all the joint distributions on $\mathcal{P}(T \times U \times S \times X \times Y)$ and $E_r(R_1, R_2, W_{YZ|TU|X}, P_{TU|X})$ is given by

$$\min \{ E_Y(R_1, R_2, W_{Y|TU|X}, P_{TU|X}), E_Z(R_1, R_2, W_{Z|TU|X}, P_{TU|X}) \},$$

where $E_Y$ and $E_Z$ are given by (9.10) and (9.11), respectively.

We remark that (9.35) and (9.36) can be achieved by a sequence of codes without the knowledge of $Q_{SL}$ and $W_{YZ|UX}$, but the lower bound (9.37) is achieved by a sequence of codes that needs to know the statistics of the channel.

**Proof of Theorem 9.1:** We first prove the achievable error exponent pair (9.35) and (9.36). We need to show that, for any given $\tilde{P}_{UX} \in \mathcal{P}(T \times U \times S \times X \times Y)$ and $\delta > 0$, there exists a sequence of JSC codes such that both the probabilities of decoding error are upper bounded by

$$P^{(n)}_{ke}(Q_{SL}, W_{YZ|UX}, \tau) \leq 2^{-n[E_{\delta k}(Q_{SL}, W_{YZ|UX}, \tilde{P}_{UX}, \tau) - \delta]}, \quad k = Y, Z,$$

where $E_{\delta k}$ and $E_{\delta l}$ are given by (9.35) and (9.36).

To apply Proposition 9.1, set $m_n \triangleq |\mathcal{P}_{\tau_n}(S)|$. For each type $P_{S_i} \in \mathcal{P}_{\tau_n}(S)$, $i = 1, 2, ..., m_n$, denote $N_i$ be the cardinalities of these type classes, $N_i \triangleq |\mathcal{T}_{S_i}|$, and set $m_{in} \triangleq |\mathcal{P}_{\tau_n}(L|P_{S_i})|$. For each conditional type $P_{L_{ij}|S_i} \in \mathcal{P}_{\tau_n}(L|P_{S_i})$, $j = 1, 2, ..., m_{in}$, denote $M_{ij}$ be the cardinalities of these type classes, $M_{ij} \triangleq |\mathcal{T}_{L_{ij}|S_i}(s)|$ where $s$ is an arbitrary sequence in $\mathcal{T}_{S_i}$. Note that $|\mathcal{T}_{L_{ij}|S_i}(s)|$ is constant for all $s \in \mathcal{T}_{S_i}$. $R_i$ and $R_{ij}$ are respectively given by $\frac{1}{n} \log_2 N_i$ and $\frac{1}{n} \log_2 M_{ij}$.

Now no matter whether the given $\tilde{P}_{UX}$ belongs to $\mathcal{P}_n(T \times U \times S \times X \times Y)$ or not, we always can find a sequence of joint types $\{P_{TU|X} \in \mathcal{P}_n(T \times U \times S \times X \times Y)\}_{n=1}^\infty$ such that $P_{TU|X} \rightarrow \tilde{P}_{UX}$ uniformly\(^1\) as $n \rightarrow \infty$. Thus, we can choose, by the continuity of $E_k(R_i, R_{ij}, W_{k|TU|X}, \tilde{P}_{TU|X})$ with respect to $\tilde{P}_{TU|X}$, for each $i = 1, 2, ..., m_n$, and $j = j(i) = 1, 2, ..., m_{in}$, the joint type $P_{(TU)_{(X)}}(x) = P_{TU}X$ such that the following are satisfied

$$|E_k(R_i, R_{ij}, W_{k|TU|X}, P_{TU|X}) - E_k(R_i, R_{ij}, W_{k|TU|X}, \tilde{P}_{TU|X})| < \frac{\delta}{4}, \quad k = Y, Z$$

\(^1\)We say that a sequence of distributions $\{P_{X_i} \in \mathcal{P}(X)\}_{i=1}^\infty$ uniformly converges to $P_X \in \mathcal{P}(X)$ if the variational distance between $P_{X_i}$ and $P_X$ converges to zero as $n \rightarrow \infty$.\]
for \( n \) sufficiently large. Since the type \( P_{TUX} \) can also be regarded as a joint distribution, let \( P_{(TU)i} = P_{TU} \in \mathcal{P}_n(T \times U) \) be the marginal distribution on \( T \times U \) induced by \( P_{TUX} \) and let \( P_{X_j|(TU)i} = P_{X|TU} \in \mathcal{P}_n(X|P_{TU}) \) be the corresponding conditional distribution, i.e.,

\[
P_{X|TU}(x|t,u) = P_{TUX}(t,u,x)/P_{TU}(t,u) \quad \text{for any} \quad (t,u,x) \in \mathbb{T}_{TUX}.
\]

Without loss of generality, we assume, for the choice of \( N_i, M_{ij}, P_{(TU)i}, \text{and} \ P_{X_j|(TU)i}, \) the following conditions are satisfied for \( i = 1, 2, ..., \hat{m}_n, \ j = 1, 2, ..., \hat{m}_m', \)

\[
R_i < H_{P_{(TU)i}}(T,U) - \frac{\delta}{4}, \quad i = 1, 2, ..., \hat{m}_n
\]

and

\[
R_{ij} < H_{P_{(TU)i}X_j}(X|T,U) - \frac{\delta}{4}, \quad i = 1, 2, ..., \hat{m}_n, \ j = j(i) = 1, 2, ..., \hat{m}_m',
\]

where \( \hat{m}_n \leq m_n \) and \( \hat{m}_m' \leq m_m' \). Then according to Proposition 9.1, there exist pairwise disjoint subsets \( \Omega_{ij} \subseteq \mathbb{T}_{(TU),X_j} \) with \( |\Omega_{ij}| = N_iM_{ij}, \ i = 1, 2, ..., \hat{m}_n, \ j = 1, 2, ..., \hat{m}_m', \) and a pair of mappings \( (\varphi_n^{(0)}, \psi_n^{(0)}) \), such that the probabilities of erroneous transmission of a \( ((t,u),x) \in \Omega_{ij} \) are simultaneously bounded for the channel \( W_{Y|TUX} \) as

\[
P^{(n)}_{Ye}(t,u,x) \leq 2^{-n}\left[ E_Y(R_i,R_{ij},W_{Y|TUX},P_{(TU)i},X_j) - \frac{\delta}{4} \right]
\]

\[
\leq 2^{-n}[E_Y(R_i,R_{ij},W_{Y|TUX},\tilde{P}_{TUX}) - \frac{\delta}{2}]
\]

(9.41)

and

\[
P^{(n)}_{Ze}(t,u,x) \leq 2^{-n}\left[ E_Z(R_i,R_{ij},W_{Z|TUX},P_{(TU)i},X_j) - \frac{\delta}{4} \right]
\]

\[
\leq 2^{-n}[E_Z(R_i,R_{ij},W_{Z|TUX},\tilde{P}_{TUX}) - \frac{\delta}{2}]
\]

(9.42)

For the \( N_i, M_{ij}, P_{(TU)i}, \) and \( P_{X_j|(TU)i}, \) violating (9.39) or (9.40) (i.e., for \( i > \hat{m}_n \) or \( j > \hat{m}_m' \)), (9.41) and (9.42) trivially hold for arbitrary choice of disjoint subsets \( \Omega_{ij} \) since

\[
E_Y\left( R_i, R_{ij}, W_{Y|TUX}, P_{(TU)i}, X_j \right) \quad \text{or} \quad E_Z\left( R_i, R_{ij}, W_{Z|TUX}, P_{(TU)i}, X_j \right)
\]

would be less than \( \delta/4 \).

In fact, the functions \( E_Y \) and \( E_Z \) are trivially bounded by the following linear functions of \( R_i \) and \( R_{ij} \) with slope \(-1,\)

\[
E_Y\left( R_i, R_{ij}, W_{Y|TUX}, P_{(TU)i}, X_j \right) \leq \min \left\{ I_{P_{(TU)i}X_j}W_{Y|TUX}(T,U,X;Y) - R_i - R_{ij}, \right. \]

\[
I_{P_{(TU)i}X_j}W_{Y|TUX}(X;Y|T,U) - R_{ij} \right\}
\]

(9.43)
and
\[ E_Z \left( R_i, R_{ij}, W_{Z|UX}, P_{(TU),X_j} \right) \leq I_{P_{(TU),X_j}} W_{Z|UX}(T,U;Z) - R_i. \quad (9.44) \]

If
\[ R_i \geq H_{P_{(TU),i}}(T,U) - \frac{\delta}{4} \geq I_{P_{(TU),X_j}} W_{Z|UX}(T,U;Z) - \frac{\delta}{4}, \]
then by (9.44) \[ E_Z \left( R_i, R_{ij}, W_{Z|UX}, P_{(TU),X_j} \right) \leq \frac{\delta}{4}. \] Similarly, if
\[ R_{ij} \geq H_{P_{(TU),X_j}}(X|T,U) - \frac{\delta}{4}, \]
then by (9.43) \[ E_Y \left( R_i, R_{ij}, W_{Y|UX}, P_{(TU),X_j} \right) \leq \frac{\delta}{4}. \]

Therefore, we may construct the JSC code \((f_n, g_n, \varphi_n, \psi_n)\) for CS \(Q_{SL}\) and the 2-user channel \(W_{Y,Z|UX}\) as follows.

**Encoder \(g_n\):** For the message \(s \in T_{S_i}\) such that \(i > \hat{m}_n\), let \(g_n(s) = 0 \in T^n\). Denote \(\hat{\Omega} = \bigcup \Omega_i\). For the \(s \in T_{S_i}\) such that \(i \leq \hat{m}_n\), let \(g_n^{(1)} : S^n \to \hat{\Omega}\) be a bijection that maps each \(s \in T_{S_i}\) to the corresponding \((t, u) \in \Omega_i\), by noting that \(|\Omega_i| = |T_{S_i}| = N_i\). Finally, let \(g_n(s)\) be the second component \(u\) of \(g_n^{(1)}(s)\).

**Encoder \(f_n\):** For the message pair \((s, l) \in T_{S_i,L_j}\) such that \(i > \hat{m}_n\) or \(j > \hat{m}_n'\), let \(f_n(s, l) = 0 \in X^n\). For the \((s, l) \in T_{S_i,L_j}\) such that \(i \leq \hat{m}_n\) and \(j \leq \hat{m}_n'\), noting that \(|T_{L_j}|_{S_i}(s)| = |\Omega_{ij}(\varphi_n(s))| = M_{ij}\) if \(s \in T_{S_i}\), let \(f_n^{(1)}(s, \cdot) : T_{L_j}|_{S_i}(s) \to \Omega_{ij}(g_n(s))\) be a bijection such that \(f_n^{(1)}(s, 1) = (g_n^{(1)}(s), x) \in \Omega_{ij}\). Let \(f_n(s, l)\) be the third component \(x\) of \(f_n^{(1)}(s, l)\).

Clearly, the JSC encoders \((f_n, g_n)\), although working independently, they map each \((s, l) \in T_{S_i,L_j}\) to a unique pair \((u, x)\) when \(i \leq \hat{m}_n\) and \(j \leq \hat{m}_n'\), and to \((\cdot, 0)\) otherwise (in this case an error is declared).

**\(Y\)-Decoder \(\varphi_n\):** The \(Y\)-decoder is defined by
\[
\varphi_n(y) \triangleq \begin{cases} 
(s', l') & \text{if } \exists \ (s', l') \in S^n \times L^n \text{ such that } f_n^{(1)}(s', l') = \varphi_n^{(0)}(y), \\
(0, 0) & \text{Otherwise.}
\end{cases}
\]
9.3. Universal Achievable Exponent Pair and a Lower Bound for $E_J$

$Z$-Decoder $\psi_n$: The $Z$-decoder is defined by

$$\psi_n(z) \triangleq \begin{cases} 
  s' & \text{if } \exists s' \in \mathcal{S}^n \text{ such that } g_n^{(1)}(s') \text{ are equal to} \\
  \text{the first two components of } \psi_n^{(0)}(z), \\
  0 & \text{Otherwise.}
\end{cases}$$

For such JSC code $(f_n, g_n, \varphi_n, \psi_n)$, the probabilities of $Y$-error and $Z$-error are bounded by

$$P_{Y_e}^{(n)}(s, l) \leq 2^{-n[E_Y(R_i, R_j, W_Y|TUX, \tilde{R}_{TU}X) - \delta/2]} \quad \text{if } (s, l) \in \mathbb{T}_{s_i L_j} \quad (9.45)$$

and

$$P_{Z_e}^{(n)}(s, l) \leq 2^{-nE_Z(R_i, R_j, W_Z|TUX, \tilde{R}_{TU}X) - \delta/2} \quad \text{if } (s, l) \in \mathbb{T}_{s_i L_j}. \quad (9.46)$$

Substituting (9.45) and (9.46) into (9.3) and using the fact (Lemma 3.1) $Q_{SL}^{(\tau n)}(\mathbb{T}_{SL}) \leq 2^{-nD(P_{SL}\|Q_{SL})}$, we obtain, for $n$ sufficiently large,

$$P_{Y_e}^{(n)}(Q_{SL}, W_Y Z|UX, \tau) \leq \sum_{i,j} 2^{-n[\tau D(P_{S_i L_j}||Q_{SL}) + E_Y(R_i, R_j, W_Y|TUX, \tilde{R}_{TU}X) - \delta/2]}$$

and

$$P_{Z_e}^{(n)}(Q_{SL}, W_Y Z|UX, \tau) \leq \sum_{i,j} 2^{-n[\tau D(P_{S_i L_j}||Q_{SL}) + E_Z(R_i, R_j, W_Z|TUX, \tilde{R}_{TU}X) - \delta/2]}, \quad (9.48)$$

where $o_1(n) = |S|\log_2(n + 1)$ and $o_2(n) = |S|\|L|\log_2(\tau n + 1)$. Finally, the bounds (9.35) and (9.36) follow from (9.47) and (9.48), and the fact that the cardinality of set of joint types $P_{\tau n}(S \times L)$ is upper bounded by $(\tau n + 1)^{|S|\|L|}$. 
To prove the lower bound (9.37), we slightly modify the above approach by choosing
\[ P(TU)_i X_j = \tilde{P}^*_i (TU)_i X_j \] which achieves the maximum and the supremum of \( E_r(R_i, R_{ij}, W_{YZ|UX}) \)
in (9.38) for every \( R_i \) and \( R_{ij} \), \( i = 1, 2, ..., m, j = 1, 2, ..., m' \). Then the probabilities of
\[ Y \text{-} \text{error and } Z \text{-} \text{error in (9.45) and (9.46) are bounded by} \]
\[ P_Y^*(s, l) \leq 2^{-n_E Y(R_i, R_{ij}, W_{YZ|UX})} \leq 2^{-n_E Y(R_i, R_{ij}, W_{YZ|UX}) - \delta/2} \text{ if } (s, l) \in T_{S_i L_j} \] (9.49)
and
\[ P_Z^*(s, l) \leq 2^{-n_E Y(R_i, R_{ij}, W_{YZ|UX})} \leq 2^{-n_E Y(R_i, R_{ij}, W_{YZ|UX}) - \delta/2} \text{ if } (s, l) \in T_{S_i L_j} \] (9.50)
for \( n \) sufficiently large. The rest of the proof is similar to the proofs of (9.35) and (9.36).

9.4 JSCC Theorem for the Asymmetric 2-User System

By examining the positivity of the lower bound to \( E_J \), we obtain a sufficient condition for
reliable transmissibility for the asymmetric 2-user system. For the sake of completeness, we
also prove a converse by using Fano’s inequality, and hence establish the JSCC theorem for
this system. Given \( W_{YZ|UX} \), define
\[ \mathcal{R}(W_{YZ|UX}) \triangleq \bigcup_{T: |T| \leq |U||X| + 2} \bigcup_{P_{TU} \in \mathcal{P}(T \times U \times X)} \mathcal{R}(W_{YZ|TU}, P_{TU}) \] (9.51)
where
\[ \mathcal{R}(W_{YZ|TU}, P_{TU}) \triangleq \left\{ (R_1, R_2) : \begin{array}{l}
R_1 + R_2 < I(T, U, X; Y) = I(U, X; Y) \\
R_1 < I(T, U; Z) \\
R_2 < I(X; Y|T, U)
\end{array} \right\} \]
where the mutual informations are taken under the joint distribution \( P_{TU YZ} = P_{TU} W_{YZ|UX} \).
It can be shown that \( \mathcal{R}(W_{YZ|UX}) \) is convex and denote \( \overline{\mathcal{R}}(W_{YZ|UX}) \) be the closure of
\( \mathcal{R}(W_{YZ|UX}) \).
Theorem 9.2 (JSCC Theorem) Given $Q_{SL}$, $W_{YZ\mid UX}$ and $\tau > 0$, the following statements hold.

(1) The sources $Q_{SL}$ can be transmitted over the channel $W_{YZ\mid UX}$ with probability of error $P_{e}^{(n)} \to 0$ as $n \to \infty$ if $(\tau H_{Q}(S), \tau H_{Q}(L\mid S)) \in \mathcal{R}(W_{YZ\mid UX})$; 

(2) Conversely, if the sources $Q_{SL}$ can be transmitted over the channel $W_{YZ\mid UX}$ with an arbitrarily small probability of error $P_{e}^{(n)}$ as $n \to \infty$, then $(\tau H_{Q}(S), \tau H_{Q}(L\mid S)) \in \overline{\mathcal{R}}(W_{YZ\mid UX})$.

Proof:

Forward Part (1): It follows from (9.12)-(9.14) that $E_{r}(R_{1}, R_{2}, W_{YZ\mid TUX}, P_{TUX}) > 0$ if and only if $(R_{1}, R_{2}) \in \mathcal{R}(W_{YZ\mid TUX}, P_{TUX})$. It then follows that $E_{r}(R_{1}, R_{2}, W_{YZ\mid UX}) > 0$ if $(R_{1}, R_{2}) \in \mathcal{R}(W_{YZ\mid UX})$. According to Theorem 9.1 and the definition of the system JSCC error exponent, $P_{e}^{(n)} \to 0$ if the lower bound (9.37) is positive, which needs $E_{r}(\tau H_{P}(S), \tau H_{P}(L\mid S), W_{YZ\mid UX}) > 0$. This means $P_{e}^{(n)} \to 0$ if the pair

$$(\tau H_{Q}(S), \tau H_{Q}(L\mid S)) \in \mathcal{R}(W_{YZ\mid UX}).$$

Converse Part (2): The proof follows from a similar manner as the converse part of [38, Theorem 1] for a broadcast channel. For the sake of completeness, we also provide a full proof here since we deal with a 2-user channel. First, we remark that (as shown in [38, Theorem 2]) the region $\mathcal{R}(W_{YZ\mid TUX}, P_{TUX})$ can be equivalently rewritten by

$$\mathcal{R}(W_{YZ\mid TUX}, P_{TUX}) = \left\{(R_{1}, R_{2}) : \begin{array}{l}
R_{1} + R_{2} < I(U, X; Y) \\
R_{1} < I(T, U; Z) \\
R_{1} + R_{2} < I(X; Y\mid T, U) + I(T, U; Z)\end{array}\right\}.$$

It suffices to show that, for any $\epsilon > 0$, if

$$\max \left\{P_{Y_{e}}^{(n)}(Q_{SL}, W_{YZ\mid UX}, \tau), P_{Z_{e}}^{(n)}(Q_{SL}, W_{YZ\mid UX}, \tau)\right\} \leq \epsilon_{n} \to 0$$

as $n$ goes to infinity, then there exists a RV $T$ satisfying $T \to (U, X) \to (Y, Z)$, i.e., the joint distribution $P_{TUXYZ}$ can be factorized as $P_{T} P_{UX\mid T} W_{YZ\mid UX}$, such that

$$(\tau H_{Q}(S), \tau H_{Q}(L\mid S)) \in \mathcal{R}(W_{YZ\mid UX}, P_{TUX}).$$
Fix $k = \tau n$. Fano’s inequality gives

\[
H(S^k, L^k | Y^n) \leq P_{Ye}^{(n)} \log_2 |S^k \times L^k| + H \left( P_{Ye}^{(n)} \right) \triangleq n\epsilon_1n
\]

(9.52)

\[
H(S^k | Z^n) \leq P_{Ze}^{(n)} \log_2 |S^k| + H \left( P_{Ze}^{(n)} \right) \triangleq n\epsilon_2n,
\]

(9.53)

where $S^k \triangleq (S_1, S_2, \cdots, S_k)$; similar definitions apply for the other tuples. It follows from

(9.52)-(9.53) that

\[
kH(S, L) = H(L^k | S^k) + H(S^k)
\]

\[
= I(L^k; Y^n | S^k) + H(L^k | S^k, Y^n) + I(S^k; Z^n) + H(S^k | Z^n)
\]

\[
\leq \sum_{i=1}^{n} [I(L^k; Y_i | S^k, Y_i^{i-1}) + I(S^k; Z_i | Z_i^{i+1})] + H(S^k, L^k | Y^n) + n\epsilon_2n
\]

\[
\leq \sum_{i=1}^{n} \left[ I(L^k; Y_i | S^k, Y_i^{i-1}, Z_i^{i+1}) + I(Z_i^{i+1}; Y_i | S^k, Y_i^{i-1}) + I(S^k, Z_i^{i+1}; Z_i^{i-1}) - I(Y_i^{i-1}; Z_i | S^k, Z_i^{i+1}) \right] + n(\epsilon_1n + \epsilon_2n),
\]

where $Y_i^{i-1} = (Y_1, Y_2, ..., Y_{i-1})$ and $Z_i^{i+1} \triangleq (Z_{i+1}, Z_{i+2}, ..., Z_n)$. Substituting the identity

[32, Lemma 7]

\[
\sum_{i=1}^{n} I(Z_i^{i+1}; Y_i | S^k, Y_i^{i-1}) = \sum_{i=1}^{n} I(Y_i^{i-1}; Z_i | S^k, Z_i^{i+1})
\]

into the above, and setting $T_i = (S^k, Y_i^{i-1}, Z_i^{i+1})$ for $1 \leq i \leq n$ yields

\[
kH(S, L) \leq \sum_{i=1}^{n} \left[ I(L^k; Y_i | T_i) + I(T_i; Z_i) \right] + n(\epsilon_1n + \epsilon_2n)
\]

(a)

\[
\leq \sum_{i=1}^{n} \left[ I(L^k; Y_i | T_i) + I(T_i; U_i) + I(U_i; Z_i) \right] + n(\epsilon_1n + \epsilon_2n)
\]

(b)

\[
\leq \sum_{i=1}^{n} \left[ I(X^n; Y_i | T_i) + I(T_i; U_i; Z_i) \right] + n(\epsilon_1n + \epsilon_2n)
\]

(c)

\[
\leq \sum_{i=1}^{n} \left[ I(X_i; Y_i | T_i, U_i) + I(T_i, U_i; Z_i) \right] + n(\epsilon_1n + \epsilon_2n),
\]

(9.54)
where (a) holds since $U_i$ is a deterministic function of $S^k$ and hence of $T_i$, (b) follows from the data processing inequality, and (c) holds since $Y_i$ is only determined by $U_i$ and $X_i$ due to the memoryless property of the channel. On the other hand, $kH(S, L)$ can also be bounded by

$$kH(S, L) = H(S^k, L^k)$$

$$= I(S^k, L^k; Y^n) + H(S^k, L^k|Y^n)$$

$$≤ I(X^n, U^n; Y^n) + nε_{1n}$$

$$= \sum_{i=1}^{n} I(U_i, X_i; Y_i) + nε_{1n}. \quad (9.55)$$

Likewise, it follows from (9.53) that

$$kH(S) = H(S^k)$$

$$= I(S^k; Z^n) + H(S^k|Z^n)$$

$$= \sum_{i=1}^{n} I(S^k; Z_i) + H(S^k|Z^n)$$

$$≤ \sum_{i=1}^{n} I(S^k, Z^i+1; Z_i) + nε_{2n}$$

$$≤ \sum_{i=1}^{n} I(S^k, Y^i-1, Z^i+1, U_i; Z_i) + nε_{2n}$$

$$= \sum_{i=1}^{n} I(T_i, U_i; Z_i) + nε_{2n}. \quad (9.56)$$

Note also that $T_i \rightarrow (U_i, X_i) \rightarrow (Y_i, Z_i)$ for all $1 \leq i \leq n$. According to (9.54), (9.55), and (9.56), and recalling that $k = τn$, it is easy to show (e.g., see [32]) that there exists an auxiliary RV $T$ with $P_{TUXYZ} = P_T P_{UX|T} W_{YZ|UX}$ such that

$$τH(S, L) \leq \min \{I_{P_{UXYZ}}(U, X; Y), I_{P_{UXYZ}}(X; Y|T, U) + I_{P_{UXYZ}}(T, U; Z)\}$$

$$τH(S) \leq I_{P_{UXYZ}}(T, U; Z),$$

which is equivalent to

$$τH(S, L) \leq I_{P_{UXYZ}}(U, X; Y),$$

$$τH(S) \leq I_{P_{UXYZ}}(T, U; Z),$$

$$τH(L|S) \leq I_{P_{UXYZ}}(X; Y|T, U).$$
Finally, by using the Carathéodory theorem (cf. [32, p. 311]) we can show that there exists a RV $\hat{T}$ with $|\hat{T}| \leq |U||X| + 1$ such that $P_{\hat{T}UXYZ} = P_{T}P_{U}P_{X|T}P_{W|UY}$ and

$$(I_{P_{UXYZ}}(U;X;Y), I_{P_{TUXYZ}}(T;U;Z), I_{P_{TUXYZ}}(X;Y|T,U))$$

$$(I_{P_{UXYZ}}(U;X;Y), I_{P_{TUXYZ}}(\hat{T};U;Z), I_{P_{TUXYZ}}(X;Y|\hat{T},U)).$$

This completes the proof of the converse part. ■

9.5 Separation Principle for the Asymmetric 2-User System

It can be verified that the condition $(\tau H_Q(S), \tau H_Q(L|S)) \in R(WYZ|UX)$ of Theorem 9.2 can be achieved by separate source and channel coding. The separate coding system of rate $\tau$ (source symbol/channel symbol) (we refer to it as the tandem coding system) is depicted in Figs. 9.3 and 9.4

![Figure 9.3: Tandem source-channel coding system - encoders.](image)

The encoder $f_n$ is composed of two source encoders $f_{sn} : L^{\tau n} \rightarrow \{1, 2, ..., M_l\}$ and $g_{sn} : S^{\tau n} \rightarrow \{1, 2, ..., M_s\}$ with private coding rate $\hat{R}_l \triangleq \frac{1}{\tau n} \log_2 M_l$ and common coding rate $\hat{R}_s \triangleq \frac{1}{\tau n} \log_2 M_s$ and a channel encoder $\{1, 2, ..., M_l\} \times \{1, 2, ..., M_s\} \rightarrow X^n$. Similarly, the encoder $g_n$ is composed of a source encoder $g_{sn} : S^{\tau n} \rightarrow \{1, 2, ..., M_s\}$ with common coding rate $\hat{R}_s$ and a channel encoder $g_{cn} : \{1, 2, ..., M_s\} \rightarrow U^n$. 
9.5. Separation Principle for the Asymmetric 2-User System

At the receiver side, the decoder $\phi_n$ is composed of a channel decoder $\phi_{cn}: \mathcal{Y}_n^{1,n} \rightarrow \{1, 2, ..., M_s\} \times \{1, 2, ..., M_l\}$, and a source decoder $\phi_{sn}: \{1, 2, ..., M_l\} \times \{1, 2, ..., M_s\} \rightarrow \mathcal{S}_{\tau n} \times \mathcal{L}_{\tau n}$ which outputs the approximation of the source messages $s'$ and $l'$. Similarly, the decoder $\psi_n$ is composed of a channel decoder $\psi_{cn}: \mathcal{Z}_n^{1,n} \rightarrow \{1, 2, ..., M_s\}$, and a source decoder $\psi_{sn}: \{1, 2, ..., M_s\} \rightarrow \mathcal{S}_{\tau n}$.

To show that the condition $(\tau H_Q(S), \tau H_Q(L|S)) \in \mathcal{R}(W_{Y,Z|U,X})$ can be achieved by the above tandem system, we need to apply the following 2-user source and channel coding theorems (we only state the forward parts of the theorems). Note that both of these theorems are special case of Theorem 9.2.

Let $(f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn})$ be a sequence of source codes for CS $Q_{SL}$ with common source rate $\tilde{R}_s$ and private source rate $\tilde{R}_l$ as defined above. The probability of the overall 2-user source coding error is given by

$$P_{es}^{(n)}(\tilde{R}_s, \tilde{R}_l, Q_{SL}) \triangleq \Pr \left( \{ \varphi_{sn}(g_{sn}(S_{\tau n}^{1,n})), f_{sn}(L_{\tau n}^{1,n}) \neq (S_{\tau n}^{1,n}, L_{\tau n}^{1,n}) \} \cup \{ \psi_{sn}(g_{sn}(S_{\tau n}^{1,n})) \neq S_{\tau n}^{1,n} \} \right).$$

Then by the 2-user source coding theorem, there exists a sequence of source codes $(f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn})$ with rates $\tilde{R}_s$ and $\tilde{R}_l$ such that $P_{es}^{(n)}(\tilde{R}_s, \tilde{R}_l, Q_{SL}) \rightarrow 0$ as $n \rightarrow \infty$ if the rates satisfy $\tilde{R}_s > H_Q(S)$ and $\tilde{R}_l > H_Q(L|S)$, i.e., $(\tilde{R}_s, \tilde{R}_l)$ lies in the upper-right infinite rectangle with vertex given by the point $(H_Q(S), H_Q(L|S))$.

We next state the forward part of channel coding theorem for the asymmetric 2-user channel. Let the (common and private) message pair $(j, i)$ be uniformly drawn from
the finite set $\mathcal{M}_s \times \mathcal{M}_t$, where $\mathcal{M}_s \triangleq \{1, 2, \ldots, M_s\}$ and $\mathcal{M}_t \triangleq \{1, 2, \ldots, M_t\}$, and let $(f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn})$ be an asymmetric 2-user channel code with block length $n$ and common and private message sets $\mathcal{M}_s$ and $\mathcal{M}_t$. Let $R_s \triangleq \frac{1}{n} \log_2 M_s$ and $R_t \triangleq \frac{1}{n} \log_2 M_t$ be the common and private rates of the channel code, respectively. The average probability of error for asymmetric 2-user channel coding is given by

$$P^{(n)}_{ec}(R_s, R_t, W_{YZ|UX}) \triangleq \Pr \left( \{\varphi_{cn}(Y^n) \neq (J, I)\} \bigcup \{\psi_{cn}(Z^n) \neq J\} \bigg| J = j, I = i \right),$$

(9.58)

where $(J, I)$ are uniformly drawn from $\mathcal{M}_s \times \mathcal{M}_t$. The maximum probability for error of asymmetric 2-user channel coding is given by

$$P^{(n)}_{ec,\text{max}}(R_s, R_t, W_{YZ|UX}) \triangleq \max_{(j, i) \in \mathcal{M}_s \times \mathcal{M}_t} \Pr \left( \{\varphi_{cn}(Y^n) \neq (J, I)\} \bigcup \{\psi_{cn}(Z^n) \neq J\} \bigg| J = j, I = i \right),$$

(9.59)

Then there exists a sequence of channel codes $(f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn})$ such that $P^{(n)}_{ec}(R_s, R_t, W_{YZ|UX})$ goes to 0 as $n \to \infty$ if $(R_s, R_t) \in \mathcal{R}(W_{YZ|UX})$. Furthermore, it can be readily shown by a standard expurgation argument [29, p. 204] that $P^{(n)}_{ec,\text{max}}(R_s, R_t, W_{YZ|UX}) \to 0$ as $n \to \infty$ if $(R_s, R_t) \in \mathcal{R}(W_{YZ|UX})$.

Now by (9.7), the overall probability of error for the tandem system is given by

$$P^{(n)}_e \triangleq \Pr \left( \{\varphi_{sn}(\varphi_{cn}(Y^n)) \neq (S'^n, L'^n)\} \bigcup \{\psi_{sn}(\psi_{cn}(Z^n)) \neq S'^n\} \right).$$

By the union bound, it is easy to see that $P^{(n)}_e$ is upper bounded by

$$P^{(n)}_e \leq \Pr \left( \{\varphi_{sn}(g_{sn}(S'^n), f_{sn}(L'^n)) \neq (S'^n, L'^n)\} \bigcup \{\psi_{sn}(g_{sn}(S'^n)) \neq S'^n\} \right) + \Pr \left( \{\varphi_{cn}(Y^n) \neq (g_{sn}(S'^n), f_{sn}(L'^n))\} \bigcup \{\psi_{cn}(Z^n) \neq g_{sn}(S'^n)\} \right)$$

$$= P^{(n)}_{es}(\tilde{R}_s, \tilde{R}_t, Q_{SL}) + \sum_{(j, i) \in \mathcal{M}_s \times \mathcal{M}_t} \Pr \left( g_{sn}(S'^n) = j, f_{sn}(L'^n) = i \right)$$

$$\Pr \left( \{\varphi_{cn}(Y^n) \neq (J, I)\} \bigcup \{\psi_{cn}(Z^n) \neq J\} \bigg| J = j, I = i \right)$$

$$\leq P^{(n)}_{es}(\tilde{R}_s, \tilde{R}_t, Q_{SL}) + P^{(n)}_{ec,\text{max}}(\tau\tilde{R}_s, \tau\tilde{R}_t, W_{YZ|UX})$$

where $P^{(n)}_{ec,\text{max}}(\tau\tilde{R}_s, \tau\tilde{R}_t, W_{YZ|UX})$ is the maximum channel coding probability of error with common rate $\tau\tilde{R}_s$ and private rate $\tau\tilde{R}_t$. Clearly, by combining the 2-user source coding
An Upper Bound for $E_J$

We know that Csiszár also established an upper bound for the JSCC error exponent for the point-to-point discrete memoryless source-channel system in terms of the source and channel error exponents by a simple type counting argument. He shows that the JSCC error exponent is always less than the infimum of the sum of the source and channel error exponent, even though the channel error exponent is only partially known for high rates. This conceptual bound cannot currently be computed as the channel error exponent is not yet fully known for all achievable coding rates, but it directly implies that any upper bound for the channel error exponent yields a corresponding upper bound for the JSCC error exponent. For the asymmetric 2-user channel, a similar bound can be shown.

As a special case of the JSCC system, let the (common and private) message pair $(j, i)$ be uniformly drawn from the finite set $M_s \times M_l$, where $M_s \triangleq \{1, 2, ..., M_s\}$ and $M_l \triangleq \{1, 2, ..., M_l\}$. An asymmetric 2-user channel code with block length $n$ for transmitting the uniform message set is a quadruple of mappings, $(f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn})$, where $f_{cn} : M_s \times M_l \rightarrow X^n$ and $g_{cn} : M_s \rightarrow U^n$ are the channel encoders, and $\varphi_{cn} : Y^n \rightarrow M_s \times M_l$ and $\psi_{cn} : Z^n \rightarrow M_s$ are respectively the Y-decoder and Z-decoder. Let $R_s \triangleq \frac{1}{n} \log_2 M_s$ and $R_l \triangleq \frac{1}{n} \log_2 M_l$ be the common and private rates of the code, respectively. The probabilities of $Y$- and $Z$-error of the channel coding are respectively given by

$$P_{Y_{ec}}^{(n)}(R_s, R_l, W_{YY|UX}) \triangleq \Pr(\{\varphi_{cn}(Y^n) \neq (J, I)\}) = \frac{1}{2^{R_s + R_l}} \sum_{M_s \times M_l \times Y^n \times U^n} \sum_{\varphi_{cn}(y) \neq (j, i)} W_{Y|X}^{(n)}(y|u, x)$$

(9.60)
9.6. An Upper Bound for $E_J$

and

$$P^{(n)}_{Z_{ec}}(R_s, R_l, W_{YZ|UX}) \triangleq \Pr(\{\psi_{cn}(Z^n) \neq J\}) = \frac{1}{2^{R_1 + R_2}} \sum_{M_s \times M_l} \sum_{z: \psi_{cn}(z) \neq j} W^{(n)}_{Z|X}(z|u, x)$$  \hspace{1cm} (9.61)

where $x \triangleq f_{cn}(j, i)$ and $u \triangleq g_{cn}(j)$. Similarly, the probability of the overall asymmetric 2-user channel coding error is given by

$$P^{(n)}_{ec}(R_s, R_l, W_{YZ|UX}) \triangleq \Pr(\{\varphi_{cn}(Y^n) \neq (J, I)\} \cup \{\psi_{cn}(Z^n) \neq J\}),$$  \hspace{1cm} (9.62)

where $(J, I)$ are uniformly drawn from $M_s \times M_l$.

**Definition 9.2** The asymmetric 2-user channel coding error exponent $E(R_1, R_2, W_{YZ|UX})$, for any $R_1 > 0$ and $R_2 > 0$, is defined by the supremum of the set of all numbers $E_c$ for which there exists a sequence of asymmetric channel codes $(f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn})$ with blocklength $n$, the common rate no less than $R_1$, and the private rate no less than $R_2$, such that

$$E_c \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P^{(n)}_{ec}(R_1, R_2, W_{YZ|UX}).$$  \hspace{1cm} (9.63)

Clearly, for any sequence of channel codes $(f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn})$, $P^{(n)}_{ec}(R_1, R_2, W_{YZ|UX})$ must be larger than $P^{(n)}_{Ye}(R_1, R_2, W_{Y|UX})$ and $P^{(n)}_{Ze}(R_1, R_2, W_{Z|UX})$ but less than the sum of the two, so we have

$$\liminf_{n \to \infty} -\frac{1}{n} \log_2 P^{(n)}_{ec}(R_1, R_2, W_{YZ|UX}) = \liminf_{n \to \infty} -\frac{1}{n} \log_2 \max\left( P^{(n)}_{Ye}(R_1, R_2, W_{Y|UX}), P^{(n)}_{Ze}(R_1, R_2, W_{Z|UX}) \right).$$  \hspace{1cm} (9.64)

Our upper bound for the system JSCC error exponent is stated as follows.

**Theorem 9.3** Given $Q_{SL}$, $W_{YZ|UX}$, and $\tau$, the system JSCC error exponent satisfies

$$E_J(Q_{SL}, W_{YZ|UX}, \tau) \leq \inf_{P_{SS}} \left[ \tau D(P_{SS} \parallel Q_{SL}) + E(\tau H_P(S), \tau H_P(L|S), W_{YZ|UX}) \right],$$  \hspace{1cm} (9.65)

where $E(\cdot, \cdot, W_{YZ|UX})$ is the corresponding channel coding error exponent for the asymmetric 2-user channel.
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**Proof:** First, we write from (9.3) that

$$P_{ie}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) \geq \max_{P_{SL} \in \mathcal{P}_r(S \times L)} Q_{SL}^{(\tau n)}(T_{SL}) P_{ie}(T_{SL}) \quad i = Y, Z, \tag{9.66}$$

where $P_{Ye}(T_{SL})$ and $P_{Ze}(T_{SL})$ are given by (9.4) and (9.5). Comparing (9.4) with (9.60), and comparing (9.5) with (9.61), we note that $P_{Ye}(T_{SL})$ and $P_{Ze}(T_{SL})$ can be interpreted as the probabilities of $Y$-error and $Z$-error of the asymmetric 2-user channel coding with (common and private) message sets $T_{SL}$, since $(s, l)$ are uniformly distributed on $T_{SL}$. For any $P_{SL} \in \mathcal{P}_r(S \times L)$, let $P_S$ and $P_{L|S}$ be the marginal and conditional distributions induced by $P_{SL}$. Recall that for each $s \in T_S = T_{PS}$,

$$T_{L|S}(s) \triangleq T_{P_L|S}(s) = \{l : (s, l) \in T_{SL}\}$$

and that $T_{L|S}(s)$ is the same set for all $s \in T_S$. Hence, we can write $T_{SL}$ by the product of two sets $T_{SL} = T_S \times T_{L|S}(s)$. Setting $\bar{R}_1 = \frac{1}{n} \log_2 |T_S|$ and $\bar{R}_2 = \frac{1}{n} \log_2 |T_{L|S}(s)|$, it follows that, by the definition of asymmetric 2-user channel coding error exponent and (10.51),

$$\liminf_{n \to \infty} \frac{1}{n} \log_2 \max_{i = Y, Z} P_{ie}(T_{SL}) \leq E(\liminf_{n \to \infty} \bar{R}_1, \liminf_{n \to \infty} \bar{R}_2, W_{YZ|UX}) = E(\tau H_P(S), \tau H_P(L|S), W_{YZ|UX}) \tag{9.67}$$

for any sequence of JSC codes $(f_n, \varphi_n, \psi_n)$, recalling Lemma 3.1 that

$$(\tau n + 1)^{-|S|} 2^{n \tau H_P(S)} \leq |T_S| \leq 2^{n \tau H_P(S)}$$

and

$$(\tau n + 1)^{-|S||L|} 2^{n \tau H_P(L|S)} \leq |T_{L|S}(s)| \leq 2^{n \tau H_P(L|S)}.$$

According to (9.9), we write

\[
\begin{align*}
\liminf_{n \to \infty} \frac{1}{n} \log_2 P_{ie}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) &= \liminf_{n \to \infty} \frac{1}{n} \log_2 \max \left( P_{Ye}^{(n)}(Q_{SL}, W_{Y|UX}, \tau), P_{Ze}^{(n)}(Q_{SL}, W_{Z|UX}, \tau) \right) \\
&\leq \liminf_{n \to \infty} \frac{1}{n} \log_2 \max_{i = Y, Z} P_{SL} \in \mathcal{P}_r(S \times L) \max_{i = Y, Z} Q_{SL}^{(\tau n)}(T_{SL}) P_{ie}(T_{SL}) \\
&= \liminf_{n \to \infty} \min_{P_{SL} \in \mathcal{P}_r(S \times L)} \left[ -\frac{1}{n} \log_2 Q_{SL}^{(\tau n)}(T_{SL}) - \frac{1}{n} \log_2 \max_{i = Y, Z} P_{ie}(T_{SL}) \right] \tag{9.68}
\end{align*}
\]
9.7 Applications to CS-AMAC and CS-ABC Systems

By Lemma 3.1, for any $P_{SL} \in \mathcal{P}_{\tau n}(S \times L)$,
\[ -\frac{1}{\tau n} \log_2 Q_{SL}^{(\tau n)}(T_{SL}) \leq D(P_{SL} \| Q_{SL}) + |S||L| \frac{1}{\tau n} \log_2(1 + \tau n) \]
which implies
\[ \limsup_{n \to \infty} -\frac{1}{n} \log_2 Q_{SL}^{(\tau n)}(T_{SL}) \leq \tau D(P_{SL} \| Q_{SL}). \quad (9.69) \]

Now assume that
\[ \inf_{P_{SL} \in \mathcal{P}(S \times L)} \left[ \tau D(P_{SL} \| Q_{SL}) + E(\tau H_P(S), \tau H_P(L|S), W_{YZ|UX}) \right] \]
is finite (the upper bound is trivial if it is infinity) and the infimum actually becomes a minimum. Let the minimum be achieved by distribution $P_{SL}^* \in \mathcal{P}(S \times L)$, then there must exists a sequence of types $\left\{ \hat{P}_{SL} \in \mathcal{P}_{\tau n}(S \times L) \right\}_{n=n_0}^\infty$ such that $\hat{P}_{SL} \to P_{SL}^*$ uniformly\(^2\). It then follows from (9.68), (9.67) and (9.69) that
\[ \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{\hat{e}}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) \leq \liminf_{n \to \infty} \left[ -\frac{1}{n} \log_2 Q_{SL}^{(\tau n)}(T_{SL}) - \frac{1}{n} \log_2 \max_{i=Y,Z} P_{i\hat{e}}(T_{\hat{P}_{SL}}) \right] \leq \tau D(P_{SL}^* \| Q_{SL}) + E(\tau H_P^*(S), \tau H_P^*(L|S), W_{YZ|UX}). \quad (9.70) \]

Since the above bound holds for any sequence of JSC codes, we complete the proof of Theorem 9.3. \[\blacksquare\]

9.7 Applications to CS-AMAC and CS-ABC Systems

As pointed out in the introduction, our results obtained in the previous section can be directly applied to the CS-AMAC and CS-ABC source-channel systems.

9.7.1 CS-AMAC System

Setting $|Z| = 1$ and removing the decoder $\psi_n$, the 2-user asymmetric channel $W_{YZ|UX}$ reduces to an AMAC $W_{Y|UX}$. Since the CS-AMAC system is a special case of the 2-user

\(^2\)The sequence $\left\{ \hat{P}_{SL} \in \mathcal{P}_{\tau n}(S \times L) \right\}_{n=n_0}^\infty$ here denotes a sequence for $n = n_0, 2n_0, 3n_0, \ldots$, where $n_0$ is the smallest integer such that $\tau n_0$ is also an integer.
system, the quantities defined before, including the system (overall) probability of error, the system JSCC error exponent, and also the channel error exponent still hold for the CS-AMAC system. Note that there is only one decoder, so we do not have the $Z$-error probability (nor exponent) here. The first union in (9.51) can be removed since the largest region is given by $|T| = 1$. In fact, for any $T \rightarrow (U, X) \rightarrow Y$, $I(T; U, X; Y) = I(U; X; Y)$ and $I(X; Y| T, U) \leq I(X; Y| U)$. Thus Theorem 9.2 reduces to the same JSCC theorem established in [20] for the CS-AMAC system.

Given $W_{Y|UX}$, $\mathcal{R}(W_{YZ|UX})$ of (9.51) reduces to $\mathcal{R}(W_{Y|UX})$ given by

$$\mathcal{R}(W_{Y|UX}) = \bigcup_{P_{UX} \in \mathcal{P}(U \times X)} \mathcal{R}(W_{Y|UX}, P_{UX})$$

(9.71)

where $\mathcal{R}(W_{Y|TX}, P_{UX}) = \left\{(R_1, R_2) : \begin{array}{l} R_1 + R_2 < I(U, X; Y) \\ R_2 < I(X; Y| U) \end{array} \right\}$,

where the mutual informations are taken under the joint distribution $P_{UXY} = P_{UX} W_{Y|UX}$. We remark that the following JSCC theorem for the CS-AMAC system coincides with the one established in [20]. Note that $\mathcal{R}(W_{Y|TX}, P_{UX})$ is convex and denote $\overline{\mathcal{R}}(W_{Y|TX}, P_{UX})$ be the closure of $\mathcal{R}(W_{Y|TX}, P_{UX})$.

**Corollary 9.1** (JSCC Theorem for CS-AMAC system [20]) Given $Q_{SL}$, $W_{Y|UX}$ and $\tau > 0$, the sources can be transmitted over the channel with $P_e(n) \rightarrow 0$ as $n \rightarrow \infty$ if

$$(\tau H_Q(S), \tau H_Q(L|S)) \in \mathcal{R}(W_{Y|UX});$$

Conversely, if the sources can be transmitted over the channel with an arbitrarily small probability of error $P_e(n)$ as $n \rightarrow \infty$, then $(\tau H_Q(S), \tau H_Q(L|S)) \in \overline{\mathcal{R}}(W_{Y|UX})$.

To specialize Theorems 9.1 and 9.3 to the CS-AMAC system, we simply choose the auxiliary alphabet $|T| = 1$, which yields the following corollaries.

**Corollary 9.2** Given $Q_{SL}$, $W_{Y|UX}$ and $\tau$, the system JSCC error exponent satisfies

$$E_J(Q_{SL}, W_{Y|UX}, \tau) \geq \min_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + E_r(\tau H_P(S), \tau H_P(L|S), W_{Y|UX}) \right], \quad (9.72)$$
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\[ E_J(Q_{SL}, W_Y|UX, \tau) \leq \inf_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + E(\tau H_P(S), \tau H_P(L|S), W_Y|UX) \right], \quad (9.73) \]

where \( E(\tau H_P(S), \tau H_P(L|S), W_Y|UX) \) is the channel error exponent of the AMAC \( W_Y|UX \) defined in (9.63) with \( |Z| = 1 \), and

\[ E_Y(R_1, R_2, W_Y|UX) = \max_{P_{UX}} E_Y(R_1, R_2, W_Y|UX, P_{UX}) \quad (9.74) \]

where \( E_Y(R_1, R_2, W_Y|UX, P_{UX}) \) is defined in (9.10) with \( |T| = 1 \).

It has been shown in [10] that for any \( R_1 > 0 \) and \( R_2 > 0 \), the channel exponent for AMAC \( W_Y|UX \) satisfies

\[ E(R_1, R_2, W_YZ|X) \leq E_{sp}(R_1, R_2, W_Y|UX), \]

where

\[ E_{sp}(R_1, R_2, W_Y|UX) \triangleq \max_{P_{UX}} \min_{V_{Y|UX} \in \mathcal{P}(Y|U \times X)} D(V_{Y|UX} \| W_Y|UX, P_{UX}), \quad (9.75) \]

where the minimum is taken over \( V_{Y|UX} \in \mathcal{P}(Y|U \times X) \) such that \( I_{P_{UX}V_{Y|UX}}(U, X; Y) \leq R_1 + R_2 \) or \( I_{P_{UX}V_{Y|UX}}(X; Y|U) \leq R_2 \).

As a consequence, we obtain that

\[ E_J(Q_{SL}, W_Y|UX, \tau) \leq \inf_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + E_{sp}(\tau H_P(S), \tau H_P(L|S), W_Y|UX) \right]. \quad (9.76) \]

In Section 9.8, we investigate the evaluation of lower bound (9.72) and upper bound (9.76) when the AMAC has a symmetric distribution.

9.7.2 CS-ABC System

Setting \( |U| = 1 \) and removing the encoder \( g_n \), the 2-user asymmetric channel \( W_{YZ|UX} \) reduces to an ABC \( W_{YZ|X} \). The quantities defined before, including the probabilities of error at \( Y \)-decoder and \( Z \)-decoder, the achievable error exponent pair, system (overall) probability of error, the system JSCC error exponent, and the channel error exponent still hold for the CS-ABC system. Given an arbitrary and finite auxiliary alphabet \( T \),
we augment the channel \( W_{YZ|X} \) to \( W_{YZ|TX} \) by introducing a RV \( T \in T \) such that \( T \rightarrow X \rightarrow (YZ) \). Similarly, the marginal distributions of the augmented channel are denoted by \( W_{Y|TX} \) and \( W_{Z|TX} \). We then specialize Theorems 9.1, 9.2 and 9.3 to the following corollaries.

Given \( W_{YZ|X} \), \( \mathcal{R}(W_{YZ|UX}) \) of (9.51) reduces to \( \mathcal{R}(W_{YZ|X}) \) given by

\[
\mathcal{R}(W_{YZ|X}) \triangleq \bigcup_{T:|T|\leq|X|+2} \bigcup_{P_{TX}} \mathcal{R}(W_{YZ|TX}, P_{TX})
\]

where

\[
\mathcal{R}(W_{YZ|TX}, P_{TX}) = \left\{ (R_1, R_2) : \begin{array}{l}
R_1 + R_2 < I(T, X; Y) = I(X; Y) \\
R_1 < I(T; Z) \\
R_2 < I(X; Y|T)
\end{array} \right\},
\]

where the mutual informations are taken under the joint distribution \( P_{TXYZ} = P_{TX}W_{YZ|X} \).

We remark that the closure of \( \mathcal{R}(W_{YZ|X}) \), denoted by \( \overline{\mathcal{R}(W_{YZ|X})} \), is the capacity region of the ABC \( W_{YZ|X} \) [59].

**Corollary 9.3** (JSCC Theorem for CS-ABC system) Given \( Q_{SL}, W_{YZ|X} \) and \( \tau > 0 \), the following statements hold.

1. The sources \( Q_{SL} \) can be transmitted over the ABC \( W_{YZ|X} \) with \( P_e(n) \rightarrow 0 \) as \( n \rightarrow \infty \) if \( (\tau H_Q(S), \tau H_Q(L|S)) \in \mathcal{R}(W_{YZ|X}) \);
2. Conversely, if the sources \( Q_{SL} \) can be transmitted over the ABC \( W_{YZ|X} \) with an arbitrarily small probability of error \( P_e(n) \) as \( n \rightarrow \infty \), then \( (\tau H_Q(S), \tau H_Q(L|S)) \in \overline{\mathcal{R}(W_{YZ|X})} \).

**Corollary 9.4** Given an arbitrary and finite alphabet \( T \), for any \( \bar{P}_{TX} \in \mathcal{P}(T \times \mathcal{X}) \), the following exponent pair is universally achievable,

\[
E_{JY}(Q_{SL}, W_{YZ|TX}, \bar{P}_{TX}, \tau) \triangleq \min_{P_{SL}} \left[ \tau D(P_{SL} \parallel Q_{SL}) + E_Y(\tau H_P(S), \tau H_P(L|S), W_{Y|TX}, \bar{P}_{TX}) \right],
\]

and

\[
E_{JZ}(Q_{SL}, W_{YZ|TX}, \bar{P}_{TX}, \tau) \triangleq \min_{P_{SL}} \left[ \tau D(P_{SL} \parallel Q_{SL}) + E_Z(\tau H_P(S), \tau H_P(L|S), W_{Z|TX}, \bar{P}_{TX}) \right],
\]
where \( E_Y \) and \( E_Z \) are defined in (9.10) and (9.11) by setting \(|U| = 1\). Furthermore, given \( Q_{SL}, W_{YZ|X} \), and \( \tau \), the system JSCC error exponent satisfies

\[
E_J(Q_{SL}, W_{YZ|X}, \tau) \geq \min_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + E_r(\tau H_P(S), \tau H_P(L|S), W_{YZ|X}) \right] \quad (9.80)
\]

and

\[
E_J(Q_{SL}, W_{YZ|X}, \tau) \leq \inf_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + \tau H_P(S), \tau H_P(L|S), W_{YZ|X} \right] \quad (9.81)
\]

where \( E_r(R_1, R_2, W_{YZ|X}) \) is given by \( E_r(R_1, R_2, W_{YZ|UX}) \) in (9.38) with \(|U| = 1\), and \( E(R_1, R_2, W_{YZ|X}) \) is the channel error exponent for the ABC \( W_{YZ|X} \).

### 9.8 Evaluation of the Bounds for \( E_J \)

We established the lower and upper bounds for the JSCC error exponent of the asymmetric 2-user JSCC system. However, we are not able to simplify these bounds for general 2-user JSCC systems (not even for general CS-AMAC and CS-ABC systems) into computable parametric forms as we did for the point-to-point systems [107, 109]. In the following, we only address a special case of CS-AMAC systems where the channel admits a symmetric transition probability distribution. We first introduce the parametric forms of functions \( E_r(R_1, R_2, W_{Y|UX}) \) and \( E_{sp}(R_1, R_2, W_{Y|UX}) \) defined in (9.74) and (9.75), respectively. For any \( R_1, R_2 > 0 \), rewrite

\[
E_Y(R_1, R_2, W_{Y|UX}, P_{UX}) = \min \left\{ E_r^{(1)}(R_1 + R_2, W_{Y|UX}, P_{UX}), E_r^{(2)}(R_2, W_{Y|UX}, P_{UX}) \right\}
\]

where

\[
E_r^{(1)}(R, W_{Y|UX}, P_{UX}) \triangleq \min_{V_{Y|UX}} \left[ D(V_{Y|UX} \| W_{Y|UX}|P_{UX}) + \left| I_{P_{UX}V_{Y|UX}}(U, X; Y) - R \right| \right] \quad (9.82)
\]

and

\[
E_r^{(2)}(R, W_{Y|UX}, P_{UX}) \triangleq \min_{V_{Y|UX}} \left[ D(V_{Y|UX} \| W_{Y|UX}|P_{UX}) + \left| I_{P_{UX}V_{Y|UX}}(X; Y|U) - R \right| \right].
\]
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Also, rewrite

$$E_{sp}(R_1, R_2, W_{Y|UX}) = \max_{P_{UX}} E_{sp}(R_1, R_2, W_{Y|UX}, P_{UX})$$

where

$$E_{sp}(R_1, R_2, W_{Y|UX}, P_{UX}) = \min \left\{ E_{sp}^{(1)}(R_1 + R_2, W_{Y|UX}, P_{UX}), E_{sp}^{(2)}(R_2, W_{Y|UX}, P_{UX}) \right\}$$

where

$$E_{sp}^{(1)}(R, W_{Y|UX}, P_{UX}) \triangleq \min_{V_{Y|UX}} \left( D(V_{Y|UX} \parallel W_{Y|UX}|P_{UX}) : I_{P_{UX}V_{Y|UX}}(U;Y) \leq R \right)$$

and

$$E_{sp}^{(2)}(R, W_{Y|UX}, P_{UX}) \triangleq \min_{V_{Y|UX}} \left( D(V_{Y|UX} \parallel W_{Y|UX}|P_{UX}) : I_{P_{UX}V_{Y|UX}}(X;Y) \leq R \right).$$

Note that $E_r^{(1)}$ and $E_r^{(2)}$ (respectively $E_{sp}^{(1)}$ and $E_{sp}^{(2)}$) are the random-coding (respectively sphere-packing) type exponents expressed in terms of constrained Kullback-Leibler divergences and mutual informations [32]. In fact, it has been shown in [10] that

$$E_{sp}^{(i)}(R, W_{Y|UX}, P_{UX}) = \max_{\rho \geq 0} [E_i(\rho, W_{Y|UX}, P_{UX}) - \rho R], \quad i = 1, 2,$$

where

$$E_1(\rho_1, W_{Y|UX}, P_{UX}) \triangleq -\log_2 \sum_{y \in Y} \left( \sum_{(u,x) \in U \times X} P_{UX}(u,x) W_{Y|UX}(y|u,x)^{1+\rho_1} \right)^{1+\rho_1}, \quad (9.86)$$

and

$$E_2(\rho_2, W_{Y|UX}, P_{UX}) = -\log_2 \sum_{u \in U} P_U(u) \sum_{y \in Y} \left( \sum_{x \in X} P_{X|U}(x|u) W_{Y|UX}(y|u,x)^{1+\rho_2} \right)^{1+\rho_2}. \quad (9.87)$$

Analogous to [32, Lemma 5.4, Corollary 5.4, p. 168], we can prove the following results; some of them have been proved in [10].

**Lemma 9.1** Let $i = 1, 2$. $E_{r}^{(i)}(R, W_{Y|UX}, P_{UX})$ coincides with $E_{sp}^{(i)}(R, W_{Y|UX}, P_{UX})$ if $R \geq R_{cr}^{(i)}(W_{Y|UX}, P_{UX})$ where

$$R_{cr}^{(i)}(W_{Y|UX}, P_{UX}) = \left. \frac{\partial E_i(\rho, W_{Y|UX}, P_{UX})}{\partial \rho} \right|_{\rho=1}. $$
and is a straight line tangent on $E_{sp}^{(i)}(R, W_{Y|UX}, P_{UX})$ with slope $-1$ if $R \leq R_{cr}^{(i)}(W_{Y|UX}, P_{UX})$, i.e.,

$$E_{r}^{(i)}(R, W_{Y|UX}, P_{UX}) = \begin{cases} 
E_{sp}^{(i)}(R, W_{Y|UX}, P_{UX}), & \text{if } R \geq R_{cr}^{(i)}(W_{Y|UX}, P_{UX}), \\
E_{sp}^{(i)} \left( R_{cr}^{(i)}(W_{Y|UX}, P_{UX}), W_{Y|UX}, P_{UX} \right) + R_{cr}^{(i)}(W_{Y|UX}, P_{UX}) - R, & \text{if } 0 < R \leq R_{cr}^{(i)}(W_{Y|UX}, P_{UX}).
\end{cases}$$

Furthermore, $E_{r}^{(i)}(R, W_{Y|UX}, P_{UX})$ has the parametric form

$$E_{r}^{(i)}(R, W_{Y|UX}, P_{UX}) = \max_{0 \leq \rho \leq 1} \left[ E_{i}(\rho, W_{Y|UX}, P_{UX}) - \rho \hat{R}_{i} \right]$$

where $E_{1}(\rho, W_{Y|UX}, P_{UX})$ and $E_{2}(\rho, W_{Y|UX}, P_{UX})$ are given in (9.86) and (9.87) respectively.

Therefore, we can write the functions $E_{r}$ in (9.74) and $E_{sp}$ in (9.75) as follows.

$$E_{r}(R_{1}, R_{2}, W_{Y|UX}) = \max_{P_{UX}} \min_{i=1,2} \max_{0 \leq \rho \leq 1} \left[ E_{i}(\rho, W_{Y|UX}, P_{UX}) - \rho \hat{R}_{i} \right] \quad (9.88)$$

and

$$E_{sp}(R_{1}, R_{2}, W_{Y|UX}) = \max_{P_{UX}} \min_{i=1,2} \max_{\rho \geq 0} \left[ E_{i}(\rho_{i}, W_{Y|UX}, P_{UX}) - \rho \hat{R}_{i} \right] \quad (9.89)$$

where $\hat{R}_{1} = R_{1} + R_{2}$ and $\hat{R}_{2} = R_{2}$. Since it is in general hard to find the optimizing solution $P_{UX}$ for $E_{r}$ and $E_{sp}$ above, we next confine our attention to multiple access channels with some symmetric distributions.

**Definition 9.3** [10] We say that the multiple access channel $W_{Y|UX}$ is $U$-symmetric if for every $u \in U$ the transition matrix $W_{Y|UX}(\cdot|u, \cdot)$ is symmetric in the sense that the rows (respectively columns) are permutations of each other. An $X$-symmetric multiple access channel is defined similarly. We then say that $W_{Y|UX}$ is symmetric if it is both $U$-symmetric and $X$-symmetric.

It follows that the multiple access channel with additive noise is symmetric (e.g., see the example below), where a multiple access channel $W_{Y|UX}$ with (modulo $B$) additive noise
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$\{P_F : F\}$ is described as

$$Y_i = U_i \oplus X_i \oplus F_i \pmod{B}$$

where $Y_i \in \mathcal{Y}$, $X_i \in \mathcal{X}$, $U_i \in \mathcal{U}$ and $F_i \in \mathcal{F}$ are the channel’s output, two input and noise symbols at time $i$ such that $\mathcal{Y} = \mathcal{U} = \mathcal{X} = \mathcal{F} = \{0, 1, 2, ..., B-1\}$, and $F_i$ is independent of $X_i$ and $U_i$, $i = 1, 2, ..., n$.

It is shown in [10] that if the multiple access channel $W_{Y|UX}$ is $U$-symmetric, then the outer maximum of (9.90) and (9.91) is achieved by a joint distribution of the form $P_{UX}(u, x) = P_U(u) / |X|$ for every $x$ and $u$. It then follows that for the symmetric multiple access channel, the maximum of (9.90) and (9.91) is achieved by a uniform joint distribution

$$P_{UX}^*(u, x) = \frac{1}{|U||X|},$$

which is independent of $\rho$. Substituting $P_{UX}^*$ in (9.90) and (9.91) yields

\[
E_r(R_1, R_2, W_{Y|UX}) = \min_{i=1,2} \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_i(\rho, W_{Y|UX}) - \rho \tilde{R}_i \right]
\] (9.90)

and

\[
E_{sp}(R_1, R_2, W_{Y|UX}) = \min_{i=1,2} \max_{\rho \geq 0} \left[ \tilde{E}_i(\rho, W_{Y|UX}) - \rho \tilde{R}_i \right]
\] (9.91)

where $\tilde{R}_1 = R_1 + R_2$, $\tilde{R}_2 = R_2$,

\[
\tilde{E}_1(\rho, W_{Y|UX}) = (1 + \rho) \log_2(|U||X|) - \log_2 \left( \sum_{(u, x) \in U \times X} W_{Y|UX}(y|u, x) \frac{1}{1+\rho} \right)
\]

and

\[
\tilde{E}_2(\rho, W_{Y|UX}) = (1 + \rho) \log_2 |X| + \log_2 |U| - \log_2 \left( \sum_{(u, y) \in U \times Y} \left( \sum_{x \in X} W_{Y|UX}(y|u, x) \frac{1}{1+\rho} \right) \right)^{1+\rho}
\]

We recall the following identities.

\[
\min_{P_{SL} : H_{PSL}(S, L) = R} D(P_{SL} \parallel Q_{SL}) = \max_{\rho \geq 0} \left[ \rho R - E_{s1}(\rho, Q_{SL}) \right],
\] (9.92)

\[
\min_{P_{SL} : H_{PSL}(L|S) = R} D(P_{SL} \parallel Q_{SL}) = \max_{\rho \geq 0} \left[ \rho R - E_{s2}(\rho, Q_{SL}) \right],
\] (9.93)

where

\[
E_{s1}(\rho, Q_{SL}) = (1 + \rho) \log_2 \sum_{(s, l) \in S \times L} Q_{SL}(s, l) \frac{1}{1+\rho}
\]
and

\[ E_{s2}(\rho, Q_{SL}) = (1 + \rho) \sum_{s \in S} Q_S(s) \log_2 \sum_{l \in L} Q_{L|S}(l|s) + \rho. \]

Note that \( E_{s1}(\rho, Q_{SL}) \) and \( E_{s2}(\rho, Q_{SL}) \) are both concave in \( \rho \). Clearly, if the marginal distribution \( Q_S(s) \) is uniform, then (9.92) and (9.93) are equal. Using (9.90) we now can write (9.72) as

\[
\begin{align*}
\min_{P_{SL}} & \left[ \tau D(P_{SL} \| Q_{SL}) + E_\epsilon(\tau H_P(S), \tau H_{P_{SL}}(L|S), W_Y|U_X) \right] \\
= & \min \left\{ \min_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_1(\rho_1, W_Y|U_X) - \rho_1 \tau H_{P_{SL}}(S, L) \right] \right] , \right. \\
& \min_{P_{SL}} \left[ \tau D(P_{SL} \| Q_{SL}) + \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_2(\rho_2, W_Y|U_X) - \rho_2 \tau H_{P_{SL}}(L|S) \right] \right] \left. \right\} \\
= & \min \left\{ \min_{R} \left[ \min_{P_{SL}: \tau H_{P_{SL}}(S,L)=R} \tau D(P_{SL} \| Q_{SL}) + \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_1(\rho_1, W_Y|U_X) - \rho_1 \right] \right] , \right. \\
& \min_{R} \left[ \min_{P_{SL}: \tau H_{P_{SL}}(L|S)=R} \tau D(P_{SL} \| Q_{SL}) + \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_2(\rho_2, W_Y|U_X) - \rho_2 \right] \right] \left. \right\} \quad (9.94)
\end{align*}
\]

and similarly using (9.91) we can write (9.73) as

\[
\begin{align*}
\inf_{P_{SL}} & \left[ \tau D(P_{SL} \| Q_{SL}) + E_{sp}(\tau H_P(S), \tau H_{P_{SL}}(L|S), W_Y|U_X) \right] \\
= & \min \left\{ \inf_{R} \left[ \min_{P_{SL}: \tau H_{P_{SL}}(S,L)=R} \tau D(P_{SL} \| Q_{SL}) + \max_{\rho_1 \geq 0} \left[ \tilde{E}_1(\rho_1, W_Y|U_X) - \rho_1 \right] \right] , \right. \\
& \min_{R} \left[ \min_{P_{SL}: \tau H_{P_{SL}}(L|S)=R} \tau D(P_{SL} \| Q_{SL}) + \max_{\rho_2 \geq 0} \left[ \tilde{E}_2(\rho_2, W_Y|U_X) - \rho_2 \right] \right] \left. \right\} \quad (9.95)
\end{align*}
\]

Consequently, applying Fenchel duality theorem as in the previous chapters and (9.92) and (9.93), we obtain the following.

**Theorem 9.4** Given \( Q_{SL}, W_Y|U_X \), and the transmission rate \( \tau \), the lower bound of the JSCC error exponent given in (9.72) and the upper bound given in (9.76) can be equivalently expressed as

\[
\begin{align*}
\min_{i=1,2} \max_{0 \leq \rho \leq 1} \left[ \tilde{E}_i(\rho, W_Y|U_X) - \tau E_{si}(\rho, Q_{SL}) \right] & \leq E_J(Q_{SL}, W_Y|U_X, \tau) \\
& \leq \min_{i=1,2} \max_{\rho \geq 0} \left[ \tilde{E}_i(\rho, W_Y|U_X) - \tau E_{si}(\rho, Q_{SL}) \right].
\end{align*}
\]

(9.96)
Example 9.1 (Binary CS-AMAC System) Now consider binary CS \( Q_{SL} \) with distribution
\[
Q_{SL}(S = 0, L = 0) = \frac{2(1 - q)}{3}, \quad Q_{SL}(S = 1, L = 0) = \frac{q}{2},
\]
\[
Q_{SL}(S = 0, L = 1) = \frac{q}{2}, \quad Q_{SL}(S = 1, L = 1) = 1 - q,
\]
where \( 0 < q < 1/2 \). Then
\[
E_s^1(\rho, Q_{SL}) = (1 + \rho) \log_2 \left\{ \left[ \left( \frac{2}{3} \right)^{1+\rho} + \left( \frac{1}{3} \right)^{1+\rho} \right] (1 - q)^{1+\rho} + 2 \left( \frac{q}{2} \right)^{1+\rho} \right\},
\]
\[
E_s^2(\rho, Q_{SL}) = (1 + \rho) \left( \frac{2(1 - q)}{3} + \frac{q}{2} \right) \log_2 \left[ \left( \frac{2(1-q)}{3} \right)^{1+\rho} + \left( \frac{q}{2} \right)^{1+\rho} \right]
\]
\[
+ (1 + \rho) \left( \frac{1 - q}{3} + \frac{q}{2} \right) \log_2 \left[ \left( \frac{1-q}{3} + \frac{q}{2} \right)^{1+\rho} + \left( \frac{q}{2} \right)^{1+\rho} \right].
\]
Consider a binary multiple access channel \( W_{Y|UX} \) with binary additive noise \( P_F(F = 1) = \epsilon \) (\( 0 < \epsilon < 1/2 \)). That is, the transition probabilities are given by
\[
P_{Y|UX}(Y = 0|U = 0, X = 0) = 1 - \epsilon, \quad P_{Y|UX}(Y = 1|U = 0, X = 0) = \epsilon
\]
\[
P_{Y|UX}(Y = 0|U = 0, X = 1) = \epsilon, \quad P_{Y|UX}(Y = 1|U = 0, X = 1) = 1 - \epsilon
\]
\[
P_{Y|UX}(Y = 0|U = 1, X = 0) = \epsilon, \quad P_{Y|UX}(Y = 1|U = 1, X = 0) = 1 - \epsilon
\]
\[
P_{Y|UX}(Y = 0|U = 1, X = 1) = 1 - \epsilon, \quad P_{Y|UX}(Y = 1|U = 1, X = 1) = \epsilon.
\]

It follows that
\[
\tilde{E}_1(\rho, W_{Y|UX}) = \tilde{E}_2(\rho, W_{Y|UX}) = \rho \log_2 2 - (1 + \rho) \log_2 \left( \epsilon^{1+\rho} + (1 - \epsilon)^{1+\rho} \right).
\]

In Fig. 9.5, we plot the lower and upper bounds for the JSCC error exponent \( E_J \) for different \((q, \epsilon)\) pairs with transmission rate \( t = 0.25 \) and 0.35. As illustrated, the upper and lower bounds coincide (this can also be proved by checking that the two outer minimums in (9.96) are achieved by the same \( i \) and that the inner maximum in the upper bound is achieved by \( \rho \leq 1 \)) for many \((q, \epsilon)\) pairs (e.g., when \( \tau = 0.25, q = 0.1, \epsilon \geq 0.0205 \) and when \( \tau = 0.35, q = 0.1, \epsilon \geq 0.0056 \), and hence exactly determine the exponent.)
9.9. Conclusion

In this chapter, we studied the exponential behavior of the probabilities of error for transmitting correlated sources over asymmetric 2-user channels by JSCC. We first established universally achievable error exponent pairs for the two receivers by using the joint type-packing lemma and generalized mutual information decoders. We also defined the system JSCC error exponent and derived lower and upper bounds for the exponent. By definition, when the system JSCC error exponent is positive, the sources can be reliably transmitted over the channel. Thus by examining the positivity of the lower bound for the exponent we obtained the forward part for the JSCC theorem. We also proved the converse part by Fano’s inequality and hence we established the JSCC theorem for the asymmetric multi-terminal scenario. It is demonstrated that the condition can actually be achieved by a tandem cod-
ing scheme, which combines separate source and channel coding. This means that tandem coding does not lose optimality from the point of view of reliable transmissibility.

We next specialized our results to CS-AMAC systems and CS-ABC systems. We analytically computed the system JSCC error exponent for the CS-AMAC case when the channel admits a symmetric distribution. Numerical examples showed that our bounds are tight, hence exactly determining the exponent, for a large range of source-channel parameters.
Chapter 10

When is JSCC Worthwhile: JSCC vs Tandem Coding Reliability Functions

So far we have obtained computable lower and upper bounds for the JSCC reliability function (error exponent/excess distortion exponent) for different single-user communication systems and the asymmetric 2-user system. In this chapter, we employ these results to provide a systematic comparison of the JSCC reliability function and the corresponding tandem coding reliability function with the same transmission rate. As can be shown, JSCC reliability function is at least as large as the tandem coding reliability function; however, we are particularly interested in investigating the situation where a strict inequality holds. Indeed, this inequality, when it holds, provides a theoretical underpinning and justification for JSCC design as opposed to the widely used tandem approach, since the former method will yield a faster exponential rate of decay for the error probability, which may translate into substantial reductions in complexity and delay for real-world communication systems.

In Section 10.1, we derive a formula for the (lossless) tandem coding error exponent $E_T$ for discrete systems (consisting of an arbitrary discrete source and an arbitrary discrete channel). The exponent is conceptually represented in terms of the discrete source and
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Channel error exponents and is in general not computable, as the channel error exponent is not fully known even for DMCs. However, for discrete memoryless systems and SEM systems, we can obtain upper and lower bounds for the tandem error exponent by replacing the channel error exponent by its upper and lower bounds.

We then address the comparison of the JSCC error exponent $E_J$ with the tandem coding error exponent $E_T$ for discrete memoryless systems in Section 10.2. We first show that $E_J$ can at most double $E_T$, and then we establish sufficient (computable) conditions for which $E_J > E_T$ for any given source-channel pair $(Q_S, W_{Y|X})$, which are satisfied for a large class of memoryless source-channel pairs. As an application, we estimate the power savings of JSCC over tandem coding for transmitting binary DMS over binary-input quantized-output additive white Gaussian noise and memoryless Rayleigh-fading channels; it turns out that the advantage of JSCC in terms of the reliability function translates into more than 2 dB power gain for those systems. The comparison of $E_J$ and $E_T$ for SEM systems (which consist of an SEM source and an SEM channel) is provided in Section 10.3. As in the preceding section, we prove that $E_J \leq 2E_T$ and establish sufficient (computable) conditions for which $E_J > E_T$. We observe via numerical examples that such conditions are satisfied by a wide class of SEM source-channel pairs.

It is seen in Section 10.4 that our formula for the tandem error exponent remains valid for a discrete memoryless system involving channel output feedback and source SI. For systems with feedback, we show that $E_{T,fb} \leq E_{J,fb} \leq 2E_{T,fb}$; for systems with source SI at the decoder, we also prove that $E_{SID,T} \leq E_{SID,J}$. Additionally, we provide numerical examples to show that the JSCC error exponent is superior to the corresponding tandem coding error exponent in most cases.

In Section 10.5, we compare the JSCC excess distortion exponent with the tandem coding excess distortion exponent for Gaussian systems. For an MGS and an MGC, the tandem coding excess exponent results from separately performing and concatenating optimal lossy Gaussian source coding and channel coding for MGC. We derive a formula for the tandem coding excess distortion exponent for the case when SDR $\geq 4$ ($\approx 6$ dB) (i.e., when the distortion threshold is less than 1/4 of the source variance). The exponent admits a similar
form as the discrete tandem error exponent in terms of the MGS exponent and the MGC exponent. We next numerically compare the lower bound of the JSCC exponent with the upper bound of the tandem exponent and observe that the JSCC exponent can be strictly superior to the tandem exponent for many SNR-SDR pairs.

We next address the tandem coding error exponent for asymmetric 2-user systems in Section 10.6. As for the point-to-point systems, we derive a conceptual formula for the tandem coding error exponent in terms of the corresponding 2-user source error exponent and the asymmetric 2-user channel error exponent. By numerically comparing the lower bound of the JSCC error exponent and the upper bound of the tandem coding error exponent, we illustrate that, JSCC can considerably outperform tandem coding in terms of error exponent for a large class of binary CS-AMAC systems with additive noise. Finally a conclusion is given in Section 10.7.

10.1 Tandem Error Exponent for Discrete Systems

Our aim in this section is to derive a formula for the tandem coding error exponent for a general discrete system (with memory) consisting of a discrete source $Q_S = \{Q_{S^n} \in \mathcal{P}(S^n)\}_{n=1}^\infty$ and a discrete channel $W_{Y|X} = \{W_{Y^n|X^n} \in \mathcal{P}(Y^n|X^n)\}_{n=1}^\infty$.

Conceptually and essentially, a tandem code $(f_n^*, \varphi_n^*) \triangleq (f_{s,n}, f_{c,n}, \varphi_{c,n}, \varphi_{s,n})$ is composed of two “separately” designed codes: a $(\tau n, M_n)$ block source code $(f_{s,n}, \varphi_{s,n})$ with source code rate

$$R_{s,n} \triangleq \frac{\log_2 M_n}{\tau n} \quad \text{source code bits/source symbol},$$

and an $(n, M_n)$ block channel code $(f_{c,n}, \varphi_{c,n})$ with channel code rate

$$R_{c,n} \triangleq \frac{\log_2 M_n}{n} \quad \text{source code bits/channel use},$$

assuming that the limit $\lim_{n \to \infty} \log M_n/n$ exists, i.e.,

$$\limsup_{n \to \infty} \frac{\log M_n}{n} = \liminf_{n \to \infty} \frac{\log M_n}{n}.$$

\[1\]Since in the tandem system $k = \tau n$ and $\tau$ is a constant, to simplify our notation, we denote the source rate by $R_{s,n}$ instead of $R_{s,k}$ or $R_{s,\tau n}$.
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Here “separately” means that the source code is designed without the knowledge of the channel statistics, and the channel code is designed without the knowledge of the source statistics. However, as long as the source encoder is directly concatenated by a channel encoder, the source statistics would be automatically brought into the channel coding stage. Thus common randomization is also needed to decouple source and channel coding (e.g., [51]). Specifically, we assume that the source coding index \( i = f_{sn}(s) \) is mapped to a channel index through a permutation mapping \( \pi_m : \{1, 2, ..., M_n\} \rightarrow \{1, 2, ..., M_n\} \), commonly called an index assignment (\( \pi_m \) is assumed to be known at both the transmitter and the receiver; see Fig. 10.1). Furthermore, the choice of \( \pi_m \) is assumed random and equally likely from all the \( M_n \) different possible index assignments, so that the indices fed into the channel encoder have a uniform distribution, i.e.,

\[
\Pr(\pi_m[f_{sn}(S^{\tau n})] = l) = \sum_{i=1}^{M_n} \Pr(f_{sn}(S^{\tau n}) = i) \Pr(\pi_m(i) = l | f_{sn}(S^{\tau n}) = i) = \sum_{i=1}^{M_n} \Pr(f_{sn}(S^{\tau n}) = i) \frac{(M_n - 1)!}{M_n!} = \frac{1}{M_n} \tag{10.1}
\]

for any \( l \in \{1, 2, ..., M_n\} \). Hence common randomization achieves statistical independence between the source and channel coding operations.

In what follows we need to make another assumption regarding the source code in order to analyze the probability of error. Let the source codebook be \( C = \{c_1, ..., c_{M_n}\} \subseteq S^{\tau n} \). We assume that (A1) the source code satisfies the condition (for every \( n \))\( Q_s^{\tau n}(f_{sn}^{-1}(i)) > 0 \) and \( c_i \in f_{sn}^{-1}(i) \) for every \( i = 1, 2, ..., M_n \), where \( f_{sn}^{-1}(i) \triangleq \{s \in S^{\tau n} : f_{sn}(s) = i\} \); see Fig. 10.2. Clearly, the assumption has practical meaning. If \( Q_s^{\tau n}(f_{sn}^{-1}(i)) = 0 \) for some \( i \), then the codeword \( c_i \) is redundant, and we can remove it from the codebook \( C \). If \( c_i \notin f_{sn}^{-1}(i) \), we can map the index \( i \) to some source message \( \hat{s} \) such that \( Q_s^{\tau n}(\hat{s}) > 0 \) and \( f_{sn}(\hat{s}) = i \), so that the source coding probability of error

\[
P_{es}^{(\tau n)}(Q_s, R_{s,n}) = \sum_{s : \not\exists_{sn}(f_{sn}(s)) \neq \hat{s}} Q_s^{\tau n}(s) \tag{10.2}
\]
10.1. Tandem Error Exponent for Discrete Systems

\[ s \in S^m \]
\[ f_{sn} \]
\[ i \in \{1, 2, \ldots, M_n\} \]
\[ \pi_m \]
\[ \pi_m(i) \in \{1, 2, \ldots, M_n\} \]
\[ f_{cn} \]
\[ x \in X^n \]
\[ W_{Y^n|X^n} \]
\[ y \in Y^n \]
\[ c_j \in C \]
\[ \phi_{sn} \]
\[ j \in \{1, 2, \ldots, M_n\} \]
\[ \pi_m^{-1} \]
\[ \pi_m(j) \in \{1, 2, \ldots, M_n\} \]
\[ \phi_{cn} \]

Figure 10.1: Tandem coding system for discrete sources and discrete channels.

is strictly reduced by setting \( \hat{s} \) as the codeword \( c_i \). We remark that the source code satisfying (A1) does not lose optimality (in the sense of achieving the source error exponent).

By introducing the uniform index assignment assumption and (A1), the error probability of the tandem code \((f^*_n, \phi^*_n)\) is given by

\[
P_{ec}^{(n)}(Q_s, W_{Y|X}, \tau) \triangleq \Pr(\phi_{sn}[\pi_m^{-1}(\phi_{cn}(Y^n))] \neq S^m)
= \sum_{l=1}^{M_n} \Pr(\pi_m[f_{sn}(S^m)] = l) \left[ \Pr(\phi_{cn}(Y^n) \neq l | \pi_m[f_{sn}(S^m)] = l) + \Pr(\phi_{cn}(Y^n) = l | \pi_m[f_{sn}(S^m)] = l) \right]
= \sum_{l=1}^{M_n} \frac{1}{M_n} \Pr(\phi_{cn}(Y^n) \neq l | l \text{ is sent}) + \Pr(\phi_{sn}(f_{sn}(S^m)) \neq S^m) \sum_{l=1}^{M_n} \frac{1}{M_n} \Pr(\phi_{cn}(Y^n) = l | l \text{ is sent})
= P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) + (1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n})) P_{es}^{(r)}(Q_s, R_{s,n}),
\]

where (10.3) follows from the assumption (A1), which implies that a channel decoding error must cause an overall system decoding error, (10.4) holds due to the independence of source
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Figure 10.2: (A1): $Q_{S^{\tau n}}(f_{sn}^{-1}(i)) > 0$ and $c_i \in f_{sn}^{-1}(i)$ for all $i = 1, 2, ..., M_n$. 
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and channel coding, and in (10.5)

\[ P_{ec}^{(n)}(W_{Y|X}, Rc,n) = \frac{1}{M_n} \sum_{l=1}^{M_n} \sum_{y: \phi_{cn}(y) \neq l} W_{Y^n|X^n}(y|f_{cn}(l)) \]  

(10.6)
is the probability of error for channel coding, and \( P_{es}^{(r_n)}(Q_S, R_s,n) \) is the probability of error for source coding given by (10.2).

**Definition 10.1** The tandem coding error exponent \( E_T(Q_S, W_{Y|X}, \tau) \) for source \( Q_S \) and channel \( W_{Y|X} \) is defined as the supremum of the set of all numbers \( \hat{E} \) for which there exists a sequence of tandem codes \( (f^*_n, \phi^*_n) \) satisfying (A1) with transmission rate \( \tau \) such that

\[ \hat{E} \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(Q_S, W_{Y|X}, \tau). \]

When there is no possibility of confusion, \( E_T(Q_S, W_{Y|X}, \tau) \) will often be written as \( E_T \).

**Proposition 10.1** \( E_J(Q_S, W_{Y|X}, \tau) \geq E_T(Q_S, W_{Y|X}, \tau) \).

**Proof:** For any sequence of tandem codes \( \{(f^*_n, \varphi^*_n)\}_{n=1}^{\infty} \) composed of a sequence of source codes \( \{(f_{sn}, \varphi_{sn})\}_{n=1}^{\infty} \) and a sequence of channel codes \( \{(f_{cn}, \varphi_{cn})\}_{n=1}^{\infty} \), we have

\[ P_{ec}^{(n)}(Q_S, W_{Y|X}, \tau) = \sum_{m=1}^{M_n!} \frac{1}{M_n!} \Pr(\varphi_{sn}[\pi^{-1}_m(\varphi_{cn}(Y^n))] \neq S^{r_n}|\pi_m \text{ is fixed}) \geq \min_{1 \leq m \leq M_n!} \Pr(\varphi_{sn}[\pi^{-1}_m(\varphi_{cn}(Y^n))] \neq S^{r_n}|\pi_m \text{ is fixed}). \]

Let the above minimum be achieved by \( m^* = m^*(n) \), then there exists a sequence of JSC codes \( \{(f_n, \varphi_n)\}_{n=1}^{\infty} \) with \( f_n = f_{cn} \circ \pi^{-1}_m \circ f_{sn} \) and \( \varphi_n = \varphi_{sn} \circ \pi^{-1}_m \circ \varphi_{cn} \) such that

\[ P_{ec}^{(n)}(Q_S, W_{Y|X}, \tau) \geq P_{ec}^{(n)}(Q_S, W_{Y|X}, \tau) \]  

for any \( n \geq 1 \), where “\( \circ \)” denotes composition and \( P_{ec}^{(n)}(Q_S, W_{Y|X}, \tau) \) is the probability of error induced by the JSC codes \( \{(f_n, \varphi_n)\} \). Since this holds for any sequence of tandem codes (satisfying (A1)), it then follows from the definition of joint and tandem exponents that \( E_J \geq E_T \).
Theorem 10.1 For a discrete source-channel pair $(Q_S, W_{Y|X})$ and transmission rate $\tau$,

$$E_T(Q_S, W_{Y|X}, \tau) = \sup_{R>0} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E(R, W_{Y|X}) \right\}$$

where $e(R, Q_S)$ is the source error exponent defined in Def. 7.2 and $E(R, W_{Y|X})$ is the channel error exponent defined in Def. 7.3.

Remark 10.1 Note that the formula for the tandem error exponent has been simply mentioned by Csiszár [30] without stating any assumptions (i.e., common randomization, Assumption (A1)) for the tandem system.

Proof:

Forward Part: We show that there exists a sequence of tandem codes

$$(f^*_n, \varphi^*_n) = (f_{sn}, f_{cn}, \varphi_{cn}, \varphi_{sn})$$

satisfying (A1) with rate $\tau$ such that

$$\lim inf_{n \to \infty} - \frac{1}{n} \log_2 P_{e^*}^{(n)}(Q_S, W_{Y|X}, \tau) > \sup_{R>0} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E(R, W_{Y|X}) \right\} - \delta$$

for any $\delta > 0$. It follows from (10.5) that

$$P_{e^*}^{(n)}(Q_S, W_{Y|X}, \tau) \leq 2 \max \{ P_{e^*}^{(dn)}(Q_S, R_{s,n}), P_{e^*}^{(cn)}(W_{Y|X}, R_{c,n}) \},$$

or equivalently,

$$\lim inf_{n \to \infty} - \frac{1}{n} \log_2 P_{e^*}^{(n)}(Q_S, W_{Y|X}, \tau) \geq \min \left\{ \lim inf_{n \to \infty} - \frac{1}{n} \log_2 P_{e^*}^{(dn)}(Q_S, R_{s,n}), \right.$$

$$\left. \lim inf_{n \to \infty} - \frac{1}{n} \log_2 P_{e^*}^{(cn)}(W_{Y|X}, R_{c,n}) \right\}.$$

Now fix $R > 0$ and $\delta > 0$. According to the definition of the source error exponent, there exists a sequence of $(\tau_n, \tilde{M}_n)$ source codes $(\tilde{f}_{sn}, \tilde{\varphi}_{sn})$ satisfying (A1) (since (A1) does not lose optimality) such that

$$\lim inf_{n \to \infty} - \frac{1}{\tau_n} \log_2 \Pr \left( \tilde{\varphi}_{sn} \left[ \tilde{f}_{sn}(S^{\tau_n}) \neq S^{\tau_n} \right] \right) > e(R, Q_S) - \delta$$

and

$$\lim sup_{n \to \infty} \frac{\log_2 \tilde{M}_n}{\tau_n} \leq R.$$
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Since a source code with a codebook size larger than \( \tilde{M}_n \) would have a smaller probability of error, there must exist a sequence of \((\tau_n, [2^{\tau_n R}])\) source codes \((f_{sn}, \varphi_{sn})\) (satisfying (A1)) such that

\[
\liminf_{n \to \infty} -\frac{1}{\tau_n} \Pr(\varphi_{sn}[f_{sn}(S^{\tau_n})] \neq S^{\tau_n}) > e(R, Q_S) - \delta.
\]

Similarly, for given \( \tau R \), the definition of channel error exponent asserts that there exists a sequence of \((n, \tilde{M}_n)\) channel codes \((\hat{f}_{cn}, \hat{\varphi}_{cn})\) such that

\[
\liminf_{n \to \infty} -\frac{1}{n} \log_2 \Pr(\hat{\varphi}_{cn}(Y^n) \neq L) > E(\tau R, W_{Y|X}) - \delta \quad \text{and} \quad \liminf_{n \to \infty} \frac{\log_2 \tilde{M}_n}{n} \geq \tau R.
\]

Since a channel code with a codebook size smaller than \( \tilde{M}_n \) would have a smaller probability of error, there must exist a sequence of \((n, \tilde{M}_n)\) channel codes \((\hat{f}_{cn}, \hat{\varphi}_{cn})\) such that

\[
\liminf_{n \to \infty} -\frac{1}{n} \log_2 \Pr(\hat{\varphi}_{cn}(Y^n) \neq L) > E(\tau R, W_{Y|X}) - \delta.
\]

Therefore, there exists a sequence of tandem codes, composed by a sequence of \((\tau_n, [2^{\tau_n R}])\) source codes, and a sequence of \((n, [2^{\tau_n R}])\) channel codes (with the same \( M_n = [2^{\tau_n R}] \)), such that

\[
\liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{e}^{(n)}(Q_S, W_{Y|X}, \tau) > \min \left\{ \tau e(R, Q_S), E(\tau R, W_{Y|X}) \right\} - \delta.
\]

Finally, since \( R \) and \( \delta \) are arbitrary, we can take the supremum over \( R > 0 \), completing the proof of the forward part.

Converse Part: We show that for any sequence of tandem codes \((f_{sn}^*, \varphi_{sn}^*)\) with rate \( \tau \) composed by source codes \((f_{sn}, \varphi_{sn})\) and channel codes \((f_{cn}, \varphi_{cn})\) satisfying assumption (A1),

\[
\liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{e}^{(n)}(Q_S, W_{Y|X}, \tau) \leq \sup_{R > 0} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E(R, W_{Y|X}) \right\}.
\]

Consider the tandem code sequence \((f_{sn}^*, \varphi_{sn}^*)\) of rate \( \tau \) composed by a \((\tau n, M_n)\) block source code \((f_{sn}, \varphi_{sn})\) (with rate \( R_{s,n} \)) and an \((n, M_n)\) block channel code \((f_{cn}, \varphi_{cn})\) (with rate \( R_{c,n} = \tau R_{s,n} \)).
We first assume that $\limsup_{n \to \infty} -\frac{1}{n} \log_2 (1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n})) \geq \delta$ for some positive $\delta$ independent of $n$, which implies that there exists a sequence $n_0 \leq n_1 \leq n_2 \leq \cdots \leq \infty$ such that

$$
\lim_{i \to \infty} P_{ec}^{(n_i)}(W_{Y|X}, R_{c,n_i}) \geq 1 - \lim_{i \to \infty} 2^{-n_i \delta} = 1
$$

In this trivial case,

$$
\liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) \leq \liminf_{i \to \infty} -\frac{1}{n_i} \log_2 P_{ec}^{(n_i)}(W_{Y|X}, R_{c,n_i}) = 0
$$

and (10.7) holds. Next we assume that $\limsup_{n \to \infty} -\frac{1}{n} \log_2 (1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n})) = 0$. It then follows from (10.5) that

$$
\liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) \leq \liminf_{i \to \infty} -\frac{1}{n_i} \log_2 P_{ec}^{(n_i)}(W_{Y|X}, R_{c,n_i}) \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(Q_S, R_{s,n}) (10.8)
$$

and

$$
\liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(Q_S, W_{Y|X}, \tau) \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{ec}^{(n)}(W_{Y|X}, R_{c,n}), \quad (10.9)
$$

Let

$$
R = \lim_{n \to \infty} R_{s,n} = \lim_{n \to \infty} \frac{\log_2 M_n}{\tau n}.
$$

By definition, the source error exponent $e(R, Q_S)$ is the largest (supremum) number $e$ such that there exists a sequence of $(\tau n, \tilde{M}_n)$ source codes $(\tilde{f}_{sn}, \tilde{\varphi}_{sn})$ satisfying

$$
\liminf_{n \to \infty} -\frac{1}{\tau n} \log_2 \Pr \left( \tilde{\varphi}_{sn} \left[ \tilde{f}_{sn}(S^{\tau n}) \right] \neq S^{\tau n} \right) \geq e \quad \text{and} \quad \limsup_{n \to \infty} \frac{\log_2 \tilde{M}_n}{\tau n} \leq R.
$$

This means that

$$
\liminf_{n \to \infty} -\frac{1}{\tau n} \log_2 \Pr \left( \tilde{\varphi}_{sn} \left[ \tilde{f}_{sn}(S^{\tau n}) \right] \neq S^{\tau n} \right) \leq e(R, Q_S)
$$

holds for all the codes $(\tilde{f}_{sn}, \tilde{\varphi}_{sn})$ with $\limsup_{n \to \infty} \frac{\log_2 \tilde{M}_n}{\tau n} \leq R$, and hence holds for the sequence of $(\tau n, M_n)$ block codes satisfying (A1).
Similarly, note that

\[ \tau R = \lim_{n \to \infty} R_{c,n} = \lim_{n \to \infty} \frac{\log M_n}{n}. \]

By the definition of the channel error exponent,

\[ \liminf_{n \to \infty} - \frac{1}{n} \log_2 \Pr (\varphi_{cn}(Y^n) \neq L) \leq E(\tau R, W_{Y|X}) \]

holds for all the \((n, \widehat{M}_n)\) block channel codes \((\widehat{f}_{cn}, \widehat{\varphi}_{cn})\) with \(\liminf_{n \to \infty} \frac{\log M_n}{n} \geq \tau R\), and of course holds for the sequence of \((n, M_n)\) block codes.

Putting things together, (10.8) and (10.9) yield

\[ \liminf_{n \to \infty} - \frac{1}{n} \log_2 P_{e,^n}(Q_S, W_{Y|X}, \tau) \leq \min \{ \tau e(R, Q_S), E(\tau R, W_{Y|X}) \}, \]

holds for all the \((\tau n, M_n)\) block source codes satisfying (A1) and all the \((n, M_n)\) block channel codes with \(\lim_{n \to \infty} \frac{\log M_n}{\tau n} = R\). Since the above is satisfied for any sequence of \(M_n > 0\) and hence for all \(R > 0\), we take the supremum of \(R > 0\) and obtain (10.7).

**10.2 Discrete Memoryless Systems**

In this section, we assume that the source is a DMS, i.e., \(Q_S = Q_S^{(\tau n)}\), and that the channel is a DMC, i.e., \(W_{Y|X} = W_{Y|X}^{(n)}\). We hence have the following corollary.

**Corollary 10.1** Let \(\tau H_{Q_S}(S) < C(W_{Y|X})\) and let \(\tau \log_2 |S| > R_\infty(W_{Y|X})\). Then

\[ E_{T^*}(Q_S, W_{Y|X}, \tau) \leq E_T(Q_S, W_{Y|X}, \tau) \]

\[ = \sup_{\tau H_{Q_S}(S) \leq R \leq C(W_{Y|X})} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E(R, W_{Y|X}) \right\} \]  
\[ \leq \overline{E}_{T^{*}}(Q_S, W_{Y|X}, \tau), \]  

(10.11)

where

\[ E_{T^*}(Q_S, W_{Y|X}, \tau) \triangleq \sup_{\tau H_{Q_S}(S) \leq R \leq C(W_{Y|X})} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E_T(R, W_{Y|X}) \right\} \]  
\[ \leq \overline{E}_{T^{*}}(Q_S, W_{Y|X}, \tau), \]  

(10.12)

and

\[ \overline{E}_{T^{*}}(Q_S, W_{Y|X}, \tau) \triangleq \sup_{\tau H_{Q_S}(S) \leq R \leq C(W_{Y|X})} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E_{T^{*}}(R, W_{Y|X}) \right\} \]  

(10.13)
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Remark 10.2 If \( \tau H_{Q_S}(S) \geq C(W|X) \), \( E_T(Q_S, W|X, \tau) = 0 \).

Note that

\[
\sup_{R \leq \tau \log_2 |S|} \tau e \left( \frac{R}{\tau}, Q_S \right) = \tau e(\log_2 |S|, Q_S) = -\tau \log_2 (|S| Q_S(s)),
\]

where \( Q_S(s) \) is the geometric mean of the source probabilities, i.e.

\[
Q_S(s) \triangleq \left( \prod_{s \in S} Q_S(s) \right)^{1/|S|} \leq 1/|S|.
\]

If \( -\tau \log_2 (|S| Q_S(s)) \geq E(\tau \log_2 |S|, W|X) \), then the graphs of \( \tau e(R/\tau, Q_S) \) and \( E(R, W|X) \) must have exactly one intersection \( R_o \) and by (10.10)

\[
E_T(Q_S, W, \tau) = \tau e \left( \frac{R_o}{\tau}, Q_S \right) = E(R_o, W|X),
\]

since \( \tau e(R/\tau, Q_S) \) is strictly increasing in \( R \in [\tau H_{Q_S}(S), \tau \log_2 |S|] \) and \( E(R, W|X) \) is non-increasing in \( R \). If \( -\tau \log_2 (|S| Q_S(s)) < E(\tau \log_2 |S|, W|X) \), then there is no intersection between \( \tau e(R/\tau, Q_S) \) and \( E(R, W|X) \). Recall (2.5) that \( \tau e(R/\tau, Q_S) \) is infinite in the open interval \( (\tau \log_2 |S|, \infty) \). In this case, we have that

\[
E_T(Q_S, W, \tau) = E(\tau \log_2 |S|, W|X)
\]

by (10.10). Without loss of generality, we denote

\[
R_o \begin{cases} 
\text{the rate satisfying} & \tau e \left( \frac{R_o}{\tau}, Q_S \right) = E(R_o, W|X) \\
& \text{if } -\tau \log_2 (|S| Q_S(s)) \geq E(\tau \log_2 |S|, W|X), \\
& \tau \log_2 |S| \\
& \text{if } -\tau \log_2 (|S| Q_S(s)) < E(\tau \log_2 |S|, W|X), 
\end{cases}
\]

(10.16)

so that we can always write that \( E_T(Q_S, W, \tau) = E(R_o, W|X) \).

10.2.1 \( E_J \) Can At Most Double \( E_T \)

When the DMS is uniform, the optimal source coding operation reduces to the trivial enumerating (identity) function with \( M = |S|^n \) as the source is incompressible. Hence only channel coding is performed in both JSCC and tandem coding and \( E_J(Q_S, W|X, \tau) = \)
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\[ E_T(Q_S, W_Y|X, \tau) = E(\tau \log_2 |S|, W_Y|X). \]

Thus, our comparison of the two exponents is nontrivial only if the source is nonuniform and \( \tau H_{Q_S}(S) < C(W_Y|X) \). Even though we know that \( E_J \) is never worse than \( E_T \), the following theorem gives a limit on how much \( E_J \) can outperform \( E_T \).

**Theorem 10.2** JSCC exponent can at most be equal to double the tandem coding exponent, i.e.,

\[ E_J(Q_S, W_Y|X, \tau) \leq 2E_T(Q_S, W_Y|X, \tau), \]

with equality if \( \tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_Y|X) \) and \( T_{sp}(\overline{p}^*, W) = \tau E_s(\overline{p}^*, Q_S) + 2\tau D(Q_S \parallel Q_S). \)

**Remark 10.3** Equivalently, this upper bound also implies that \( E_J \) can at most exceed \( E_T \) by \( E_J/2 \), i.e.,

\[ E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) \leq \frac{1}{2} E_J(Q_S, W_Y|X, \tau). \quad (10.17) \]

**Proof of Theorem 10.2**: We first refer to the upper bound of \( E_J(Q_S, W_Y|X, \tau) \) given by (5.4)

\[ E_J(Q_S, W_Y|X, \tau) \leq \min_{\tau H_{Q_S}(S) \leq R \leq \tau \log_2 |S|} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E(R, W_Y|X) \right], \quad (10.18) \]

where \( \tau e(R/\tau, Q_S) \) is the source error exponent, which is strictly convex and increasing in \([\tau H_{Q_S}(S), \tau \log_2 |S|]\), and \( E(R, W_Y|X) \) is the channel error exponent, which is a positive and non-increasing in \([0, C(W_Y|X)]\). Unlike the source exponent, the behavior of \( E(R, W_Y|X) \) is unknown for \( R < R_{cr}(W_Y|X) \). Let \( C_0 \) be the zero-error capacity of the channel \( W \), i.e., \( E(R, W_Y|X) = \infty \) if and only if \( R < C_0 \) [42]. If \( C_0 > \tau \log_2 |S| \), obviously, we have

\[ E_J(Q_S, W_Y|X, \tau) = E_T(Q_S, W_Y|X, \tau) = +\infty. \]
If $C_0 \leq \tau \log_2 |S|$, the upper bound in (10.18) is finite and the minimum must be achieved by some rate, say $R_m$, in the interval $[C_0, \tau \log_2 |S|]$. Then

$$E_J(Q_S, W_{Y|X}, \tau) \overset{(a)}{\leq} \tau e \left( \frac{R_m}{\tau}, Q_S \right) + E(R_m, W_{Y|X})$$

$$\overset{(b)}{\leq} \tau e \left( \frac{R_o}{\tau}, Q_S \right) + E(R_o, W_{Y|X})$$

$$\overset{(c)}{\leq} 2E(R_o, W_{Y|X})$$

$$= 2E_T(Q_S, W_{Y|X}, \tau).$$

Here, (a) holds with equality if our computable upper and lower bounds, $E_{Jsp}$ and $E_{Jr}$, are equal. To ensure this, we need the condition $\tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X})$ by Theorem 5.2. (b) holds with equality if $R_m = R_o$ by definition of $R_m$. (c) holds with equality if and only if there is an intersection between $\tau e(R/\tau, Q_S)$ and $E(R, W_{Y|X})$, i.e., $\tau e(R_o/\tau, Q_S) = E(R_o, W_{Y|X})$. Now taking these considerations together, and applying Theorem 5.2 again, we conclude that $E_J = 2E_T$ if $\tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X})$ and $T_{sp}(p^*, W) - \tau E_s(p^*, Q_S) = 2\tau \text{D}(Q_S^{(p^*)} \parallel Q_S)$. $\blacksquare$

**Observation 10.1** The condition for the equality states that, if the minimum in the expression of $E_{Jr}$ given in (5.5) is attained at the intersection of $\tau e(R/\tau, W_{Y|X})$ and $E_r(R, W_{Y|X})$ which is no less than the critical rate of the channel, then the JSCC exponent is twice as large as the tandem coding exponent. In that case, the rate of decay of the error probability for the JSCC system is double that for the tandem coding system. In other words, for the same probability of error $P_e$, the delay of (optimal) JSCC is approximately half of the delay of (optimal) tandem coding,

$$P_e \approx 2^{-nE_T(Q_S, W_{Y|X}, \tau)} = 2^{-\frac{n}{2}E_J(Q_S, W_{Y|X}, \tau)} \quad \text{for } n \text{ sufficiently large}. $$
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10.2.2 Sufficient Conditions for which $E_J > E_T$

In the following we will use our previous results to derive computable sufficient conditions for which $E_J > E_T$. We first define

$$\gamma \triangleq \begin{cases} 
\text{the root of } \tau H(Q_S^{(\gamma)}) = R_{cr}(W_Y|X) & \text{if } \tau H_Q(S) \leq R_{cr}(W_Y|X) \leq \tau \log_2 |S|, \\
0 & \text{if } \tau H_Q(S) > R_{cr}(W_Y|X).
\end{cases}$$

(10.19)

such that the source error exponent $\tau e(R/\tau, Q_S)$ has a parametric expression at $R_{cr}(W_Y|X)$

$$\tau e \left( \frac{R_{cr}(W_Y|X)}{\tau}, Q_S \right) = \tau D(Q_S^{(\gamma)} \parallel Q_S).$$

(10.20)

Note that $\gamma$ is well defined only if $R_{cr}(W_Y|X) \leq \tau \log_2 |S|$. Denote

$$T(\overline{\rho}^*) \triangleq T_{sp}(\overline{\rho}^*, W_Y|X) - \tau E_s(\overline{\rho}^*, Q_S).$$

(10.21)

Theorem 10.3 Let $R_{cr}(W_Y|X) \leq \tau \log_2 |S|$. If

$$\max \left\{ \tau R_{cr}^{(s)}(Q_S), E_o(1, W_Y|X) - \tau D(Q_S^{(\gamma)} \parallel Q_S) \right\} \geq R_{cr}(W_Y|X),$$

(10.22)

then

$$E_J(Q_S, W_Y|X, \tau) > E_T(Q_S, W_Y|X, \tau).$$

More precisely, we have the following bounds.

(a) If $\min \left\{ \tau R_{cr}^{(s)}(Q_S), E_o(1, W_Y|X) - \tau D(Q_S^{(\gamma)} \parallel Q_S) \right\} \geq R_{cr}(W_Y|X)$, then

$$E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) \geq \frac{1}{2} T(\overline{\rho}^*) - \frac{1}{2} T(\overline{\rho}^*) - \tau D(Q_S^{(\gamma)} \parallel Q_S) \geq 0,$$

(10.23)

where the two equalities in (10.23) cannot hold simultaneously.

(b) If $\tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_Y|X) > E_o(1, W_Y|X) - \tau D(Q_S^{(\gamma)} \parallel Q_S)$, then

$$E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) > T(\overline{\rho}^*) - \tau D(Q_S^{(\gamma)} \parallel Q_S) \geq 0.$$

(10.24)

(c) If $E_o(1, W_Y|X) - \tau D(Q_S^{(\gamma)} \parallel Q_S) \geq R_{cr}(W_Y|X) > \tau R_{cr}^{(s)}(Q_S)$, then

$$E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) \geq R_{cr}(W_Y|X) - \tau E_s(1, Q_S) > 0.$$

(10.25)
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Proof: We shall show that, in each of the three cases, (a), (b), and (c), we have $E_J > E_T$.

(a). Assume $\tau R_e^{(s)}(Q_S) \geq R_{cr}(W_Y|X)$ and $E_o(1, W_Y|X) - \tau D(Q_S^{(o)} || Q_S) \geq R_{cr}(W_Y|X)$. By definition of $\gamma$, we have $\tau D(Q_S^{(o)} || Q_S) = \tau e(R_{cr}(W_Y|X)/\tau, Q_S)$, see (2.5) and (10.20). Thus, the latter condition is equivalent to $E(R_{cr}(W_Y|X), W_Y|X) \geq \tau e(R_{cr}(W_Y|X)/\tau, Q_S)$ and by (2.33) and the related discussion it guarantees that $R_o \geq R_{cr}(W_Y|X)$, where $R_o$ is defined in (10.16). According to Theorem 5.2, when $\tau R_e^{(s)}(Q_S) \geq R_{cr}(W_Y|X)$, $\overline{E}_{Jsp}(Q_S, W_Y|X, \tau)$ is attained by $\overline{R}_m \geq R_{cr}(W_Y|X)$ and $E_J$ is determined by

$$E_J(Q_S, W_Y|X, \tau) = \tau e\left(\frac{\overline{R}_m}{\tau}, Q_S\right) + E_{sp}(\overline{R}_m, W_Y|X).$$

Since $R_o \geq R_{cr}(W_Y|X)$, $E_T$ is determined by $E_{sp}(R_o, W_Y|X)$. If $R_o \neq \overline{R}_m$, we must have

$$E_T(Q_S, W_Y|X, \tau) < \max \left\{ \tau e\left(\frac{\overline{R}_m}{\tau}, Q_S\right), E_{sp}(\overline{R}_m, W_Y|X) \right\},$$

because $\tau e(R/\tau, Q_S)$ is strictly increasing and $E_{sp}(R, W_Y|X)$ is strictly decreasing at $\overline{R}_m$. Thus,

$$E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) > \min \left\{ \tau e\left(\frac{\overline{R}_m}{\tau}, Q_S\right), E_r(\overline{R}_m, W_Y|X) \right\} \geq 0, \quad (10.26)$$

where equality holds if $\overline{R}_m = C(W_Y|X)$. If $R_o = \overline{R}_m$, then immediately,

$$E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) = \tau e\left(\frac{\overline{R}_m}{\tau}, Q_S\right) = \tau D(Q_S^{(o)} || Q_S), \quad (10.27)$$

where the above is positive since $\overline{\rho}^* > 0$ by Lemma 5.2 (1). Note also that in this case $\tau e(\overline{R}_m/\tau, Q_S) = E_r(\overline{R}_m, W_Y|X)$, so (10.26) and (10.27) can be summarized by (10.23).

(b). In this case, we have $\overline{R}_m \geq R_{cr}(W_Y|X) > R_o$. We can upper bound $E_T$ by

$$E_T(Q_S, W_Y|X, \tau) = \tau e\left(\frac{R_o}{\tau}, Q_S\right) < \tau e\left(\frac{R_{cr}(W_Y|X)}{\tau}, Q_S\right) = \tau D(Q_S^{(o)} || Q_S)$$

and hence

$$E_J(Q_S, W_Y|X, \tau) - E_T(Q_S, W_Y|X, \tau) > T_{sp}(\overline{\rho}^*, W) - \tau E_{sp}(\overline{\rho}^*, Q_S) - \tau D(Q_S^{(o)} || Q_S).$$
The above lower bound must be nonnegative since

\[ T_{\text{sp}}(\mathbf{f}^*, W) - \tau E_s(\mathbf{f}^*, Q_S) - \tau D(Q_S^{(3)} \| Q_S) \]

\[ = E_r(\overline{R}_m, W_{Y|X}) + \tau \left[ e\left( \frac{R_m}{\tau}, Q_S \right) - e\left( \frac{R_{cr}(W_{Y|X})}{\tau}, Q_S \right) \right] \]

\[ \geq E_r(\overline{R}_m, W_{Y|X}) \]

\[ \geq 0, \]

and it is equal to 0 if \( R_{cr}(W_{Y|X}) = \overline{R}_m = C(W_{Y|X}). \)

(c). In this case, we have \( R_o \geq R_{cr}(W_{Y|X}) > R_m \) and from (5.17) \( E_J \) is bounded by

\[ E_J(Q_S, W_{Y|X}, \tau) \geq E_0(1, W_{Y|X}) - \tau E_s(1, Q_S). \]

On the other hand, by the monotonicity of \( E_r(R, W_{Y|X}) \), we can upper bound \( E_T \) by

\[ E_T(Q_S, W_{Y|X}, \tau) = E_r(R_o, W_{Y|X}) \leq E_r(R_{cr}(W_{Y|X}), W_{Y|X}) = E_0(1, W_{Y|X}) - R_{cr}(W_{Y|X}). \]

Thus we obtain

\[ E_J(Q_S, W_{Y|X}, \tau) - E_T(Q_S, W_{Y|X}, \tau) \geq R_{cr}(W_{Y|X}) - \tau E_s(1, Q_S). \]

The above is positive since

\[ E_0(1, W_{Y|X}) - \tau E_s(1, Q_S) = \tau e\left( \frac{R_m}{\tau}, Q_S \right) + E_r(\overline{R}_m, W_{Y|X}) \]

\[ \geq E_r(\overline{R}_m, W_{Y|X}) \]

\[ > E_r(R_{cr}(W_{Y|X}), W_{Y|X}) \]

\[ = E_0(1, W_{Y|X}) - R_{cr}(W_{Y|X}), \]

where the first inequality follows from the fact that \( \overline{R}_m > \tau H_{Q_S}(S) \) by Lemma 5.2 and Corollary 5.1.

As pointed out in the proof, the condition \( \tau R_{cr}^{(s)}(Q_S) \geq R_{cr}(W_{Y|X}) \) means that the JSCC exponent \( E_J \) is achieved at a rate no less than \( R_{cr}(W_{Y|X}) \). The second condition,
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\( E_o(1, W_{Y|X}) - \tau D(Q_S^{(1)} \parallel Q_S) \geq R_{cr}(W_{Y|X}) \) means that the tandem coding exponent \( E_T \) is achieved at a rate no less than \( R_{cr}(W_{Y|X}) \). Hence (10.22) in Theorem 10.3 states that \( E_J \) would be strictly larger than \( E_T \) if either \( E_J \) or \( E_T \) is determined exactly. Conversely, if the conditions in Theorem 10.3 are not satisfied, then neither \( E_J \) nor \( E_T \) are exactly known. Nevertheless, if the lower bound of \( E_J \) is strictly larger than the upper bound of \( E_T \), then we must have \( E_J > E_T \). Hence we obtain the following sufficient conditions.

**Theorem 10.4** Let \( E_{ex}(0, W_{Y|X}) < \infty \) and let \( \tau \log |S| \geq R_{cr}(W_{Y|X}) \), where \( E_{ex}(R, W_{Y|X}) \) is the expurgated channel error exponent. If

\[
E_0(1, W_{Y|X}) - \tau E_s(1, Q_S) \geq E_{R_t} \triangleq \frac{k_1 k_2 \tau \log |S|}{k_1 - k_2} + k_2 \tau \log_2(|S|Q_S(s)) + k_1 E_{ex}(0, W_{Y|X}),
\]

where

\[
k_1 = \frac{D\left(Q_S^{(1)} \parallel Q_S\right) + \log_2(|S|Q_S(s))}{H\left(Q_S^{(1)}\right) - \log_2 |S|} \quad \text{and} \quad k_2 = \frac{E_0(1, W_{Y|X}) - E_{ex}(0, W_{Y|X})}{R_{cr}(W_{Y|X})} - 1,
\]

then \( E_J(Q_S, W_{Y|X}, \tau) > E_T(Q_S, W_{Y|X}, \tau) \).

**Proof:** We first recall that if \( -\tau \log(|S|Q_S(s)) < E(\tau \log |S|, W_{Y|X}) \), then there is no intersection between \( \tau e(R/\tau, Q_S) \) and \( E(R, W_{Y|X}) \). Clearly, the tandem coding exponent satisfies

\[
E_T(Q_S, W, \tau) = E(\tau \log |S|, W_{Y|X})
\]

\[
= E_r(\tau \log |S|, W_{Y|X}) \quad (10.28)
\]

\[
< E_r(R_m, W_{Y|X}) \quad (10.29)
\]

\[
\leq E_J(Q_S, W, \tau).
\]

Here, (10.28) follows by hypothesis \( R_{cr}(W_{Y|X}) \leq \tau \log |S| \). (10.29) holds since \( R_m \) must be a quantity smaller than \( \tau \log |S| \) by Corollary 5.1.

We hence assume that \( -\tau \log(|S|Q_S(s)) \geq E(\tau \log |S|, W_{Y|X}) \), i.e., we assume that \( \tau e(R/\tau, Q_S) \) and \( E(R, W_{Y|X}) \) intersect at rate \( R_o \). If \( R_o \geq R_{cr}(W_{Y|X}) \), which means \( E_o(1, W_{Y|X}) - R_{cr}(W_{Y|X}) \geq \tau e(R_{cr}(W_{Y|X})/\tau, Q_S) \), then Theorem 10.3 guarantees that
$E_J > E_T$. If $R_m \geq R_{cr}(W_Y|X)$, which implies $\tau R_{cr}(s) \geq R_{cr}(W_Y|X)$ by Corollary 5.2. This ensures $E_J > E_T$ by Theorem 10.3. Furthermore, if $R_{cr}(W_Y|X) > R_m \geq R_o$, then

$$E_J(Q_S, W, \tau) \geq \tau e \left( \frac{R_m}{\tau}, Q_S \right) + E_r \left( \frac{R_m}{\tau}, W_Y|X \right)$$

$$\geq \tau e \left( \frac{R_o}{\tau}, Q_S \right)$$

$$= E_T(Q_S, W, \tau).$$

In the remaining, we assume that $\tau e(R/\tau, Q_S)$ and $E(R, W_Y|X)$ intersect at rate $R_o$ and that $R_m < R_o < R_{cr}$.

For a DMC with $E_{ex}(0, W_Y|X) < \infty$, we may use the straight-line upper bound for the channel error exponent $E_{sl}(R, W_Y|X)$ given by (2.30) such that $E_{sl}(R, W_Y|X)$ is a straight line passing $(0, E_{ex}(0, W_Y|X))$ in $[0, R_l]$ ($R_l \leq R_{cr}(W_Y|X)$) and is tangent to the sphere-packing bound at $R_l$. So $E_{sl}(R, W_Y|X)$ is also convex in $0 \leq R \leq C(W_Y|X)$, and

$$E_{sl}(0, W_Y|X) = E_{ex}(0, W_Y|X).$$

Now connect $(0, E_{sl}(0, W_Y|X))$ and $(R_{cr}(W_Y|X), E_{sl}(R_{cr}(W_Y|X), W_Y|X))$ with a straight line, denoted by $l_1$, where

$$E_{sl}(R_{cr}(W_Y|X), W_Y|X) = E_r \left( R_{cr}(W_Y|X), W_Y|X \right) = E_0(1, W_Y|X) - R_{cr}(W_Y|X).$$

Again, connect $(R_m, \tau e \left( \frac{R_m}{\tau}, Q_S \right))$ and $(\tau \log |S|, \tau e(\log |S|, Q_S))$ with a straight line, denoted by $l_2$, where

$$\tau e \left( \frac{R_m}{\tau}, Q_S \right) = \tau D(Q_s^{(1)} \parallel Q_S),$$

and

$$\tau e(\log |S|, Q_S) = -\tau \log(|S|Q_S(s)).$$

Suppose that the intersection of $E_{sl}(R, W_Y|X)$ and $\tau e(R/\tau, Q_S)$ is $(R_1, \tau e(R_1/\tau, Q_S))$, and that the intersection of $l_1$ and $l_2$ is $(R_l, E_{R_l})$. By assumption, $R_o$, the intersection of $\tau e(R/\tau, W_Y|X)$ and $E(R, W_Y|X)$, is strictly larger than $R_m$ and strictly less than $R_{cr}(W_Y|X)$; hence by definition, $R_1$, the intersection of $\tau e(R/\tau, W_Y|X)$ and $E_a(R, W_Y|X)$, must be
strictly larger than $R_m$ and strictly less than $R_{cr}(W_{Y|X})$, i.e., $R_m < R_1 < R_o < R_{cr}(W_{Y|X})$. Likewise, it is easily seen that $R_m < R_l < R_{cr}(W_{Y|X})$. Furthermore, because of the convexity of $\tau e(R/\tau, Q_S)$ and $E_{al}(R, W_{Y|X})$ in the region $[R_m, R_{cr}(W_{Y|X})]$, $E_{R_l}$ must be strictly larger than $\tau e(R_1/\tau, Q_S)$ (as $\tau e(R/\tau, W_{Y|X})$ is strictly convex in this interval). It follows that

$$E_J(Q_S, W, \tau) \geq E_0(1, W_{Y|X}) - \tau E_s(1, Q_S) \geq E_{R_l}$$

$$> \tau e\left(\frac{R_1}{\tau}, Q_S\right) \geq \tau e\left(\frac{R_o}{\tau}, Q_S\right) = E_T(Q_S, W, \tau).$$

**Theorem 10.5** Let $\tau \log_2 |S| \geq R_{cr}(W_{Y|X})$. If $E_0(1, W_{Y|X}) - \tau E_s(1, Q_S) \geq \tau D\left(Q_S^{(\gamma)} \parallel Q_S\right)$, where $\gamma$ is defined in (10.19), then $E_J(Q_S, W_{Y|X}, \tau) > E_T(Q_S, W_{Y|X}, \tau)$.

**Proof:** As in the previous proof, we only consider the case

$$-\tau \log_2(|S_Q(s)|) \geq E(\tau \log_2 |S|, W_{Y|X})$$

and $R_m < R_o < R_{cr}(W_{Y|X})$. Thus, we can upper bound $E_T$ by

$$E_T(Q_S, W, \tau) = \tau e\left(\frac{R_o}{\tau}, Q_S\right)$$

$$< \tau e\left(\frac{R_{cr}(W_{Y|X})}{\tau}, Q_S\right)$$

$$= \tau D\left(Q_S^{(\gamma)} \parallel Q_S\right)$$

by the strict monotonicity of the source error exponent. On the other hand, Theorem 5.2 gives that

$$E_J(Q_S, W, \tau) \geq E_0(1, W_{Y|X}) - \tau E_s(1, Q_S).$$

By assumption, if $E_0(1, W_{Y|X}) - \tau E_s(1, Q_S) \geq \tau D\left(Q_S^{(\gamma)} \parallel Q_S\right)$, then $E_J > E_T$. ■

In Theorems 10.4 and 10.5, we establish the sufficient conditions by comparing the source-channel random-coding bound derived in Theorem 5.2, with the upper bound of tandem coding exponent obtained by using the geometric characteristics of $e(R, Q_S)$ and
$E(R, W_{Y|X})$. These conditions can be readily computed since it only requires the knowledge of $R_{cr}(W_{Y|X})$ and $E_{ex}(0, W_{Y|X})$. Note that the condition $E_{ex}(0, W_{Y|X}) < \infty$ in Theorem 10.4 is satisfied by the DMCs with zero-error capacity equal to 0, see [32, p. 187]. Thus, Theorem 10.4 applies to equidistant channels, in particular, to every channel with binary input alphabet.

**Example 10.1 (When Does the JSCC Exponent Outperform the Tandem Coding Exponent?)** We apply Theorems 10.3, 10.4 and 10.5 to the binary DMS with distribution \{q, 1 − q\} and BSC with crossover probability $\varepsilon$, and the binary DMS \{q, 1 − q\} and BEC with erasure probability $\alpha$, under different transmission rates $\tau$. If any one of the conditions in these theorems holds, then $E_J > E_T$. The above conditions are summarized by Region $F$ in Fig. 10.3. Indeed, Region $F$ shows that $E_J > E_T$ for a wide range of $(\varepsilon, q)$ or $(\alpha, q)$ pairs. Region $G$ consists of the pairs $(\varepsilon, q)$ or $(\alpha, q)$ such that $\tau H_{Q_S}(S) \geq C(W_{Y|X})$; in this case, $E_J = E_T = 0$. Finally, when $(\varepsilon, q)$ or $(\alpha, q)$ falls in Region $H$, we are not sure whether $E_J$ is still strictly larger than $E_T$.

**Example 10.2 (By How Much Can the JSCC Exponent Be Larger Than the Tandem Coding Exponent?)** In the last example we have seen that $E_J > E_T$ holds for a wide large class of source-channel pairs. Now we evaluate the performance of $E_J$ over $E_T$ by looking at the ratio of the two quantities. Recall that when Theorem 10.3 (a) is satisfied, both $E_J$ and $E_T$ are exactly determined. In this case we can directly compute $E_J$ (using the results of Section 5.2) and $E_T$ (using (10.14) and (10.15)). When $E_J$ ($E_T$, respectively) is not known, i.e., when $\tau R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X})$ ($E_o(1, W_{Y|X}) - \tau D(Q_S^{(r)} \parallel Q_S) < R_{cr}(W_{Y|X})$, respectively), we can calculate the lower bound of $E_J$ (the upper bound of $E_T$, respectively) instead and thus obtain a lower bound of $E_J/E_T$. For general DMCs, we lower bound $E_J$ by its random-coding lower bound $E_{Jr}(Q_S, W_{Y|X}, \tau)$. For equidistant DMCs, particularly for binary DMCs, when $\tau R_{cr}^{(s)}(Q_S) < R_{ex}(W_{Y|X})$, we use the expurgated lower bound $E_{ex}(Q_S, W_{Y|X}, \tau)$; when $\tau R_{cr}^{(s)}(Q_S) \geq R_{ex}(W_{Y|X})$, we use the random-coding lower bound $E_{Jr}(Q_S, W_{Y|X}, \tau)$. To calculate the upper bound of $E_T$, when $E_o(1, W_{Y|X}) - \tau D(Q_S^{(r)} \parallel Q_S)$...
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Figure 10.3: The regions for binary DMS-BSC \((q, \varepsilon)\) pairs and binary DMS-BEC \((q, \alpha)\) pairs under different transmission rates \(\tau\) of Example 10.1. In region \(F\) (including the boundary between \(F\) and \(H\)), \(E_J > E_T > 0\); in region \(G\) (including the boundary between \(G\) and \(F\)), \(E_J = E_T = 0\); and in region \(H\), \(E_J \geq E_T > 0\).

\(Q_S < R_{cr}(W_{Y|X}) \leq R_{cr}^{(s)}(Q_S)\), or equivalently when \(R_o < R_{cr}(W_{Y|X}) \leq \overline{R}_m\), we can bound \(E_T\) by

\[E_T(Q_S, W_{Y|X}, \tau) \leq \min \left\{ \tau D \left( Q_S^{(s)} \parallel Q_S \right), E_{sp}(R_s, W_{Y|X}) \right\},\]

where \(R_s\) is the intersection of \(E_{sp}(R, W_{Y|X})\) and \(\tau e(R/\tau, Q_S)\) if any; otherwise \(R_s = \tau \log_2 |S|\). When \(E_o(1, W_{Y|X}) - \tau D(Q_S^{(s)} \parallel Q_S) < R_{cr}(W_{Y|X})\) and \(R_{cr}^{(s)}(Q_S) < R_{cr}(W_{Y|X})\), we bound \(E_T\) by

\[E_T(Q_S, W_{Y|X}, \tau) \leq E_{sp}(R_s, W_{Y|X}).\]

Table 10.1 exhibits \(E_J/E_T\) (or its lower bound, which must be no less than 1) for the binary DMS \(\{q, 1-q\}\) and BSC \((\varepsilon)\) systems under transmission rates \(\tau = 0.5, 0.75\) and 1. It is
seen that the ratio $E_J/E_T$ can be very close to 2 (its upper bound) for many $(q, \varepsilon)$ pairs. For other systems, we have similar results: $E_J$ substantially outperforms $E_T$. For instance, for binary DMS \{q, 1-q\} and BEC (\alpha) with $\tau = 1$, we can obtain $E_J/E_T \geq 1.4$ for a wide range of $(q, \alpha)$’s; for ternary DMS and BSC or for DMS and ternary symmetric channel, if transmission rate $\tau$ is chosen suitably (such that $\tau H_Q(S) < C(W_Y|X)$), we can obtain $E_J/E_T \geq 1.5$ for many source-channel pairs.

<table>
<thead>
<tr>
<th>$E_J/E_T$</th>
<th>$\tau = 0.5, q = 0.1$</th>
<th>$\tau = 0.75, q = 0.1$</th>
<th>$\tau = 0.75, q = 0.15$</th>
<th>$\tau = 1, q = 0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon = 0.0005$</td>
<td>1.0†</td>
<td>1.60†</td>
<td>1.58†</td>
<td>1.87†</td>
</tr>
<tr>
<td>$\varepsilon = 0.001$</td>
<td>1.0†</td>
<td>1.70†</td>
<td>1.68†</td>
<td>1.93†</td>
</tr>
<tr>
<td>$\varepsilon = 0.005$</td>
<td>1.36†</td>
<td>1.94†</td>
<td>1.89</td>
<td>1.99</td>
</tr>
<tr>
<td>$\varepsilon = 0.01$</td>
<td>1.70†</td>
<td>1.95</td>
<td>1.91</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon = 0.04$</td>
<td>1.85</td>
<td>1.97</td>
<td>1.95</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon = 0.08$</td>
<td>1.91</td>
<td>1.99</td>
<td>1.96</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon = 0.12$</td>
<td>1.95</td>
<td>1.97</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon = 0.16$</td>
<td>1.96</td>
<td>1.95</td>
<td>N/A</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon = 0.2$</td>
<td>1.86</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 10.1: $E_J/E_T$ for the binary DMS and BSC pairs of Example 10.2. “N/A” means that $\tau H_Q(S) > C$ such that $E_J = E_T = 0$. “†” means that this quantity is only a lower bound of $E_J/E_T$.

### 10.2.3 Power Gain Due to JSCC for DMS over Binary-input AWGN and Rayleigh-Fading Channels with Finite Output Quantization

It is well known that $M$-ary modulated additive white Gaussian noise (AWGN) and memoryless Rayleigh-fading channels can be converted to a DMC when finite quantization is applied at their output. For example, as illustrated in [5], [74], we know that the concatenation of a binary phase-shift keying (BPSK) modulated AWGN or Rayleigh-fading channel...
with $m$-bit soft-decision demodulation is equivalent to a binary-input, $2^m$-output DMC (cf. Fig. 10.4). We next study the JSCC and tandem coding exponent for a system involving such channels to assess the potential benefits of JSCC over tandem coding in terms of power or channel signal-to-noise ratio (SNR) gains.

\[ Z_n = A_n U_n + V_n, \quad n = 1, 2, \ldots, \]

where $A_n$ is 1 for the AWGN channel (no fading), and for the Rayleigh-fading channel, \( \{A_n\} \) is the amplitude fading process assumed to be i.i.d. with pdf

\[ f_{A}(a) = \begin{cases} 2ae^{-a^2}, & \text{if } a > 0, \\ 0, & \text{otherwise}, \end{cases} \]

such that $E[A_n^2] = 1$. We also assume for the Rayleigh-fading channel that $A_n$, $U_n$ and $V_n$ are independent of each other, and the values of $A_n$ are not available at the receiver. At the receiver, as shown in Fig. 10.4, each $Z_n \in \mathbb{R}$ is demodulated via an $m$-bit uniform scalar quantizer with quantization step $\Delta$ to yield $Y_n \in \{0, 1\}^m$. If the channel input alphabet is $\mathcal{X} = \{0, 1\}$ and the channel output alphabet is $\mathcal{Y} = \{0, 1, 2, \ldots, 2^m - 1\}$, then the transition probability matrix $\Pi$ is given by

\[ \Pi = [\pi_{ij}], \quad i \in \mathcal{X}, \quad j \in \mathcal{Y}, \]
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where

\[
\pi_{ij} \triangleq P(Y = j | X = i) = Q_S \left( \left(T_j - (2i - 1)\right)\sqrt{\text{SNR}} \right) - Q_S \left( \left(T_j - (2i - 1)\right)\sqrt{\text{SNR}} \right)
\]

for the AWGN channel [74], and

\[
\pi_{ij} \triangleq P(Y = j | X = i) = F_{Z|X}(T_j | i) - F_{Z|X}(T_{j-1} | i)
\]

for the Rayleigh-fading channel [5]. Here \( F_{Z|X}(z | i) \) is given by [5], [92]

\[
F_{Z|X}(z | 1) = 1 - F_{Z|X}(-z | 0) = 1 - Q_S \left( \frac{z}{\sqrt{N_o/2}} \right) - e^{-\left(z^2/(N_o+1)\right)} \times \left[ 1 - Q_S \left( \frac{z}{\sqrt{N_o(N_o+1)/2}} \right) \right],
\]

where \( Q_S(x) \) is the complementary error function

\[
Q_S(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp \left\{ -\frac{t^2}{2} \right\} dt,
\]

and \( \{T_j\} \) are the thresholds of the receiver’s soft-decision quantizer given by

\[
T_j = \begin{cases} 
-\infty, & \text{if } j = -1, \\
(j + 1 - 2^{m-1})\Delta, & \text{if } j = 0, 1, \ldots, 2^m - 2, \\
+\infty, & \text{if } j = 2^m - 1
\end{cases}
\]

with uniform step-size \( \Delta \). For each channel SNR, the suitable quantization step \( \Delta \) is chosen as in [74], [5] to yield the maximum capacity of the binary-input \( 2^m \)-output DMC.

We compute the JSCC and tandem coding exponents for the binary source and the binary-input \( 2^m \)-output DMC converted from the AWGN (Rayleigh-fading, respectively) channel under transmission rate \( \tau = 0.75 \) (\( \tau = 1 \), respectively), and illustrate the power gain due to JSCC. In Figs. 10.5 and 10.6, we plot \( E_J \) and \( E_T \) for binary DMS \( Q_S = \{0.1, 0.9\} \) and \( m = 1, 2, 3 \) by varying the channel SNR (in dB). We point out that in both the two figures, when \( \text{SNR} \leq 6 \) dB for \( m = 2, 3 \) and when \( \text{SNR} \leq 8 \) dB for \( m = 1 \), \( E_J \) and \( E_T \) are determined exactly. We observe that for the same SNR, \( E_J \) is almost twice as large as \( E_T \) \((E_J \approx 2E_T \) for \( 1\text{dB} \leq \text{SNR} \leq 8\text{dB}, \ m = 1, \) and for \( 0\text{dB} \leq \text{SNR} \leq 6\text{dB}, \ m = 2, 3 \)). Furthermore, for the same exponent and the same (asymptotic) encoding length, JSCC would yield the same probability of error as tandem coding with a power gain of more than 2 dB. A similar behavior was noted for other values of transmission rate \( \tau \).
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In this section, we assume that the source $Q_S$ is an SEM source and the channel $W_{Y|X}$ is an SEM channel. We hence have the following corollary.

**Corollary 10.2** Let $\tau P_{Q_S}(S) < \overline{C}(W_{Y|X})$ and let $\lambda_0^r(Q_S) \lambda_0(P_W) > B$. Then

$$E_{Tr}(Q_S, W_{Y|X}, \tau) \leq E_T(Q_S, W_{Y|X}, \tau)$$

$$= \sup_{\tau P_{Q_S}(S) \leq R \leq \overline{C}(W_{Y|X})} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E(R, W_{Y|X}) \right\} $$ (10.31)

$$\leq E_{Trsp}(Q_S, W_{Y|X}, \tau),$$ (10.32)

where

$$E_{Tr}(Q_S, W_{Y|X}, \tau) \triangleq \sup_{\tau P_{Q_S}(S) \leq R \leq \overline{C}(W_{Y|X})} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E(r, W_{Y|X}) \right\} $$ (10.33)
Figure 10.6: The power gain due to JSCC for binary DMS and binary-input $2^m$-output DMC (Rayleigh-fading channel) with $\tau = 1$.

and

$$
\overline{E}_{T^{sp}}(Q_S, W_{Y|X}, \tau) \triangleq \sup_{\tau \Pi_{Q_S}(S) \leq R \leq C(W_{Y|X})} \min \left\{ \tau \bar{e} \left( \frac{R}{\tau}, Q_S \right), E_{sp}(R, W_{Y|X}) \right\}
$$

(10.34)

where $\bar{e}(R, Q_S) = e(R, Q_S)$ is the SEM source error exponent given in Corollary 7.1, and $E_{sp}(R, W_{Y|X})$ and $E_{r}(R, W_{Y|X})$ are respectively the upper and lower bounds for the SEM channel error exponent given in Corollary 7.2 and (7.28).

**Remark 10.4** If $\tau \Pi_{Q_S}(S) \geq C(W_{Y|X})$, $E_T(Q_S, W_{Y|X}, \tau) = 0$.

To evaluate $E_T$ for an SEM source-channel pair $(Q_S, W_{Y|X})$, we recall that $e(R, Q_S)$ is 0 for $R \leq H(Q_S)$, strictly increasing in $H(Q_S) \leq R \leq \log_2 \lambda_0(Q_S)$ and infinity for $R > \log_2 \lambda_0(Q_S)$ ([72], [94]), while $E(R, W_{Y|X})$ is non-increasing and positive in $R < C(W_{Y|X})$, and vanishes at $R = C(W_{Y|X})$. 
Therefore, if the graphs of $\tau e(R/\tau, Q_S)$ and $E(R, W_{Y|X})$ have an intersection at $R_o$, then it immediately follows from (10.31) that
\[
E_T(Q_S, W_{Y|X}, \tau) = \tau e\left(\frac{R_o}{\tau}, Q_S\right) = E(R_o, W_{Y|X}).
\]
If there is no intersection between $\tau e(R/\tau, Q_S)$ and $E(R, W_{Y|X})$ then by (10.31)
\[
E_T(Q_S, W_{Y|X}, \tau) = E(\tau \log_2 \lambda_0(Q_S), W_{Y|X}).
\]

10.3.1 $E_J$ Can At Most Double $E_T$

Similarly as DMS-DMC pairs, for SEM source-channel pairs, the JSCC coding exponent can at most double the tandem coding exponent.

**Theorem 10.6** For an SEM source $Q_S$ and an SEM channel $W_{Y|X}$, the JSCC error exponent is upper bounded by twice the tandem coding exponent
\[
E_J(Q_S, W_{Y|X}, \tau) \leq 2E_T(Q_S, W_{Y|X}, \tau).
\]
This relation follows from Theorem 7.5 and Corollary 10.2. The proof is similar as the one of Theorem 10.2 and is omitted.

10.3.2 Sufficient Conditions for which $E_J > E_T$

When the entropy rate of the SEM source is equal to $\log_2 \lambda_0(Q_S)$, the error exponent would be zero for $R \leq \log_2 \lambda_0(Q_S)$ and infinity otherwise. In this case, the source is incompressible and only channel coding is performed in both JSCC and tandem coding; as a result,
\[
E_J(Q_S, W_{Y|X}, \tau) = E_T(Q_S, W_{Y|X}, \tau) = E(\tau \log_2 \lambda_0(Q_S), W_{Y|X})
\]
by (7.29), (7.30) and (10.31). Note that $\log_2 \lambda_0(Q_S)$ might not be equal to $\log_2 |S|$ by Lemma 7.1, as compared with the DMS. Thus, we assume in the rest of the section that $\mathcal{P}_{Q_S}(S) < \log_2 \lambda_0(Q_S)$ (such that the source is compressible) and that $\tau \mathcal{P}_{Q_S}(S) < \bar{C}(W_{Y|X})$ (such that both $E_J$ and $E_T$ are positive).
Theorem 10.7 Let \( f \) be defined by (7.10). If \( f(1) \leq 0 \), i.e.,
\[
\tau \overline{H}_{Q_s}^*(S) + \overline{H}_{P_s}^*(Z) \geq \log_2 B,
\]
then \( E_J(Q_S, W_{Y|X}, \tau) > E_T(Q_S, W_{Y|X}, \tau) \).

**Proof:** Since we assumed that \( \tau \overline{H}_{Q_s}^*(S) < \overline{C}(W_{Y|X}) \) or equivalently \( f(0) > 0 \) (see Lemma 7.4), if now \( f(1) \leq 0 \), then there exists some \( \rho \) \((0 < \rho \leq 1)\) such that \( f(\rho) = 0 \) by the continuity of \( f(\cdot) \). Let \( \rho^* \) be the smallest one satisfying \( f(\rho^*) = 0 \). According to Theorem 7.3, the JSCC error exponent is determined exactly by \( E_J(Q_S, W_{Y|X}, \tau) = F(\rho^*) \). On the other hand, we know from (7.29) that
\[
F(\rho^*) = \min_{R} \left[ \tau e \left( \frac{R}{\tau}, Q_S \right) + E_{sp}(R, W_{Y|X}) \right].
\]
Suppose the above minimum is achieved by some \( \overline{R}_m \), i.e.,
\[
F(\rho^*) = \tau e \left( \frac{\overline{R}_m}{\tau}, Q_S \right) + E_{sp}(\overline{R}_m, W_{Y|X}).
\]
It can be shown (cf. Lemma 5.2) that \( \overline{R}_m \) is related to \( \rho^* \) as follows
\[
\overline{R}_m = \tau \overline{H}_{Q_s}^*(\frac{1}{1+\rho^*})^*(S) = \log_2 B - \overline{H}_{P_s}^*(\frac{1}{1+\rho^*})^*(Z).
\]
Since \( \rho^* \) is positive, from the above we know \( \tau \overline{H}_{Q_s}(S) \leq \overline{R}_m \leq \overline{C}(W_{Y|X}) \) by the monotonicity of \( \overline{H}_{Q_s}^*(S) \) and \( \overline{H}_{P_s}^*(Z) \). In the following we first assume that \( \tau e(R/\tau, Q_S) \) and \( E(R, W_{Y|X}) \) intersect at \( R_o \), i.e., there exists an \( R_o \in (\tau \overline{H}_{Q_s}(S), \overline{C}(W_{Y|X})) \) such that
\[
E_T(Q_S, W_{Y|X}, \tau) = \tau e \left( \frac{R_o}{\tau}, Q_S \right) = E(R_o, W_{Y|X}) > 0.
\]
If \( \overline{R}_m > R_o \), then
\[
E_J(Q_S, W_{Y|X}, \tau) \geq \tau e \left( \frac{\overline{R}_m}{\tau}, Q_S \right) > \tau e \left( \frac{R_o}{\tau}, Q_S \right) = E_T(Q_S, W_{Y|X}, \tau).
\]
If \( \overline{R}_m = R_o \), then
\[
E_J(Q_S, W_{Y|X}, \tau) = 2E_T(Q_S, W_{Y|X}, \tau) > E_T(Q_S, W_{Y|X}, \tau).
\]
If \( \overline{R}_m < R_o \), then
\[
E_J(Q_S, W_{Y|X}, \tau) \geq E_{sp}(\overline{R}_m, W_{Y|X}) > E_{sp}(R_o, W_{Y|X}) = E_T(Q_S, W_{Y|X}, \tau).
\]
We next assume that there is no intersection between $\tau e(R/\tau, Q_S)$ and $E(R, W_{Y|X})$, i.e., $\tau e(R/\tau, Q_S) < E(R, W_{Y|X})$ for all $R < \tau \log_2 \lambda_0(Q_S)$. If $\bar{R}_m = \tau \bar{H}_{Q_S}(S)$, then

$$E_J(Q_S, W_{Y|X}, \tau) = E_{sp}(\bar{R}_m, W_{Y|X}) > E_{sp}(\tau \log_2 \lambda_0(Q_S), Q_S) = E_T(Q_S, W_{Y|X}, \tau)$$

since $\bar{H}_{Q_S}(S) < \log_2 \lambda_0(Q_S)$ is assumed. If $\bar{R}_m > \tau H(Q_S)$, then

$$E_J(Q_S, W_{Y|X}, \tau) \geq \tau e \left( \frac{\bar{R}_m}{\tau}, Q_S \right) + E_{sp}(\tau \log_2 \lambda_0(Q_S), Q_S) > E_{sp}(\tau \log_2 \lambda_0(Q_S), Q_S) = E_T(Q_S, W_{Y|X}, \tau)$$

since the source error exponent is positive at $\bar{R}_m > \tau \bar{H}_{Q_S}(S)$. ■

Theorem 10.7 states that if $E_J$ is determined exactly (i.e., its upper and lower bounds coincide), no matter whether $E_T$ is known or not, then the JSC coding exponent is larger than the tandem exponent. Conversely, if $E_T$ is determined exactly, irrespective of whether $E_J$ is determined or not, the strict inequality between $E_J$ and $E_T$ also holds, as shown by the following results.
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Theorem 10.8

(a) If $\tau H_QS(S) \geq R_{cr}(W_{Y|X})$, then $E_J(QS, W_{Y|X}, \tau) > E_T(QS, W_{Y|X}, \tau)$.

(b) Otherwise, if $\tau H_QS(S) < R_{cr}(W_{Y|X})$ and $\tau \log \lambda_0(QS) > R_{cr}(W_{Y|X})$, there must exist some $\rho$ satisfying $\tau H_QS(1+\frac{1}{\rho}) = R_{cr}$. Let $\rho_m$ be the smallest one satisfying such equation. If

$$(1 + \rho_m)\tau [H_QS(1+\rho_m)(S) - \log \lambda_1(QS)] \leq \log 2 - 2 \log \lambda_1(P_Z),$$

then $E_J(QS, W_{Y|X}, \tau) > E_T(QS, W_{Y|X}, \tau)$.

Remark 10.5 By the monotonicity of $H_QS(1+\rho)$, $\rho_m$ can be solved numerically.

Proof: Recall that

$$R_{cr}(W_{Y|X}) = \log 2 - \text{H}_P\left(\frac{1}{Z}\right)$$

is the critical rate of the channel $W_{Y|X}$ such that the channel exponent is determined for $R \geq R_{cr}(W_{Y|X})$, i.e.,

$$E(R, W_{Y|X}) = E_r(R, W_{Y|X}) = \text{E}(R, W_{Y|X})$$

if $R \geq R_{cr}(W_{Y|X})$.

We first show that $E_J > E_T$ if $\tau e(R_{cr}(W_{Y|X})/\tau, QS) \leq E(R_{cr}(W_{Y|X}), W_{Y|X})$, and then we show that $\tau e(R_{cr}(W_{Y|X})/\tau, QS) \leq E(R_{cr}(W_{Y|X}), W_{Y|X})$ if and only if (a) or (b) holds.

Now if $\tau e(R_{cr}(W_{Y|X})/\tau, QS) \leq E(R_{cr}(W_{Y|X}), W_{Y|X})$, then $E_T(QS, W_{Y|X}, \tau)$ is determined exactly. There are two cases to consider:

(a) If $\tau e(R/\tau, QS)$ and $E(R, W_{Y|X})$ intersect at $R_o$ such that $R_{cr}(W_{Y|X}) \leq R_o < C(W_{Y|X})$, then

$$E_T(QS, W_{Y|X}, \tau) = \tau e \left( \frac{R_o}{\tau}, QS \right) = E_r(R_o, W_{Y|X}) > 0.$$ 

On the other hand, (7.18) and (7.19) yield

$$E_J(QS, W_{Y|X}, \tau) \geq \max_{0 \leq \rho \leq 1} F(\rho) = F(\rho_*),$$

where $F(\rho)$ is the optimal rate function.
where \( \rho_s = \min(1, \rho^*) > 0 \) and recall that \( \rho^* \) is the smallest positive number satisfying \( f(\rho^*) = 0 \). It follows from (7.30) that

\[
F(\rho_s) = \min_R \left[ T e \left( \frac{R}{\tau}, Q_s \right) + E_r(R, W_{Y|X}) \right].
\]

Similar to \( \overline{R}_m \) in the last proof, it can be shown (cf. Lemma 5.2) that the above minimum is achieved by some \( \overline{R}_m \) such that

\[
\overline{R}_m = \tau T_{Q_s}(1+\rho_s) \geq \tau T_{Q_S}(S).
\]

If \( \overline{R}_m > R_o \), then

\[
E_J(Q_S, W_{Y|X}, \tau) \geq T e \left( \frac{R_m}{\tau}, Q_S \right) > T e \left( \frac{R_o}{\tau}, Q_S \right) = E_T(Q_S, W_{Y|X}, \tau).
\]

If \( \overline{R}_m = R_o \), then

\[
E_J(Q_S, W_{Y|X}, \tau) = 2E_T(Q_S, W_{Y|X}, \tau) < E_T(Q_S, W_{Y|X}, \tau).
\]

If \( \overline{R}_m < R_o \), likewise, we have

\[
E_J(Q_S, W_{Y|X}, \tau) = E_r(R_m, W_{Y|X}) > E_r(R_o, W_{Y|X}) = E_T(Q_S, W_{Y|X}, \tau).
\]

(b) If \( \tau e(R/\tau, Q_S) \) and \( E(R, W_{Y|X}) \) have no intersection, we still have, as in the last proof, if \( \overline{R}_m = \tau T_{Q_s}(S) \), then

\[
E_J(Q_S, W_{Y|X}, \tau) \geq E_r(R_m, W_{Y|X}) > E_r(\tau \log_2 \lambda_0(Q_S), Q_S) = E_T(Q_S, W_{Y|X}, \tau);
\]

otherwise if \( \overline{R}_m > \tau T_{Q_S}(S) \), then

\[
E_J(Q_S, W_{Y|X}, \tau) > E_r(R_m, W_{Y|X}) \geq E_r(\tau \log_2 \lambda_0(Q_S), W_{Y|X}) = E_T(Q_S, W_{Y|X}, \tau).
\]

Finally, we point out that the sufficient and necessary conditions for

\[
\tau e(R_{cr}(W_{Y|X})/\tau, Q_S) \leq E(R_{cr}(W_{Y|X}), W_{Y|X})
\]

is that

(a) \( \tau T_{Q_S}(S) \geq R_{cr}(W_{Y|X}) \) such that \( \tau e(R_{cr}(W_{Y|X})/\tau, Q_S) = 0 \); or
(b) $\tau e(R_{cr}(W_{Y|X})/\tau, Q_S) > 0$ but $\tau e(R_{cr}(W_{Y|X})/\tau, Q_S) \leq E(R_{cr}(W_{Y|X}), W_{Y|X})$.

Using the fact that

$$E(R_{cr}(W_{Y|X}), W_{Y|X}) = H_{P_{S}}(Z) - 2\log_2 \lambda_1(P_Z),$$

we obtain Condition (b) and complete the proof.

\[\begin{array}{ccc}
0 & 0.5 & 0.25 \\
0.05 & 0.45 & 0.3 \\
0.1 & 0.3 & 0.2 \\
0.15 & 0.25 & 0.1 \\
0.2 & 0.15 & 0.05 \\
0.25 & 0.1 & 0.05 \\
0.3 & 0.05 & 0.02 \\
0.35 & 0.02 & 0.02 \\
0.4 & 0.02 & 0.02 \\
0.45 & 0.02 & 0.02 \\
0.5 & 0.02 & 0.02
\end{array}\]

\[\begin{array}{c}
E_J = E_T = 0 \\
E_J > E_T > 0
\end{array}\]

Figure 10.7: The regions for the ternary SEM source and the binary SEM channel of Example 10.3 with $\tau = 0.5$.

**Example 10.3** We next examine Theorems 10.7 and 10.8 for the following simple example. Consider a ternary SEM source $Q_S$ and a binary SEM channel $W_{Y|X}$, both with symmetric transition matrices given by

$$Q_S = \begin{bmatrix}
q & (1-q)/2 & (1-q)/2 \\
(1-q)/2 & q & (1-q)/2 \\
(1-q)/2 & (1-q)/2 & q
\end{bmatrix} \quad \text{and} \quad P_Z = \begin{bmatrix}
p & 1-p \\
1-p & p
\end{bmatrix}$$

such that $0 < p, q < 0.5$. Suppose now the transmission rate $\tau = 0.5$. If $(q, p)$ satisfies any one of the conditions of Theorems 10.7 and 10.8, then $E_J(Q_S, W_{Y|X}, \tau) >$
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Figure 10.8: Comparison of $E_J$ and $E_T$ for the ternary SEM source and the binary SEM channel of Example 10.3 with $\tau = 0.5$.

$E_T(Q_S, W_{Y|X}, \tau)$. The range for which the inequality holds is summarized in Fig. 10.7. For the channel with $p = 0.025$ and $p = 0.05$, we plot the JSC coding and tandem coding error exponents against the source parameter $q$ whenever they are exactly determined, see Fig. 10.8. We note that for these source-channel pairs, $E_J(Q_S, W_{Y|X}, \tau)$ substantially outperforms $E_T(Q_S, W_{Y|X}, \tau)$ (indeed $E_J(Q_S, W_{Y|X}, \tau) \approx 2E_T(Q_S, W_{Y|X}, \tau)$) for a large class of $(q, p)$ pairs. We then plot the two exponents under the transmission rate $\tau = 0.75$ whenever they are determined exactly, and obtain similar results, see Fig. 10.9. In fact, for many other SEM source-channel pairs (not necessarily binary SEM sources or ternary SEM channels) with other transmission rates, we observe similar results; this indicates that the JSC coding exponent is strictly better than the tandem coding exponent for a wide class of SEM systems.
In the following we present an example for the system consisting of an SEM source (of order $K_s = 1$) and the queue based channel (QBC) [100] with memory $K_c = 2$, as the QBC approximates well for a certain range of channel conditions the Gilbert-Elliott channel [100] and hard decision demodulated correlated fading channels [101].

**Example 10.4 (Transmission of an SEM source over the QBC)** A QBC is a binary additive channel whose noise process $P_Z = \{P_{Z^n} \in P(Z^n)\}_{n=1}^{\infty}$ (where $Z = \{0, 1\}$) is generated according to a mixture mechanism of a finite queue and a Bernoulli process [101]. At time $i$, the noise symbol $Z_i$ is chosen either from the queue described by a sequence of random variables $(Q_{i,1}, ..., Q_{i,K_c})$ ($Q_{i,j} \in \{0, 1\}$, $j = 1, 2, ..., K_c$) with probability $\varepsilon$ or from a Bernoulli process with probability $1 - \varepsilon$ such that
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- If $Z_i$ is chosen from the queue process, then

$$P_{Z_i} = Q_{i,j} = \begin{cases} 
\frac{1}{(K_c - 1 + \alpha)}, & j = 1, 2, ..., K_c - 1, \\
\frac{\alpha}{(K_c - 1 + \alpha)}, & j = K_c 
\end{cases}$$

if $K_c > 1$ and $\alpha \geq 0$ is arbitrary; otherwise $P_{Z_i} = Q_{i,K_c} = 1$ if $K_c = 1$.

- If $Z_i$ is chosen from the Bernoulli process, then $P_{Z_i} = Q_{i,1} = p$ ($p \ll 1/2$) and $P_{Z_i} = Q_{i,0} = 1 - p$.

At time $i + 1$, we first shift the queue from left to right by the following rule

$$(Q_{i+1,1}, ..., Q_{i+1,K_c}) = (Z_i, Q_{i,1}, ..., Q_{i,K_c-1}),$$

then we generate the noise symbol $Z_{i+1}$ according to the same mechanism. It can be shown [101] that the QBC is actually an $K_c$-th order SEM channel characterized only by four parameters $\varepsilon$, $\alpha$, $p$ and $K_c$.

Now we consider transmitting the first order SEM source $Q_S$ with transition matrix

$$Q_S = \begin{bmatrix} 0.1 & 0.5 & 0.4 \\ 0.4 & 0.4 & 0.2 \\ 0.05 & 0.15 & 0.8 \end{bmatrix}$$

under transmission rate $t = 1$ over the QBC with $K_c = 2$ such that the noise process $P_Z$ is a second order SEM process. After 2-step blocking $P_Z$, we obtain a first order SEM process $P_{Z_k}$ with transition matrix

$$P_{Z_k} = \begin{bmatrix} 
\varepsilon + (1 - \varepsilon)(1 - p) & 0 & (1 - \varepsilon)p & 0 \\
\frac{\varepsilon}{1 + \alpha} + (1 - \varepsilon)(1 - p) & 0 & \frac{\varepsilon}{1 + \alpha} + (1 - \varepsilon)p & 0 \\
0 & \frac{\varepsilon}{1 + \alpha} + (1 - \varepsilon)(1 - p) & 0 & \varepsilon + (1 - \varepsilon)p \\
0 & (1 - \varepsilon)(1 - p) & 0 & \varepsilon + (1 - \varepsilon)p
\end{bmatrix}$$

We next compute $E_J$ and $E_T$ for the ternary SEM source and the QBC given above.

When $p = 0.05$, $\alpha = 1$, $E_J$ and $E_T$ are both determined exactly if $\varepsilon \in [0.001, 0.992]$. We plot the two exponents by varying $\varepsilon$. We see from Fig. 10.10 that $E_J \approx 2E_T$ for all the $\varepsilon \in [0.001, 0.992]$. When we choose $p = 0.05$, $\alpha = 0.1$ for which $E_J$ and $E_T$
are both determined exactly if $\varepsilon \in [0.001, 0.968]$, we have similar results, see Fig. 10.10. It is interesting to note that when $\varepsilon$ gets smaller, $E_J$ and $E_T$ approach the exponents resulting from the SEM source $Q_S$ and the binary symmetric channel (BSC) with crossover probability $p = 0.05$. This is indeed expected since the QBC reduces to the BSC when $\varepsilon = 0$ [101].

![Figure 10.10: Comparison of $E_J$ and $E_T$ for the SEM source and the QBC of Example 10.4 with $\tau = 1$.](image)

10.4 Tandem Error Exponent with Feedback/Source Side Information

We have obtained the formula for tandem error exponent for discrete systems, which is expressed in terms of the source and channel error exponents. In fact, it can be seen that
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the formula for tandem error exponent is still valid for discrete memoryless systems with channel output feedback or source SI.

10.4.1 Tandem Exponent with Perfect Feedback

A tandem code \((f_{sn}^*, \varphi_{sn}^*)\) for a DMS \(Q_S\) and a DMC \(W_{Y|X}\) with perfect channel output feedback is composed of two separately designed codes: a \((\tau_n, M_n)\) block source code \((f_{sn}, \varphi_{sn})\) with source code rate

\[ R_{s,n} \triangleq \frac{\log_2 M_n}{\tau_n} \text{ source code bits/source symbol}, \]

and an \((n, M_n)\) block channel code with perfect feedback \((\{f_{cr}\}_r=1, \varphi_{cn})\) with channel code rate

\[ R_{c,n} \triangleq \frac{\log_2 M_n}{n} \text{ source code bits/channel use}, \]

assuming that the limit \(\lim_{n \to \infty} \log M_n/n\) exists, i.e.,

\[ \limsup_{n \to \infty} \frac{\log M_n}{n} = \liminf_{n \to \infty} \frac{\log M_n}{n}. \]

To render the source and channel coding operations independent of each other, as in Section 10.1, a random index assignment \(\pi_m\) is performed between the source and channel encoders/decoders, and each \(\pi_m\) is independently and equally likely chosen from the \(M_n!\) different possible index assignments; see Fig. 10.11. Also, we assume that (A1) still holds for the source code, i.e., for every \(n, Q_{S^n}(f_{sn}^{-1}(i)) > 0\) and \(c_i \in f_{sn}^{-1}(i)\) for every \(i = 1, 2, ..., M_n\), where \(f_{sn}^{-1}(i) \triangleq \{s \in S^n : f_{sn}(s) = i\}\).

Similarly, the error probability of the tandem code \((f_{n,fb}^*, \varphi_{n,fb}^*)\) is given by

\[
P_{e^{(n)}}^{(n)}(Q_S, W_{Y|X}, \tau) = P_{ec fb}^{(n)}(W_{Y|X}, R_{c,n}) + (1 - P_{ec fb}^{(n)}(W_{Y|X}, R_{c,n})) P_{es}^{(\tau n)}(Q_S, R_{s,n}),
\]

where \(P_{ec fb}^{(n)}(W_{Y|X}, R_{c,n})\) is the channel coding probability of error with feedback given by (6.1), and \(P_{es}^{(\tau n)}(Q_S, R_{s,n})\) is the probability of error for DMS given by (2.1).

**Definition 10.2** The tandem coding error exponent \(E_{T,fb}(Q_S, W_{Y|X}, \tau)\) for DMS \(Q_S\) and DMC \(W_{Y|X}\) with feedback is defined as the supremum of the set of all numbers \(\hat{E}\) for which
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There exists a sequence of tandem codes \((f_{n,fb}^*, \varphi_{n,fb}^*)\) satisfying (A1) with transmission rate \(\tau\) such that

\[
\hat{E} \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P^{(n)}_{e^{*}, fb}(Q_S, W_{Y|X}, \tau).
\]

We have the following similar results.

**Theorem 10.9**

\[
E_{T, fb}(Q_S, W_{Y|X}, \tau) = \sup_{R > 0} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E_f(R, W_{Y|X}) \right\}
\]

where \(e(R, Q_S)\) is the source error exponent defined in (7.2) and \(E_f(R, W_{Y|X})\) is the channel error exponent with feedback (cf. Definition 6.1).

**Remark 10.6** Recalling that the sphere-packing exponent \(E_{sp}(R, W_{Y|X})\) is an upper bound for \(E_f(R, W_{Y|X})\) (see Section 6.1.1), we can upper bound \(E_{T, fb}(Q_S, W_{Y|X}, \tau)\) by

\[
E_{T, fb}(Q_S, W_{Y|X}, \tau) \leq \sup_{R > 0} \min \left\{ \tau e \left( \frac{R}{\tau}, Q_S \right), E_{sp}(R, W_{Y|X}) \right\}.
\]

(10.35)

Clearly, if \(\tau H_{Q_S}(S) \geq C(W_{Y|X})\), \(E_{T, fb}(Q_S, W_{Y|X}, \tau) = 0\).
Theorem 10.10 \( E_{T,fb}(Q_S, W_{Y|X}, \tau) \leq E_{J,fb}(Q_S, W_{Y|X}, \tau) \leq 2E_{T,fb}(Q_S, W_{Y|X}, \tau) \).

The proofs of Theorems 10.9 and 10.10 are similar to the proofs of Theorems 10.1 and 10.2 and are omitted.

In the following, we present an example to illustrate the gain of JSCC exponent over tandem exponent by numerically comparing the lower bound of \( E_{J,fb} \) and the upper bound of \( E_{T,fb} \) for binary DMS \( Q = \{q, 1-q\} \) \((q < 0.5)\) and BSC \( W_{Y|X} \) with crossover probability \( \epsilon \) \((\epsilon < 0.5)\). Here we use the lower bound (6.9) for \( E_{J,fb} \) and the upper bound (10.35) for \( E_{T,fb} \). Since we know that the lower bound (6.9) is at least as large as Gallager’s lower bound for \( E_J \) (without feedback) for binary input channels with a symmetric distribution (in the Gallager sense, cf. Corollary 6.3), it is hoped that the lower bound is larger than the upper bound (10.35) for \( E_T \) for a lot of source and channel parameters. As expected, for fixed \( q \) and \( \tau \), we see from Fig. 10.12 that the joint exponent almost doubles the tandem exponent for a wide range of \( \epsilon \). Note that similar results hold for other DMS’s and binary channels with a symmetric distribution.

10.4.2 Tandem Exponent with Source Side Information

In the section we address the case of source SI at the decoder, since in Section 6.3 we have derived a valid computable lower bound for \( E_{J,SID}(Q_S, W_{Y|X}, \tau) \) and we could use it to evaluate the gain of JSCC error exponent over the tandem coding error exponent.

A tandem code \((f_{n,SID}^*, \varphi_{n,SID}) \triangleq (f_{sn}, f_{cn}, \varphi_{cn}, \varphi_{sn})\) for a DMS \( Q_S \) and a DMC \( W_{Y|X} \) with source SI \( Q_L \) at the decoder (which is correlated with \( Q_S \) through \( Q_{L|S} \)) is composed of separately designed source and channel codes: a \((\tau n, M_n)\) block source code \((f_{sn}, \varphi_{sn})\) with source code rate

\[
R_{s,n} \triangleq \frac{\log_2 M_n}{\tau n}
\]

source code bits/source symbol,

where

\[
f_{sn, SID} : S^{tn} \rightarrow \{1, 2, ..., M_n\}
\]

and

\[
\varphi_{sn, SID} : \{1, 2, ..., M_n\} \times \mathcal{L}^{\tau n} \rightarrow S^{tn}
\]
are the source encoder and decoder with source SI, and an \((n,M_n)\) block channel code 
\((f_{cn},\varphi_{cn})\) with channel code rate
\[
R_{c,n} \triangleq \frac{\log_2 M_n}{n} \quad \text{source code bits/channel use},
\]
assuming that the limit \(\lim_{n \to \infty} \log M_n/n\) exists, i.e.,
\[
\limsup_{n \to \infty} \frac{\log M_n}{n} = \liminf_{n \to \infty} \frac{\log M_n}{n}.
\]
Again, as in Section 10.1, the source and channel operations are statistically decoupled 
via a random index assignment \(\pi_m\) between the source and channel encoders/decoders. 
Each \(\pi_m\) is independently and equally likely chosen from the \(M_n!\) different possible index 
assignments; see Fig. 10.13. In addition, we assume (A2) that for every \(n\), 
\(Q_{S^n}(f_{sn}^{-1}(i)) > 0\) and
\[
\bigcup_{1 \in L^n} \{\varphi_{sn,SID}(i,1)\} \subseteq f_{sn}^{-1}(i)
\]
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\[ s \in S^n \quad f_{sn} \quad i \in \{1, 2, ..., M_n\} \quad \pi_m \quad \pi_m(i) \in \{1, 2, ..., M_n\} \quad f_{cn} \]

\[ x \in X^n \]

\[ 1 \in L^n \]

\[ c_j \in C \quad \varphi_{sn} \quad j \in \{1, 2, ..., M_n\} \quad \pi_{m-1} \quad \pi_{m}(j) \in \{1, 2, ..., M_n\} \quad \varphi_{cn} \]

\[ y \in Y^n \]

Figure 10.13: Tandem coding system for discrete memoryless source-channel systems with source SI at the decoder.

for every \( i = 1, 2, ..., M_n \), where \( f_{sn}^{-1}(i) = \{ s \in S^n : f_{sn}(s) = i \} \). Like assumption (A1), the assumption (A2) has the same practical meaning. If \( Q_{S^n}(f_{sn}^{-1}(i)) = 0 \) for some \( i \), then the output codeword is redundant, and we can remove it from the codebook. If there exists one \( \varphi_{sn,SID}(i, 1) \notin f_{sn}^{-1}(i) \), we can map the index \( i \) and the SI sequence \( 1 \) to some source message \( \hat{s} \) such that \( Q_{S^n}(\hat{s}) > 0 \) and \( f_{sn}(\hat{s}) = i \), so that the source coding probability of error

\[
P_{es,SID}^{(\tau_n)}(Q_{SL}, R_{s,n}) = \sum_{(s, l) \in S^n \times L^n : \varphi_{sn,SID}(f_{sn}(s), l) \neq s} Q_{SL}^{(\tau_n)}(s, l). \tag{10.36}
\]

is strictly reduced.

Similarly, the error probability of the tandem code \((f_{n,SID}^*, \varphi_{n,SID}^*)\) is given by

\[
P_{e^*,SID}^{(n)}(Q_{SL}, Y|X, \tau)
\]

\[
= P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) + (1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n})) P_{es,SID}^{(\tau_n)}(Q_{SL}, R_{s,n}),
\]

where \( P_{ec}^{(n)}(W_{Y|X}, R_{c,n}) \) is the channel coding probability of error (10.6), and \( P_{es,SID}^{(\tau_n)}(Q_{SL}, R_{s,n}) \) is the probability of error for DMS with source SI at the decoder given by (10.36).

**Definition 10.3** For any \( R > 0 \), the source error exponent \( e_{SID}(R, Q_{SL}) \) of the DMS \( Q_S \)
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with source SI $Q_L$ at the decoder is defined as the supremum of the set of all numbers $e$ for which there exists a sequence of $(n, M_n)$ block codes $(f_{sn, SID}, \varphi_{sn, SID})$ with

$$e \leq \liminf_{n \to \infty} -\frac{1}{n} \log P_{se}^{(n)}(Q_S, R_n)$$

(10.37)

and

$$R \geq \limsup_{n \to \infty} R_n,$$  

(10.38)

where the source code rate $R_n = \frac{1}{n} \log_2 M_n$.

**Definition 10.4** The tandem coding error exponent $E_{T, SID}(Q_{SL}, W_{Y|X}, \tau)$ for DMS $Q_S$ and DMC $W_{Y|X}$ with source SI $Q_L$ at the decoder is defined as the supremum of the set of all numbers $\hat{E}$ for which there exists a sequence of tandem codes $(f^*_{n, SID}, \varphi^*_{n, SID})$ satisfying (A1) with transmission rate $\tau$ such that

$$\hat{E} \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{e^{*}, SID}^{(n)}(Q_{SL}, W_{Y|X}, \tau).$$

We have the following similar results.

**Proposition 10.2** $E_{T, SID}(Q_S, W_{Y|X}, \tau) \leq E_{J, SID}(Q_S, W_{Y|X}, \tau)$.

**Theorem 10.11**

$$E_{T, SID}(Q_S, W_{Y|X}, \tau) = \sup_{R > 0} \min \left\{ e_{SID} \left( \frac{R}{\tau}, Q_{SL} \right), E(R, W_{Y|X}) \right\}$$

where $e_{SID}(R, Q_{SL})$ is the source error exponent with source SI at the decoder and $E(R, W_{Y|X})$ is the channel error exponent (cf. Definition 6.1).

**Remark 10.7** If $\tau H_{Q_{SL}}(S|L) \geq C(W_{Y|X})$, $E_{T, SID}(Q_S, W_{Y|X}, \tau) = 0$.

According to [32], for source coding with source SI at the decoder, we have a somewhat loose upper bound for $e_{SID}(R, Q_{SL})$,

$$e_{SID}(R, Q_{SL}) \leq e_{SID}(R, Q_{SL}) \triangleq \min_{P_{SL}: H_{P_{SL}}(S|L) \geq R} D(P_{SL} \parallel Q_{SL}).$$

\(^2\)In fact, this upper bound is obtained by assuming that the source SI is available at both the encoder and the decoder; thus, the upper bound is actually an upper bound for the source error exponent with source SI at both the encoder and the decoder.
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It is easy to verify that the minimum of the above is achieved by a tilted distribution

\[ P^*_{SL}(s, l) = \frac{Q_L|S(l|s)^{1/\rho^*}}{\sum_{l' \in L} Q_L|S(l'|s)^{1/\rho^*}}, \quad \forall s \in S, \ l \in L, \]

where \( \rho^* \) is the root of \( H_{P_{SL}}(L|S) = R \). Plugging \( P^*_{SL}(s, l) \) into \( D(P_{SL}||Q_{SL}) \) we obtain the parametric form

\[
\min_{P_{SL} : H_{P_{SL}}(S|L) = R} D(P_{SL}||Q_{SL}) = \max_{\rho \geq 0} \left[ \rho R - E_{s2}(\rho, Q_{SL}) \right] \tag{10.39}
\]

where

\[
E_{s2}(\rho, Q_{SL}) = (1 + \rho) \sum_{l \in L} Q_L(l) \log_2 \sum_{s \in S} Q_S|L(s|l)^{1/\rho}. \]

Now, replacing the source and channel error exponents by their upper bounds, we obtain a computable upper bound for \( E^{SID}_T(Q_S, W_{Y|X}, \tau) \)

\[
E^{SID}_T(Q_S, W_{Y|X}, \tau) \leq \sup_{R > 0} \min \left\{ \tau E^{SID} \left( \frac{R}{\tau}, Q_{SL} \right), E_{sp}(R, W_{Y|X}) \right\}. \tag{10.40}
\]

In the following, we present an example to see the gain of JSCC exponent over tandem coding by numerically comparing the lower bound of \( E^{SID}_J \) and the upper bound of \( E^{SID}_T \) for binary DMS \( Q = \{q, 1-q\} \ (q < 0.5) \) and BSC \( W_{Y|X} \) with crossover probability \( \epsilon \ (\epsilon < 0.5) \). The source \( Q_L \) is a noisy version of \( Q_S \) described by \( L = S \oplus N \mod 2 \) (\( L = N = \{0,1\} \)) with noise distribution \( P_N(N = 1) = 0.05 \), i.e., the SI is transmitted through a dummy BSC \( Q_L|S \) with crossover probability 0.05. Here we use the lower bound \( E^{SID}_J \) defined in (6.34) and the upper bound for \( E^{SID}_T \) given above. It is seen from Fig. 10.14 that for fixed \( q \) and transmission rate \( \tau \), \( E^{SID}_J \) substantially outperforms the upper bound for \( E^{SID}_T \). We remark that similar results hold for other DMS and DMC pairs.

10.5 Memoryless Gaussian Source-Channel Systems

In this section we study the advantage of JSCC over tandem coding in terms of the excess distortion exponent for Gaussian systems. A tandem code

\[
(f^*_n, \varphi^*_n, \Delta, \mathcal{E}, \tau) \triangleq (f_{sn}, f_{cn}, \varphi_{cn}, \varphi_{cn}, \Delta, \mathcal{E}, \tau, P)
\]
with blocklength $n$ and transmission rate $\tau$ (source symbols/channel use) for the MGS $Q_S$ and the MGC $W_{Y|X}$ is composed (see Fig. 10.15) of two separately designed codes: a $(\tau n, M_n)$ block source code $(f_{sn}, \varphi_{sn}, \Delta)$ with codebook $\mathcal{C} \triangleq \{c_1, c_2, \ldots, c_{M_n}\} \subseteq S^{\tau n}$ and source code rate

$$R_{s,n} = \frac{\ln M_n}{\tau n} \quad \text{source code nats/source symbol,}$$

$M_n!$ index assignments (which are permutation functions) $\pi_m$, such that each $\pi_m$ is chosen with probability $1/M_n!$, $m = 1, 2, \ldots, M_n!$, and an $(n, M_n)$ block channel code $(f_{cn}, \varphi_{cn}, \mathcal{E})$ with channel code rate

$$R_{c,n} = \frac{\ln M_n}{n} \quad \text{source code nats/channel use,}$$
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where \( f_{cn} \in \mathcal{F}_{cn}^{e} \) with \( g(x) = x^2 \). We assume as before that the limit \( \lim_{n \to \infty} \frac{\ln M_n}{n} \) exists, i.e.,

\[
\limsup_{n \to \infty} \frac{\ln M_n}{n} = \liminf_{n \to \infty} \frac{\ln M_n}{n}.
\]

The (overall) excess distortion probability of the tandem code \((f^n_{sn}, \varphi^n_{sn}, \Delta, \mathcal{E}, \tau)\) is hence given by

\[
P^{(n)}_{\Delta^*}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \\
\triangleq \Pr \left( d^{(rn)}(s, \varphi_{sn} \{ \pi_m^{-1}[\varphi_{cn}(y)] \}) > \Delta \right) \\
= \sum_{m=1}^{M_n!} \frac{1}{M_n!} \Pr \left( d^{(rn)}(s, \varphi_{sn} \{ \pi_m^{-1}[\varphi_{cn}(y)] \}) > \Delta \mid \pi_m \right) \\
= \sum_{m=1}^{M_n!} \frac{1}{M_n!} \int_{S^{rn}} Q_S^{(rn)}(s) \int_{y: d^{(rn)}(s, \varphi_{sn} \{ \pi_m^{-1}[\varphi_{cn}(y)] \}) > \Delta} W_{Y|X}^{(n)}(y \mid f_{cn} \{ \pi_m[f_{sn}(s)] \}) dy ds.
\]

Recall that the codebook of the source code \((f_{sn}, \varphi_{sn}, \Delta)\) is \( \mathcal{C} = \{ c_1, c_2, ..., c_{M_n} \} \). To make the notations simpler, we denote (cf. Fig. 10.15)

\[
i = f_{sn}(s), \\
j = \pi_m^{-1}(\varphi_{cn}(y)), \\
D_i = \{ s \in S^n : f_{sn}(s) = i \},
\]

Figure 10.15: Tandem MGS-MGC system.
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for \( i, j \in \{1, 2, ..., M_n\} \), where the (disjoint) sets \( D_1, D_2, ..., D_{M_n} \) partition \( S^{\tau_n} \). Thus, we can write

\[
P^{(n)}_{\Delta^*}(Q_S, W_{Y|X}, E, \tau) = \sum_{m=1}^{M_n} \frac{1}{M_n!} \sum_{i=1}^{M_n} \sum_{j=1}^{M_n} P_W(\pi_m(j)|\pi_m(i)) \int_{D_i} Q_S^{(\tau_n)}(s) \mathbb{1}\{d^{(\tau_n)}(s, c_j) > \Delta\} ds, \tag{10.41}
\]

and

\[
P_W(\pi_m(j)|\pi_m(i)) \triangleq \int_{y: \varphi_{cn}(y) = \pi_m(j)} W^{(n)}_{Y|X}(y|f_{cn}(\pi_m(i))) dy.
\]

The excess distortion probability (2.10) for the source code can also be rewritten by

\[
P^{(n)}_{\Delta}(Q_S, R_{s,n}) = \sum_{i=1}^{M_n} \int_{D_i} P_S^{(n)}(s) \mathbb{1}\{d^{(\tau_n)}(s, c_i) > \Delta\} ds,
\]

and the probability of error (2.12) for the channel code can be written by

\[
P^{(n)}_{ec}(W_{Y|X}, R_{c,n}, E) = \frac{1}{M_n} \sum_{i=1}^{M_n} \sum_{j=1, j\neq i}^{M_n} P_W(j|i).
\]

Meanwhile, the maximal probability of error (2.13) for the channel code is given by

\[
P^{(n)}_{max,ec}(W_{Y|X}, R_{c,n}, E) = \max_{1 \leq i \leq M_n} \sum_{j=1, j\neq i}^{M_n} P_W(j|i).
\]

In order to facilitate the evaluation of the tandem excess distortion probability \( P^{(n)}_{\Delta^*} \), we simplify the problem by making the following assumptions on the channel code and the source code.

(a) Since channel coding is performed independently and separately from source coding and the index assignment, our goal in channel coding is to make \( P^{(n)}_{ec}(W_{Y|X}, R_{c,n}, E) \) as small as possible. Defining

\[
\Xi(W_{Y|X}, E) \triangleq \left\{ (f_{cn}, \varphi_{cn}, E) : \limsup_{n \to \infty} P^{(n)}_{ec}(W_{Y|X}, R_{c,n}, E) < \gamma \quad \text{for all } \gamma > 0 \right\},
\]

we say that a sequence of channel codes \((f_{cn}, \varphi_{cn}, E)\) is a sequence of “good channel codes” if \((f_{cn}, \varphi_{cn}, E) \in \Xi(W_{Y|X}, E)\). In the tandem system, we will restrict \((f_{cn}, \varphi_{cn}, E)\) to be good channel codes.
In source coding, the objective is to construct a code, or equivalently, find a codebook $C = \{c_1, c_2, ..., c_{M_n}\}$ and the corresponding partition $\{D_1, D_2, ..., D_{M_n}\}$ so that $P^{(n)}_\Delta(Q_S, R_{s,n})$ is as small as possible. For the source codes $(f_{sn}, \varphi_{sn}, \Delta)$, we assume the following constraint. Letting

$$\Omega(Q_S, \Delta) \triangleq \{(f_{sn}, \varphi_{sn}, \Delta) : \lim_{n \to \infty} \frac{1}{\tau_n} \ln P^{(n)}_\Delta(Q_S, R_{s,n}) \geq F(R, Q_S, \Delta) > 0,$$

where $R = \lim_{n \to \infty} R_{s,n}\}$,

we say that a sequence of source codes $(f_{sn}, \varphi_{sn}, \Delta)$ is a sequence of “good source codes” if $(f_{sn}, \varphi_{sn}, \Delta) \in \Omega(Q_S, \Delta)$. In the tandem system, we will only consider such good source codes.

Recall that the converse JSCC theorem (Theorem 8.1) states that the MGS cannot be reliably transmitted over the MGC if $\tau R(Q_S, \Delta) > C(W_{Y|X}, \Delta)$, and also note that if $\tau R(Q_S, \Delta) > C(W_{Y|X}, \Delta)$ then either $\Xi(W_{Y|X}, \Delta) = \emptyset$ or $\Omega(Q_S, \Delta) = \emptyset$. Thus, we are only interested in the case $\tau R(Q_S, \Delta) < C(W_{Y|X}, \Delta)$ as before. In order to guarantee the existence of good source and channel codes, we focus on the sequences of tandem codes with $(f^*_n, \varphi^*_n, \Delta, \epsilon, \tau) \in \Lambda(Q_S, W_{Y|X}, \Delta, \epsilon, \tau)$, where

$$\Lambda(Q_S, W_{Y|X}, \Delta, \epsilon, \tau) \triangleq \{(f^*_n, \varphi^*_n, \Delta, \epsilon, \tau) : \tau R(Q_S, \Delta) < \lim_{n \to \infty} \frac{\ln M_n}{n} < C(W_{Y|X}, \epsilon)\}.$$

Assumptions (1) and (2) are needed for the proof of the converse part of Theorem 10.12.

**Definition 10.5** The tandem coding excess distortion exponent $E^{\Delta, \epsilon}_T(Q_S, W_{Y|X}, \tau)$ for the MGS $Q_S$ and the MGC $W_{Y|X}$ is defined as the supremum of the set of all numbers $\hat{E}$ for which there exists a sequence of tandem codes $(f^*_n, \varphi^*_n, \Delta, \epsilon, \tau)$ composed by good source and channel codes with blocklength $n$ provided $(f^*_n, \varphi^*_n, \Delta, \epsilon, \tau) \in \Lambda(Q_S, W_{Y|X}, \Delta, \epsilon, \tau)$, such that

$$\hat{E} \leq \liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{\Delta^*}(Q_S, W_{Y|X}, \epsilon, \tau).$$

When there is no possibility of confusion, throughout the sequel, the tandem coding excess distortion exponent $E^{\Delta, \epsilon}_T(Q_S, W_{Y|X}, \tau)$ will be written as $E^{\Delta, \epsilon}_T.$
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Theorem 10.12 For the tandem MGS-MGC system provided \( \tau R(Q_S, \Delta) < C(W_{Y|X}, \mathcal{E}) \) and SDR \( \geq 4 \),

\[
E_T^\Delta(\mathcal{E}) = \sup_{\tau R(Q_S, \Delta) < R < C(W_{Y|X}, \mathcal{E})} \min \left\{ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right), E(R, W_{Y|X}, \mathcal{E}) \right\}
\]

where \( F_G(R, Q_S, \Delta) \) is the MGS excess distortion exponent given by (2.46) and (2.47) and \( E(R, W_{Y|X}, \mathcal{E}) \) is the MGC error exponent defined by Definition 2.4.

Remark 10.8 Since \( \tau F_G(R/\tau, Q_S, \Delta) \) is a strictly increasing function of \( R \) for \( R \geq 0 \), and \( E(R, W_{Y|X}, \mathcal{E}) \) is decreasing function of \( R \) for \( 0 < R \leq C(W_{Y|X}, \mathcal{E}) \), the supremum must be achieved at their intersection\(^3\)

\[
E_T^\Delta(\mathcal{E}) = \tau F_G \left( \frac{R_o}{\tau}, Q_S, \Delta \right) = E(R_o, W_{Y|X}, \mathcal{E}),
\]

with \( \tau R(Q_S, \Delta) < R_o < C(W_{Y|X}, \mathcal{E}) \).

We require that the distortion threshold cannot be too large; we restrict SDR \( \geq 4 \) (\( \approx 6\text{dB} \)). As will be seen in the proof of the converse part of Theorem 10.12, this assumption ensures that the ball \( B(0, 4\Delta) \) is covered by \( o(M_n) \) balls with size \( \Delta \); see Lemma 10.1 in the below. In fact, a large distortion threshold is useless in practice.

Lemma 10.1 Let SDR = \( \frac{\sigma_S^2}{\Delta} > 4 \). Only \( L_{2n} = o(M_n) \) balls of size \( \Delta \) are needed to cover \( B(0, 4\Delta) \) for \( R > R(Q_S, \Delta) \), i.e., every sequence in \( B(0, 4\Delta) \) is contained in the union of \( L_{2n} \) balls of size \( \Delta \).

Proof: Let \( k = tn \). For \( N \in \mathbb{N} \) which will be specified later, we partition \( B(0, 4\Delta) \) by a sequence of sets: \( T_0 \triangleq \{ s : \| s \|^2 = s^T s \leq k\Delta \} \) and \( T_i \triangleq T^\epsilon(\sigma^2(i)) \) by \( \sigma^2(i) = \Delta + (2i - 1)\epsilon \), where \( \epsilon = \frac{3\Delta}{2N} \), for \( i = 1, 2, \cdots, N \), i.e.,

\[
T_i = \{ s : k [\Delta + (2i - 2)\epsilon] \leq s^T s \leq k [\Delta + 2i\epsilon] \}, \quad i = 1, 2, \cdots, N.
\]

\(^3\)Unlike the discrete case in [107] and Section 10.2, the intersection always exists since source exponent is continuous and increasing in \( R > 0 \).
Note that $T_0$ is covered by one ball with size $\Delta$, $B(0, \Delta)$. It follows from the type covering lemma for Gaussian-type classes (Lemma 3.6) that each $T_i$ ($1 \leq i \leq N$) is covered by

$$L(i) = \exp \left\{ k \left[ R(Q_S^{(i)}, \Delta) + \tilde{\zeta}_2 \left( \frac{3\Delta}{2N} \right) \right] + o(k) \right\}$$

balls with size $\Delta$ for $k$ and $N$ sufficiently large, where $Q_S^{(i)} \sim N(0, \Delta + 3(2i - 1)\Delta/2N)$ and $\tilde{\zeta}_2(\cdot)$, given by (8.35), is independent of $i$. Clearly, $B(0, 4\Delta)$ is covered by

$$L_{2n} = 1 + \sum_{i=1}^{N} L(i)$$

$$\leq (N + 1) \exp \left\{ k \left[ \max_{1 \leq i \leq N} R(Q_S^{(i)}, \Delta) + \tilde{\zeta}_2 \left( \frac{3\Delta}{2N} \right) \right] + o(k) \right\}$$

$$\leq \exp \left\{ k \left[ \frac{1}{2} \ln 4 + \tilde{\zeta}_2 \left( \frac{3\Delta}{2N} \right) + \frac{\ln(N + 1)}{k} \right] + o(k) \right\}$$

size $\Delta$ balls. Recall that $M_n = \exp\{kR_{s,n}\}$ and by assumption

$$\lim_{n \to \infty} R_{s,n} = R > R(Q_S, \Delta) = \frac{1}{2} \ln \frac{\sigma_S^2}{\Delta} \geq \frac{1}{2} \ln 4.$$

Set $\delta = R - \frac{1}{2} \ln 4 > 0$. Finally, if we let $N$ be the smallest integer satisfying $\tilde{\zeta}_2 \left( \frac{3\Delta}{2N} \right) \leq \frac{\delta}{2}$ (noting that $\tilde{\zeta}_2 \left( \frac{3\Delta}{2N} \right) \to 0$ as $N \to \infty$), we have

$$\lim_{n \to \infty} \frac{L_{2n}}{M_n} \leq \lim_{n \to \infty} \exp \left\{ -tn \left[ \delta - \tilde{\zeta}_2 \left( \frac{3\Delta}{2N} \right) - \frac{\ln(N + 1)}{tn} \right] + o(n) \right\} = 0.$$

Proof of Theorem 10.12:

Forward Part: We show that there exists a sequence of tandem codes $(f_n^*, \varphi_n^*, \Delta, \mathcal{E}, \tau) \in \Lambda(Q_S, W_{Y|X}, \Delta, \mathcal{E}, \tau)$ composed by good source and channel codes such that

$$\liminf_{n \to \infty} \frac{1}{n} \ln P_{\Delta^*}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \geq \sup_{R(Q_S, \Delta) < R < C(W_{Y|X}, \mathcal{E})} \min \left\{ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right), E(R, W_{Y|X}, \mathcal{E}) \right\} - \delta$$
for any $\delta > 0$. First note that for any given index assignment $\pi_m$, it follows from (10.41) that

$$
\Pr \left( d^{(\tau n)}(s, c_j) > \Delta \mid \pi_m \right) 
= \sum_{i=1}^{M_n} P_W(\pi_m(i) \mid \pi_m(i)) \int_{D_i} Q^{(\tau n)}_S(s) \mathbb{1} \left\{ d^{(\tau n)}(s, c_i) > \Delta \right\} ds
+ \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} P_W(\pi_m(j) \mid \pi_m(i)) \int_{D_i} Q^{(\tau n)}_S(s) \mathbb{1} \left\{ d^{(\tau n)}(s, c_j) > \Delta \right\} ds
\leq \sum_{i=1}^{M_n} \int_{D_i} Q^{(\tau n)}_S(s) \mathbb{1} \left\{ d^{(\tau n)}(s, c_i) > \Delta \right\} ds + \sum_{i=1}^{M_n} Q^{(\tau n)}_S(D_i) \sum_{j=1, j \neq i}^{M_n} P_W(\pi_m(j) \mid \pi_m(i))
\leq P^{(n)}_\Delta(Q_S, R_{s,n}) + P^{(n)}_{max,ec}(W_{Y \mid X, R_{c,n}, \mathcal{E}}),
$$

which only depends on the source and channel codes and is independent of $\pi_m$. Thus, for any sequence of tandem codes we have

$$
P^{(n)}_{\Delta^*}(Q_S, W_{Y \mid X}, \mathcal{E}, \tau) \leq P^{(n)}_\Delta(Q_S, R_{s,n}) + P^{(n)}_{max,ec}(W_{Y \mid X, R_{c,n}, \mathcal{E}})
\leq 2 \max \left\{ P^{(n)}_\Delta(Q_S, R_{s,n}), P^{(n)}_{max,ec}(W_{Y \mid X, R_{c,n}, \mathcal{E}}) \right\}
$$

or equivalently,

$$
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{\Delta^*}(Q_S, W_{Y \mid X}, \mathcal{E}, \tau) \geq \min \left\{ \liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_\Delta(Q_S, R_{s,n}), \liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{max,ec}(W_{Y \mid X, R_{c,n}, \mathcal{E}}) \right\}.
$$

Now fix $R > 0$ and $\delta > 0$. According to the definition of the source error exponent (Definition 2.2), there exists a sequence of $(\tau n, \bar{M}_n)$ source codes $(\tilde{f}_{s,n}, \tilde{c}_{s,n}, \Delta)$ (with rate $\bar{R}_{s,n} = \frac{\ln \bar{M}_n}{\tau n}$) such that

$$
\liminf_{n \to \infty} -\frac{1}{\tau n} \ln P^{(n)}_\Delta(Q_S, \bar{R}_{s,n}) \geq F_G(\tau R, Q_S, \Delta) - \delta \quad \text{and} \quad \limsup_{n \to \infty} \bar{R}_{s,n} \leq R.
$$

Since a source code with a larger codebook size would have a smaller probability of excess distortion, there must exist a sequence of $(\tau n, \lfloor 2^{\tau n R} \rfloor)$ source codes $(f_{s,n}, c_{s,n}, \Delta)$ such that

$$
\liminf_{n \to \infty} -\frac{1}{\tau n} \ln P^{(n)}_\Delta(Q_S, R_{s,n}) \geq F_G(\tau R, Q_S, \Delta) - \delta.
$$
Similarly, for given $\tau R$, the definition of channel error exponent (Definition 2.4 and the corresponding remark) asserts that there exists a sequence of $(n, \hat{M}_n)$ channel codes $(\hat{f}_{sn}, \hat{\varphi}_{cn}, \mathcal{E})$ (with rate $\hat{R}_{c,n} = \frac{\ln \hat{M}_n}{n}$) such that
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P_{\text{max, ec}}^{(n)}(W_{Y|X}, \hat{R}_{c,n}, \mathcal{E}) \geq E(\tau R, W_{Y|X}, \mathcal{E}) - \delta \quad \text{and} \quad \liminf_{n \to \infty} \hat{R}_{c,n} \geq \tau R.
\]
Since a channel code with a smaller codebook size would have a smaller (maximum) probability of error, there must exist a sequence of $(n, \lceil 2^{tnR} \rceil)$ channel codes $(f_{cn}, \varphi_{cn}, \mathcal{E})$ such that
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P_{\text{max, ec}}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E}) \geq E(\tau R, W_{Y|X}, \mathcal{E}) - \delta.
\]
If we restrict $R \in (R(Q_S, \Delta), C(W_{Y|X}, \mathcal{E})/\tau)$, then there exists a sequence of tandem codes, composed by a sequence of $(\tau n, \lceil 2^{tnR} \rceil)$ good source codes, and a sequence of $(n, \lceil 2^{tnR} \rceil)$ good channel codes (with the same $M_n = \lceil 2^{tnR} \rceil$), such that
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P_{\Delta^*}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \geq \min \left\{ \tau F_G \left( R, Q_S, \Delta \right), E(\tau R, W_{Y|X}, \mathcal{E}) \right\} - \delta.
\]
Finally, since $R$ and $\delta$ are arbitrary, we can take the supremum over $R(Q_S, \Delta) < R < C(W_{Y|X}, \mathcal{E})/\tau$, completing the proof of the forward part.

**Converse Part:** We next show that for any sequence of tandem codes $(f^*_n, \varphi^*_n, \Delta, \mathcal{E}, \tau) \in \Lambda(Q_S, W_{Y|X}, \Delta, \mathcal{E}, \tau)$ composed by good source and channel codes
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P_{\Delta^*}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \leq \sup_{\tau R(Q_S, \Delta) < R < C(W_{Y|X}, \mathcal{E})} \min \left\{ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right), E(R, W_{Y|X}, \mathcal{E}) \right\}.
\]
As in [51], we decompose the probability of excess distortion for any given tandem codes as follow,
\[
P_{\Delta^*}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) = \frac{1}{M_n!} \sum_{m=1}^{M_n} P_W(\pi_m(i) | \pi_m(i)) \int_{D_i} Q_S^{(\tau m)}(s) \mathbb{1} \left\{ d^{(\tau m)}(s, c_i) > \Delta \right\} ds
\]
\[
+ \frac{1}{M_n!} \sum_{m=1}^{M_n} \sum_{j=1}^{M_n} \sum_{j \neq i} P_W(\pi_m(j) | \pi_m(i)) \int_{D_i} Q_S^{(\tau m)}(s) \mathbb{1} \left\{ d^{(\tau m)}(s, c_j) > \Delta \right\} ds.
\]
Note that for fixed $i$,
\[
\frac{1}{M_n} \sum_{m=1}^{M_n!} P_W(\pi_m(i)|\pi_m(i)) = \frac{1}{M_n} \sum_{j=1}^{M_n} P_W(j|j)
\]
is actually the arithmetic mean of $P_W(i|i)$ and is independent of $i$. Similarly, for fixed $i$ and $j \neq i$,
\[
\frac{1}{M_n!} \sum_{m=1}^{M_n!} P_W(\pi_m(j)|\pi_m(i)) = \frac{1}{M_n(M_n-1)} \sum_{k=1}^{M_n} \sum_{l=1, l \neq k}^{M_n} P_W(l|k)
\]
is actually the arithmetic mean of $P_W(l|k)$ ($l \neq k$) and is independent of $l$ and $k$. Thus,
\[
P_{\Delta}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau)
\]
\[
= \left[ \frac{1}{M_n} \sum_{i=1}^{M_n} P_W(j|j) \right] \sum_{i=1}^{M_n} \int_{D_i} Q^{(r_{n})}_{S}(s) \mathbb{1} \left\{ d^{(r_n)}(s, c_i) > \Delta \right\} ds
\]
\[
+ \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} \left[ \frac{1}{M_n(M_n-1)} \sum_{k=1}^{M_n} \sum_{l=1, l \neq k}^{M_n} P_W(l|k) \right] \int_{D_i} Q^{(r_{n})}_{S}(s) \mathbb{1} \left\{ d^{(r_n)}(s, c_j) > \Delta \right\} ds
\]
\[
\geq \left( 1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E}) \right) P_{\Delta}^{(n)}(Q_S, R_{s,n}) + P_{ec}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E})
\]
\[
\geq \left( 1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E}) \right) P_{\Delta}^{(n)}(Q_S, R_{s,n}) + P_{ec}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E})
\]
\[
- \frac{1}{M_n} \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} Q^{(r_{n})}_{S}(s) \mathbb{1} \left\{ d^{(r_n)}(s, c_j) > \Delta \right\} ds.
\]
(10.43)

We then bound
\[
\frac{1}{M_n} \sum_{i=1}^{M_n} \sum_{j=1, j \neq i}^{M_n} Q^{(r_{n})}_{S}(s) \mathbb{1} \left\{ d^{(r_n)}(s, c_j) > \Delta \right\} ds
\]
\[
\geq \sum_{i=1}^{M_n} \int_{D_i} Q^{(r_{n})}_{S}(s) \frac{1}{M_n} \sum_{j=1}^{M_n} \mathbb{1} \left\{ d^{(r_n)}(s, c_j) > \Delta \right\} ds - \frac{1}{M_n}
\]
\[
\geq D^{(n)}(Q_S, R_{s,n}, \Delta) - \frac{1}{M_n},
\]
where
\[
D^{(n)}(Q_S, R_{s,n}, \Delta) \triangleq \min_{s \in S^{r_{n}}} \frac{1}{M_n} \sum_{j=1}^{M_n} \mathbb{1} \left\{ d^{(r_n)}(s, c_j) > \Delta \right\}.
\]

Substituting the above into (10.43) gives
\[
P_{\Delta}^{(n)}(Q_S, W_{Y|X}, \mathcal{E}, \tau) \geq \left( 1 - P_{ec}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E}) \right) P_{\Delta}^{(n)}(Q_S, R_{s,n})
\]
\[
+ P_{ec}^{(n)}(W_{Y|X}, R_{c,n}, \mathcal{E}) \left( D^{(n)}(Q_S, R_{s,n}, \Delta) - \frac{1}{M_n} \right).
\]
(10.44)
By definition, for any good channel codes \((f_{cn}, \varphi_{cn}, E) \in \Xi(W_{Y|X}, E)\), \(1 - P_{c,n}^{(n)}(W_{Y|X}, R_{c,n}, E)\) is bounded away from zero for \(n\) sufficiently large.

**Lemma 10.2** Let \(SDR = \frac{\sigma^2}{\Delta} \geq 4\). For any sequence of good source codes \((f_{sn}, \varphi_{sn}, \Delta) \in \Omega(Q_S, \Delta)\) with rate \(R_{s,n}\) such that \(\lim_{n \to \infty} R_{s,n} = R\), there exists some \(\delta > 0\) such that

\[
\limsup_{n \to \infty} D^{(n)}(Q_S, R_{s,n}, \Delta) > \delta.
\]

**Proof:** It suffices to show if

\[
\limsup_{n \to \infty} D^{(n)}(Q_S, R_{s,n}, \Delta) = 0,
\]

then \((f_{sn}, \varphi_{sn}, \Delta) \notin \Omega(Q_S, \Delta)\), i.e.,

\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{\Delta}(Q_S, R_{s,n}) < F\left(\lim_{n \to \infty} R_{s,n}, Q_S, \Delta\right)
\]

for such sequence of source codes \((f_{sn}, \varphi_{sn}, \Delta)\). Let \(\{s^* = s^*(n) \in \mathbb{R}^{tn}\}\) be the sequence of source vectors achieving the minimum in \(D^{(n)}(Q_S, R_{s,n}, \Delta)\) for every \(n\). Then

\[
\limsup_{n \to \infty} D^{(n)}(Q_S, R_{s,n}, \Delta) = \limsup_{n \to \infty} \frac{1}{M_n} \sum_{j=1}^{M_n} 1 \left\{ d^{(tn)}(s^*, c_j) > \Delta \right\} = 0 \quad (10.45)
\]

implies that the source codebook \(C\) has only \(L_{1n}\) codewords outside the ball \(B(s^*, \Delta)\) such that

\[
\limsup_{n \to \infty} \frac{L_{1n}}{M_n} = 0,
\]

recalling that under the squared-error distortion measure

\[
B(s^*, \Delta) = \{s \in S^{tn}: \|s^* - s\|^2 \leq tn\Delta\},
\]

where \(\|s^* - s\| = \sqrt{\sum_{i=1}^{tn}(s^*_i - s_i)^2}\). It then follows that

\[
\limsup_{n \to \infty} P^{(n)}_{\Delta}(Q_S, R_{s,n}) = \limsup_{n \to \infty} \left\{ 1 - Q^{(n)}_S \left( \bigcup_{c_i \in C} B(c_i, \Delta) \right) \right\} \geq \limsup_{n \to \infty} \left\{ 1 - Q^{(n)}_S \left( \bigcup_{c_i \in B(s^*, \Delta)} B(c_i, \Delta) \right) - Q^{(n)}_S \left( \bigcup_{c_i \notin B(s^*, \Delta)} B(c_i, \Delta) \right) \right\}.
\]
Clearly, the squared distance between any vector $s$ in the ball $B(c_i, \Delta)$ and the “center” $s^*$ is bounded by

$$\|s^* - s\|^2 \leq (\|s^* - c_i\| + \|c_i - s\|)^2 \leq (\sqrt{tn\Delta} + \sqrt{tn\Delta})^2 = 4tn\Delta.$$  

We hence can bound

$$Q^{(tn)}_S \left( \bigcup_{c_i \in B(s^*, \Delta)} B(c_i, \Delta) \right) \leq Q^{(tn)}_S (s : \|s^* - s\|^2 \leq 4tn\Delta) \leq Q^{(tn)}_S (s : \|s\|^2 \leq 4tn\Delta)$$

where the last inequality holds since the zero-mean MGS has a larger density in the the neighborhood of origin $0$.

Now, based on Lemma 10.1, we claim that, there exists a sequence of $(tn, L_{1n} + L_{2n})$ source codes $(\tilde{f}_{sn}, \tilde{\varphi}_{sn}, \Delta)$ with code rate

$$R_{L,n} = \frac{\ln(L_{1n} + L_{2n})}{n}$$

such that the probability of excess distortion is less than

$$1 - Q^{(tn)}_S \left( \bigcup_{c_i \in B(s^*, \Delta)} B(c_i, \Delta) \right) - Q^{(tn)}_S \left( \bigcup_{c_i \notin B(s^*, \Delta)} B(c_i, \Delta) \right).$$

In other words, for any given sequence of source codes with

$$\limsup_{n \to \infty} D^{(n)}(Q_S, R_{s,n}, \Delta) = 0,$$

the corresponding probability of excess distortion can be lower bounded by another sequence of codes with rate $R_{L,n}$, i.e.,

$$\limsup_{n \to \infty} P^{(n)}_\Delta(Q_S, R_{s,n}) \geq \limsup_{n \to \infty} P^{(n)}_\Delta(Q_S, R_{L,n}).$$

It is easy to see that

$$\limsup_{n \to \infty} R_{L,n} \leq \lim_{n \to \infty} R_{s,n} - \epsilon = R - \epsilon$$

for some $\epsilon > 0$ since

$$\limsup_{n \to \infty} \frac{L_{1n} + L_{2n}}{M_n} = 0.$$
Therefore, by the definition of source excess distortion exponent (Definition 2.2),
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_\Delta(Q_S, R_{s,n}) \leq F(R - \epsilon, Q_S, \Delta) < F(R, Q_S, \Delta)
\]
since \( F(R, Q_S, \Delta) \) is strictly increasing and continuous at \( R = \lim_{n \to \infty} \frac{M_n}{n} > R(Q_S, \Delta) \). ■

Thus, for any sequence of tandem codes composed by good channel and source codes, there exists some \( \delta > 0 \) (independent of \( n \)) such that
\[
\limsup_{n \to \infty} P^{(n)}_{\Delta^*}(Q_S, W_Y|X, \mathcal{E}, \tau) \geq \limsup_{n \to \infty} \delta \left( P^{(n)}_\Delta(Q_S, R_{s,n}) + P^{(n)}_{ec}(W_Y|X, R_{c,n}, \mathcal{E}) \right) \\
\geq \limsup_{n \to \infty} \delta \max \{ P^{(n)}_\Delta(Q_S, R_{s,n}), P^{(n)}_{ec}(W_Y|X, R_{c,n}, \mathcal{E}) \}
\]
(10.46)
or equivalently
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{\Delta^*}(Q_S, W_Y|X, \mathcal{E}, \tau) \leq \min \left\{ \liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_\Delta(Q_S, R_{s,n}), \liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{ec}(W_Y|X, R_{c,n}, \mathcal{E}) \right\}.
\]

Now for any sequence of tandem codes \((f^*_n, \varphi^*_n, \Delta, \mathcal{E}, \tau) \in \Lambda(Q_S, W_Y|X, \Delta, \mathcal{E}, \tau)\), let
\[
R = \lim_{n \to \infty} \frac{\ln M_n}{\tau n} \in (R(Q_S, \Delta), C(W_Y|X, \mathcal{E})/\tau).
\]
By the definition of the source excess distortion exponent (Definition 2.2)
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_\Delta(Q_S, R_{s,n}) \leq \tau F_G(R, Q_S, \Delta)
\]
holds for any sequence of \((\tau n, M_n)\) block source codes since \( \limsup_{n \to \infty} \frac{\ln M_n}{\tau n} \leq R \). Similarly, by the definition of the channel error exponent (Definition 2.4)
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{ec}(W_Y|X, R_{c,n}, \mathcal{E}) \leq E(\tau R, W_Y|X, \mathcal{E})
\]
holds for any sequence of \((n, M_n)\) block channel codes since \( \liminf_{n \to \infty} \frac{\ln M_n}{n} \geq \tau R \). Therefore,
\[
\liminf_{n \to \infty} -\frac{1}{n} \ln P^{(n)}_{\Delta^*}(Q_S, W_Y|X, \mathcal{E}, \tau) \leq \min \{ \tau F_G(R, Q_S, \Delta), E(\tau R, W_Y|X, \mathcal{E}) \}
\]
holds for any sequence of tandem codes \((f^*_n, \varphi^*_n, \Delta, \mathcal{E}, \tau) \in \Lambda(Q_S, W_{Y|X}, \Delta, \mathcal{E}, \tau)\) composed by good source and channel codes. Since \(R = \lim_{n \to \infty} \ln \frac{M_n}{\tau^n} \in (R(Q_S, \Delta), C(W_{Y|X}, \mathcal{E})/\tau)\) is arbitrary, we can take the supremum of \(R\) over this region, which yields the upper bound (10.42).

Since the MGC error exponent is not known for low rates, we can obtain computable lower and upper bounds to \(E_{\Delta, \mathcal{E}}^\Delta\) by replacing \(E(R, W_{Y|X}, \mathcal{E})\) by its lower and upper bounds.

**Corollary 10.3**

\[
E_{\Delta, \mathcal{E}}^\Delta(Q_S, W_{Y|X}, \tau) \leq E_{\Delta, \mathcal{E}}^\Delta(Q_S, W_{Y|X}, \tau) \leq E_{T_{sp}}^\Delta(Q_S, W_{Y|X}, \tau)
\]

where

\[
E_{\Delta, \mathcal{E}}^\Delta(Q_S, W_{Y|X}, \tau) \triangleq \sup_{\tau R(Q_S, \Delta) < R < C(W_{Y|X}, \mathcal{E})} \min \left\{ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right), E_{\mathcal{E}}(R, W_{Y|X}, \mathcal{E}) \right\}
\]

and

\[
E_{T_{sp}}^\Delta(Q_S, W_{Y|X}, \tau) \triangleq \sup_{\tau R(Q_S, \Delta) < R < C(W_{Y|X}, \mathcal{E})} \min \left\{ \tau F_G \left( \frac{R}{\tau}, Q_S, \Delta \right), E_{sp}(R, W_{Y|X}, \mathcal{E}) \right\}
\]

Obviously, the tandem exponent is exactly determined if \(\tau F_G(R/\tau, Q_S, \Delta)\) and \(E_{sp}(R, W_{Y|X}, \mathcal{E})\) intersect at rate \(R'_o \geq R_{cr}(W_{Y|X})\) (in that case \(R'_o = R_o\)). Furthermore, it can be seen that the JSCC exponent strictly outperform the tandem coding exponent \((E_{J}^\Delta, \mathcal{E} > E_{T}^\Delta, \mathcal{E})\) if \(E_{J}^\Delta, \mathcal{E}\) is determined exactly by its two bounds, i.e., if (8.44) is satisfied; or if the tandem coding exponent is determined by \(E_{Jr}^\Delta, \mathcal{E}\) and \(E_{T_{sp}}^\Delta, \mathcal{E}\), i.e. \(R'_o \geq R_{cr}(W_{Y|X})\).

In contrast to the discrete systems studied in Chapters 5 and 7, the source and channel exponents for the Gaussian system have very simple analytical (computable) form, which are also continuous and differentiable functions of rate \(R\) (their expressions do not include any optimization operation). Therefore, the advantage of the JSCC exponent over the tandem exponent can be assessed by numerically comparing the lower bound of joint exponent \(E_{Jr}^\Delta, \mathcal{E}\) and the upper bound of tandem exponent \(E_{T_{sp}}^\Delta, \mathcal{E}\). For transmission rate \(\tau = 1\), we partition in
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Figure 10.16: The regions for the MGS-MGC pairs with $\tau = 1$. Note that the region for $E_J^{\Delta,\xi} > E_T^{\Delta,\xi}$ does not include the boundary.

Fig. 10.16 the SNR-SDR plane into three regions. When SDR $\geq 4$ ($\approx 6$dB), $E_J^{\Delta,\xi} > E_T^{\Delta,\xi}$ (which means $E_J^{\Delta,\xi} > E_T^{\Delta,\xi}$) for a large class of source-channel pairs. For example, when SDR = 7 dB, $E_J^{\Delta,\xi} > E_T^{\Delta,\xi}$ holds for 10 dB $\leq$ SNR $\leq 24$ dB (approximately). We also compute the two bounds of $E_J^{\Delta,\xi}$ and $E_T^{\Delta,\xi}$, no matter they are determined or not, and we see from Fig. 10.17 that when SDR = 8 dB, $E_J^{\Delta,\xi}$ (or its lower bound) almost double $E_T^{\Delta,\xi}$ (or its upper bound) for 8dB $\leq$ SNR $\leq 15$dB. It is also observed that for the same exponent (e.g. 0.2 $\sim$ 1.1), the gain of JSCC over tandem coding could be as large as 2dB in SNR. Similar results are observed for other parameters, see Figs. 10.18 and 10.19 for $\tau = 1.5$.

10.6 Asymmetric 2-User Systems

10.6.1 Tandem System with Common Randomization

In Section 9.5, we showed that the reliable transmissibility condition $(\tau H_Q(S), \tau H_Q(L|S)) \in R(W_{YZ|UX})$ in the JSCC theorem (Theorem 9.4) for asymmetric 2-user systems can be
achieved by a tandem coding system where separately designed source and channel coding operations are sequentially applied; see Figs. 9.3 and 9.4. Note however that, as long as the source encoder is directly concatenated by a channel encoder, the source statistics would be automatically brought into the channel coding stage. Thus, the performance of the channel code is affected by that of the source code (since the compressed messages (indices) fed into the channel encoders are not necessarily uniformly distributed). Similar to the single-user systems, to statistically decouple the source and channel coding operations, we need to employ common randomization between the source and channel coding components. This results in a “complete” tandem coding system with fully independent source and channel coding operations, and for which we can establish an expression for its error exponent in terms of the source coding and channel coding exponents. The tandem coding system is depicted in Figs. 10.20 and 10.21.

As in Section 9.5, the encoder $f_n$ is composed of two source encoders $f_{sn}$ and $g_{sn}$ and
one channel encoder $f_{cn}$. The difference is that the indices $i = f_{sn}(l)$ and $j = g_{sn}(s)$ are separately mapped to channel indices through permutation functions $\pi_f : \{1, 2, ..., M_l\} \to \{1, 2, ..., M_l\}$ and $\pi_g : \{1, 2, ..., M_s\} \to \{1, 2, ..., M_s\}$, which are usually called index assignments ($\pi_f$ and $\pi_g$ are assumed to be known at both the transmitter and the receiver). Furthermore, the choice of $\pi_f$ ($\pi_g$, respectively), is assumed random and equally likely from all $M_l!$ ($M_s!$, respectively) different possible index assignments, so that the indices fed into the channel encoder have a uniform distribution and are mutually independent:

$$\Pr(\pi_f(f_{sn}(L^{Tn})) = a) = \sum_{i=1}^{M_l} \Pr(f_{sn}(L^{Tn}) = i) \Pr(\pi_f(i) = a | f_{sn}(L^{Tn}) = i)$$

$$= \sum_{i=1}^{M_l} \Pr(f_{sn}(L^{Tn}) = i) \frac{(M_l - 1)!}{M_l!} = \frac{1}{M_l},$$

$$\Pr(\pi_g(g_{sn}(S^{Tn})) = b) = \frac{1}{M_s},$$

$$\Pr(\pi_g(f_{sn}(L^{Tn})) = a, \pi_g(g_{sn}(S^{Tn})) = b) = \Pr(\pi_f(f_{sn}(L^{Tn})) = a) \Pr(\pi_g(g_{sn}(S^{Tn})) = b),$$

for any $(a, b) \in \{1, 2, ..., M_l\} \times \{1, 2, ..., M_s\}$. Hence common randomization achieves statis-
10.6. Asymmetric 2-User Systems

Figure 10.19: MGS-MGC source-channel pair: the lower bound of $E_{\Delta, c}^J$ vs the upper bound of $E_{\Delta, c}^T$ for $\tau = 1.5$.

tical independence between the source and channel coding operations.

Similarly, the encoder $g_n$ is independently composed of a source encoder $g_{sn}$, an index mapping $\pi_g : \{1, 2, ..., M_s\} \rightarrow \{1, 2, ..., M_s\}$, and a channel encoder $g_{cn} : \{1, 2, ..., M_s\} \rightarrow U^n$.

At the receiver side, the decoder $\varphi_n$ is composed of a channel decoder $\varphi_{cn}$, a pair of index mappings $(\pi_f^{-1}, \pi_g^{-1})$ which maps every channel index pair $(\pi_f(\hat{i}), \pi_g(\hat{j}))$ back to a source index pair $(\hat{i}, \hat{j})$, and a source decoder $\varphi_{sn}$ which outputs the approximation of the source messages $s'$ and $l'$. Similarly, the decoder $\psi_n$ is composed of a channel decoder $\psi_{cn} : Z^n \rightarrow \{1, 2, ..., M_s\}$, an index mapping $\pi_g^{-1}$, and a source decoder $\psi_{sn} : \{1, 2, ..., M_s\} \rightarrow S^{\tau n}$.

For the above tandem system we assume that the following limits exist:\footnote{This assumption is used later to upper bound the tandem coding error exponent in Theorem 10.13.}

$$\liminf_{n \rightarrow \infty} \frac{1}{n} \log_2 M_l = \limsup_{n \rightarrow \infty} \frac{1}{n} \log_2 M_l = \lim_{n \rightarrow \infty} \frac{1}{n} \log_2 M_l$$
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Figure 10.20: Tandem source-channel coding system - encoders.

Figure 10.21: Tandem source-channel coding system - decoders.

and

\[
\lim_{n \to \infty} \frac{1}{n} \log_2 M_s = \limsup_{n \to \infty} \frac{1}{n} \log_2 M_s = \lim_{n \to \infty} \frac{1}{n} \log_2 M_s.
\]

10.6.2 Tandem Coding Error Exponent

We now can study the error performance and exponent of tandem source-channel coding (with common randomization) for the asymmetric 2-user system. Since the tandem code consists of a source code \((f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn})\) and a channel code \((f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn})\), we first define the corresponding source coding error exponent (note that the corresponding channel coding error exponent for the asymmetric 2-user channel was defined in Section 9.6).

Let \((f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn})\) be a sequence of source code for CS \(Q_{SL}\) with common source
rate $\hat{R}_s$ and private source rate $\hat{R}_l$ as defined in the last section. The probabilities of $Y$- and $Z$- error for the source coding are respectively given by

$$P_{\text{Yes}}^{(n)}(\hat{R}_s, \hat{R}_l; Q_{SL}) \triangleq \Pr(\{\varphi_{sn}(i, j) \neq (S^n, L^n)\}) = \sum_{(s, l); \varphi_{sn}(i, j) \neq (s, l)} Q_{SL}^{(n)}(s, l)$$ (10.47)

and

$$P_{\text{Zes}}^{(n)}(\hat{R}_s, \hat{R}_l; Q_{SL}) = P_{\text{Zes}}^{(n)}(\hat{R}_s, Q_S) \triangleq \Pr(\{\psi_{sn}(j) \neq S^n\}) = \sum_{s; \psi_{sn}(i) \neq s} Q_{S}^{(n)}(s)$$ (10.48)

where $i \triangleq f_{sn}(l)$ and $j \triangleq g_{sn}(s)$. The probability of the overall 2-user source coding error is given by

$$P_{\text{es}}^{(n)}(\hat{R}_s, \hat{R}_l, Q_{SL}) \triangleq \Pr (\{\varphi_{sn}(i, j) \neq (S^n, L^n)\} \cup \{\psi_{sn}(i) \neq S^n\}).$$ (10.49)

**Definition 10.6** The 2-user source coding error exponent $E(R_1, R_2, Q_{SL})$, for any $R_1 > 0$ and $R_2 > 0$, is defined by the supremum of the set of all numbers $E_s$ for which there exists a sequence of source codes $(f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn})$ with blocklength $n$, the common rate no larger than $R_1$, and the private rate no larger than $R_2$, such that

$$E_s \leq \liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{\text{es}}^{(n)}(R_1, R_2, Q_{SL}).$$ (10.50)

Clearly, for any sequence of source codes $(f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn})$, the error probability

$$P_{\text{es}}^{(n)}(R_1, R_2, Q_{SL})$$

must be larger than $P_{\text{Yes}}^{(n)}(R_1, R_2, Q_{SL})$ and $P_{\text{Zes}}^{(n)}(R_1, R_2, Q_{SL})$ but less than the sum of the two, so we have

$$\liminf_{n \to \infty} -\frac{1}{n} \log_2 P_{\text{es}}^{(n)}(R_1, R_2, Q_{SL}) = \liminf_{n \to \infty} -\frac{1}{n} \log_2 \max \left( P_{\text{Yes}}^{(n)}(R_1, R_2, Q_{SL}), P_{\text{Zes}}^{(n)}(R_1, R_2, Q_{SL}) \right).$$ (10.51)

In what follows we need to make two assumptions regarding the source codes in order to analyze the probability of error of the overall tandem system. Let the source codebook for $(g_{sn}, \psi_{sn})$ (Receiver $Z$) be $C^{(g)} = \{c_1^{(g)}, ..., c_{M_l}^{(g)}\} \subseteq S^n$, and let the source codebook for
(f_{sn}, g_{sn}, \varphi_{sn}) \text{ (Receiver } Y) \text{ be } C^{(f)} \times C^{(g)} \text{ where } C^{(f)} = \{c_{1}^{(f)}, \ldots, c_{M_{s}}^{(f)}\} \subseteq L^{\tau_{n}}. \text{ We assume that (A1) the source encoder } f_{sn} \text{ satisfies the condition (for every } n): \ Q_{L}^{\tau_{n}}(f_{sn}^{-1}(i)) > 0 \text{ and } c_{i}^{(f)} \in f_{sn}^{-1}(i) \text{ for every } i = 1, 2, \ldots, M_{i}, \text{ where } f_{sn}^{-1}(i) \triangleq \{1 \in L^{\tau_{n}} : f_{sn}(l) = i\}. \text{ If } Q_{L}^{\tau_{n}}(f_{sn}^{-1}(i)) = 0 \text{ for some } i, \text{ then the codeword } c_{i}^{(f)} \text{ is redundant, and we can remove it from the codebook } C^{(f)}. \text{ If } c_{i}^{(f)} \notin f_{sn}^{-1}(i), \text{ we can map the index } i \text{ to some source message } \hat{I} \text{ such that } Q_{L}^{\tau_{n}}(\hat{I}) > 0 \text{ and } f_{sn}(\hat{I}) = i, \text{ so that the source coding probability of error } P_{Y_{es}}^{(n)}(\hat{R}_{s}, \hat{R}_{t}, Q_{SL}) \text{ is strictly reduced by setting } \hat{I} \text{ as the codeword } c_{i}^{(f)} \text{ (note that } P_{Z_{es}}^{(n)}(\hat{R}_{s}, \hat{R}_{t}, Q_{SL}) \text{ is independent of } f_{sn}). \text{ Similarly, we assume that (A2) the source code } g_{sn} \text{ satisfies the condition (for every } n): \ Q_{S}^{\tau_{n}}(g_{sn}^{-1}(j)) > 0 \text{ and } c_{j}^{(g)} \in g_{sn}^{-1}(j) \text{ for every } j = 1, 2, \ldots, M_{s}, \text{ where } g_{sn}^{-1}(j) \triangleq \{s \in S^{\tau_{n}} : g_{sn}(s) = j\}. \text{ If } Q_{S}^{\tau_{n}}(g_{sn}^{-1}(j)) = 0 \text{ for some } j, \text{ then the codeword } c_{j}^{(g)} \text{ is redundant, and we can remove it from the codebook } C^{(g)}. \text{ If } c_{j}^{(g)} \notin g_{sn}^{-1}(j), \text{ we can map the index } j \text{ to some source message } \hat{S} \text{ such that } Q_{S}^{\tau_{n}}(\hat{S}) > 0 \text{ and } g_{sn}(\hat{S}) = j, \text{ so that the source coding error probabilities } P_{Y_{es}}^{(n)}(\hat{R}_{s}, \hat{R}_{t}, Q_{SL}) \text{ and } P_{Z_{es}}^{(n)}(\hat{R}_{s}, \hat{R}_{t}, Q_{SL}) \text{ are strictly reduced by setting } \hat{S} \text{ as the codeword } c_{j}^{(g)}. \text{ We remark that the source code satisfying (A1) and (A2) does not lose optimality (in the sense of achieving the source error exponent).}

Denote } \pi^{-1}(i, j) \triangleq (\pi_{f}^{-1}(i), \pi_{g}^{-1}(j)). \text{ By introducing (A1) and (A2), the error probability of the tandem code } (f_{sn}^{*}, \varphi_{sn}^{*}) \triangleq (f_{sn}, g_{sn}, \varphi_{sn}, \psi_{sn}, f_{cn}, g_{cn}, \varphi_{cn}, \psi_{cn}) \text{ is given by}

\begin{align*}
P_{e}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau) & \triangleq \Pr \left( \{\varphi_{sn}^{(n)}(\varphi_{cn}(Y^{n})) \neq (S^{\tau_{n}}, L^{\tau_{n}}) \} \cup \{\psi_{sn}^{(n)}(\varphi_{cn}(Z^{n})) \neq S^{\tau_{n}}\} \right) \\
& = \sum_{a=1}^{M_{i}} \sum_{b=1}^{M_{s}} \Pr(\pi_{f}[f_{sn}(L^{\tau_{n}})] = a) \Pr(\pi_{g}[g_{sn}(S^{\tau_{n}})] = b) \\
& \quad \times \Pr(\{\varphi_{cn}(Y^{n}) \neq (a, b) \} \cup \{\psi_{cn}(Z^{n}) \neq b\} | \pi_{f}[f_{sn}(L^{\tau_{n}})] = a, \pi_{g}[g_{sn}(S^{\tau_{n}})] = b) \\
& \quad \times \Pr(\{\varphi_{cn}(Y^{n}) = (a, b) \text{ and } \psi_{cn}(Z^{n}) = b\} \\
& \quad \cap \{\varphi_{sn}[\pi_{f}^{-1}(a, b)] \neq (S^{\tau_{n}}, L^{\tau_{n}}) \text{ or } \varphi_{sn}[\pi_{g}^{-1}(b)] \neq S^{\tau_{n}}\} | \\
& \quad \pi_{f}[f_{sn}(L^{\tau_{n}})] = a, \pi_{g}[g_{sn}(S^{\tau_{n}})] = b \} \bigg) \\
& = \sum_{a=1}^{M_{i}} \sum_{b=1}^{M_{s}} \frac{1}{M_{i}M_{s}} \Pr \left( \{\varphi_{cn}(Y^{n}) \neq (a, b)\} \cup \{\psi_{cn}(Z^{n}) \neq b\} \mid (a, b) \text{ is sent} \right) \\
& \quad + \Pr \left( \{\varphi_{sn}[S^{\tau_{n}}, L^{\tau_{n}}] \neq (S^{\tau_{n}}, L^{\tau_{n}})\} \cup \{\varphi_{sn}[S^{\tau_{n}}] \neq S^{\tau_{n}}\} \right)
\end{align*}
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\[
\sum_{a=1}^{M_l} \sum_{b=1}^{M_s} \frac{1}{M_l M_s} \text{Pr} \left( \{ \varphi_{cn}(Y^n) = (a, b) \} \cap \{ \psi_{cn}(Z^n) = b \} | (a, b) \text{ is sent} \right) \quad (10.53)
\]

\[
P_{cc}^{(n)}(\tau \hat{R}_s, \tau \hat{R}_l, W_{YZ|UX}) + [1 - P_{ec}^{(n)}(\tau \hat{R}_s, \tau \hat{R}_l, W_{YZ|UX})] P_{es}^{(\tau n)}(\hat{R}_s, \hat{R}_l, Q_{SL}), \quad (10.54)
\]

where (10.52) follows from assumptions (A1) and (A2), which imply that a channel decoding error must cause an overall system decoding error, (10.53) holds due to the independence of source and channel coding.

**Definition 10.7** The tandem coding error exponent \( E_T(Q_{SL}, W_{YZ|UX}, \tau) \) for source \( Q_{SL} \) and channel \( W_{YZ|UX} \) is defined as the supremum of the set of all numbers \( \hat{E} \) for which there exists a sequence of tandem codes \( (f_n^*, \varphi_n^*) \) satisfying (A1) and (A2) with transmission rate \( \tau \) such that

\[
\hat{E} \leq \liminf_{n \to \infty} \frac{1}{n} \log_2 P_{es}^{(n)}(Q_{SL}, W_{YZ|UX}, \tau).
\]

When there is no possibility of confusion, \( E_T(Q_{SL}, W_{YZ|UX}, \tau) \) will often be written as \( E_T \). The following lemma illustrates the relation between \( E_T \) and \( E_J \). Similar to Proposition 10.1, we have the following order.

**Proposition 10.3** \( E_J(Q_{SL}, W_{YZ|UX}, \tau) \geq E_T(Q_{SL}, W_{YZ|UX}, \tau) \).

We next give an explicit formula for \( E_T \) in terms of the corresponding source and channel error exponents.

**Theorem 10.13**

\[
E_T(Q_{SL}, W_{YZ|UX}, \tau) = \sup_{R_1 > 0, R_2 > 0} \min \left\{ \tau e \left( \frac{R_1}{\tau}, \frac{R_2}{\tau}, Q_{SL} \right), E(R_1, R_2, W_{YZ|UX}) \right\}
\]

where \( e(R_1, R_2, Q_{SL}) \) is the 2-user source coding error exponent defined in (10.6) and \( E(R_1, R_2, W_{YZ|UX}) \) is the asymmetric 2-user channel coding error exponent defined in (9.2).

**Proof:** The proof is basically the same as the proof for Theorem 10.1 and is omitted. ■

Although tandem source-channel coding can achieve the reliable transmission condition, it might not achieve the system JSCC error exponent. In the following we consider the tandem system consisting of CS \( Q_{SL} \) and the AMAC \( W_{Y|UX} \). For the CS-AMAC tandem
system, we have only one receiver, Receiver Y, and the source decoder (cf. Fig. 10.21) \( \varphi_{sn} \) becomes a Sepian-Wolf decoder [29]. Furthermore,

\[
P_{es}^{(n)}(R_1, R_2, Q_{SL}) = P_{Y_{es}}^{(n)}(R_1, R_2, Q_{SL}) = \sum_{(s, l) \neq (s, l)} Q_{SL}^{(n)}(s, l)
\]

and

\[
P_{ec}^{(n)}(R_1, R_2, W_{Y|UX}) = P_{Y_{ec}}^{(n)}(R_1, R_2, W_{Y|UX}) = \frac{1}{2^{R_1+R_2}} \sum_{M_1} \sum_{M_2} W_{Y|X}^{(n)}(y|u, x).
\]

In this case, we can upper bound the source error exponent by

\[
e(\frac{R_1}{\tau}, \frac{R_2}{\tau}, Q_{SL}) \leq \min_{P_{SL: \tau H_{P}(S, L)=R_1+R_2}} D(P_{SL}||Q_{SL}) = \max_{\rho \geq 0} \left[ \rho \frac{R_1 + R_2}{\tau} - E_{s1}(\rho, Q_{SL}) \right],
\]

which is obtained by viewing the two source encoders \( f_{sn} \) and \( g_{sn} \) as a joint encoder, where \( E_{s1}(\rho, Q_{SL}) \) is given by (9.92). Therefore, we can upper bound the tandem coding error exponent for the CS-AMAC system by

\[
E_T(Q_{SL}, W_{YZ|UX}, \tau) \leq \sup_{R_1>0, R_2>0} \min_{\rho \geq 0} \left\{ \max_{\rho \geq 0} \left[ \rho(\frac{R_1 + R_2}{\tau}) - \tau E_{s1}(\rho, Q_{SL}) \right], E_{sp}(R_1, R_2, W_{Y|UX}) \right\}
\]

where \( E_{sp}(R_1, R_2, W_{Y|UX}) \) is an upper bound for the channel error exponent and is given by (9.91).

**Example 10.5** Now consider the same binary CS \( Q_{SL} \) given in Example 9.1 such that

\[
E_{s1}(\rho, Q_{SL}) = (1 + \rho) \log_2 \left\{ \left[ \left( \frac{2}{3} \right)^{\frac{1}{\tau+\rho}} + \left( \frac{1}{3} \right)^{\frac{1}{\tau+\rho}} \right] \right\} (1 - q)^{\frac{1}{\tau+\rho}} + 2 \left( \frac{q}{2} \right)^{\frac{1}{\tau+\rho}},
\]

and consider the same binary multiple access channel \( W_{Y|UX} \) as in Example 9.1 with binary additive noise \( P_F(F=1) = \epsilon (0 < \epsilon < 1/2) \) such that

\[
E_{sp}(R_1, R_2, W_{Y|UX}) = \min_{i=1,2} \max_{\rho \geq 0} \left[ \tilde{E}_i(\rho, W_{Y|UX}) - \rho \hat{R}_i \right] = \max_{\rho \geq 0} \left[ \tilde{E}_1(\rho, W_{Y|UX}) - \rho (R_1 + R_2) \right]
\]

where \( \hat{R}_1 = R_1 + R_2, \hat{R}_2 = R_2, \) and

\[
\tilde{E}_1(\rho, W_{Y|UX}) = \tilde{E}_2(\rho, W_{Y|UX}) = \rho - (1 + \rho) \log_2 \left( \epsilon^{\frac{1}{\tau+\rho}} + (1 - \epsilon)^{\frac{1}{\tau+\rho}} \right).
\]
It follows from (10.56) that upper bound for $E_T$ only depends on the sum rate $R_1 + R_2$ and hence the upper bound can be reduced to

$$E_T(Q_{SL}, W_{YZ|UX}, \tau) \leq \sup_{R > 0} \min \left\{ \max_{\rho \geq 0} \left[ \rho R - \tau E_{s1}(\rho, Q_{SL}) \right], \max_{\rho \geq 0} \left[ \bar{E}_1(\rho, W_{Y|UX}) - \rho R \right] \right\}.$$  

In Fig. 10.22, we plot the lower bound for $E_J$ from (9.96), and the above upper bound for $E_T$ for different source and channel parameters. It is seen that for a large class of $(q, \epsilon)$ pairs with the same transmission rate $\tau$, there is a considerable gap between the upper bound for $E_T$ and the lower bound for $E_J$, which implies that JSCC can substantially outperforms tandem coding in terms of error exponent for many binary CS-AMAC systems with additive noise. In fact, from Fig. 10.22, we see that $E_J$ almost doubles $E_T$ for many $(q, \epsilon)$ pairs. When $E_J \approx 2E_T$ holds, it can be equivalently interpreted that, to achieve the same system error performance, JSCC only requires around half delay of the tandem coding, provided that the coding length is sufficiently large.

Figure 10.22: The lower bound of $E_J$ vs the upper bound of $E_T$.  

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.22.png}
\caption{The lower bound of $E_J$ vs the upper bound of $E_T$.}
\end{figure}
10.7 Conclusion

We derived a conceptual formula for the tandem coding error exponent for arbitrary discrete systems. We hence can provide a systematic comparison between $E_J$ and $E_T$ for DMS-DMC pairs and SEM source-channel pairs. We showed that JSCC can at most double the error exponent vis-a-vis tandem coding for these discrete source-channel pairs. However, we are not able to show that the same relation is still valid for the lossy discrete case. We established sufficient explicit conditions under which $E_J > E_T$ for discrete memoryless systems and SEM systems. Numerical results indicate that $E_J \approx 2E_T$ for a large class of DMS-DMC pairs and SEM source-channel pairs, hence illustrating the substantial potential benefit of JSCC over tandem coding. This benefit is also shown to result into a power saving gain of more than 2 dB for a binary DMS and a BPSK-modulated AWGN/Rayleigh channel with finite output quantization. We next partially extended our results to discrete memoryless systems with channel output feedback and source SI. Numerical results demonstrated that the JSCC is superior to the corresponding tandem coding error exponent for many cases.

We also derived an expression for the tandem coding exponent for Gaussian source-channel pairs provided that SDR $\geq 4$ ($\approx 6$dB). The tandem Gaussian exponent has a similar form as the discrete tandem error exponent. As in the discrete cases, the JSCC exponent is observed to be considerable larger than the tandem exponent for a large class of Gaussian source-channel pairs.

We then derive a formula for the tandem coding error exponent for the 2-user asymmetric source-channel systems in terms of the 2-user source and channel exponents. To exploit the advantage of JSCC over tandem coding for the 2-user system, we show that the tandem coding exponent can never be larger than the JSCC exponent, and we numerically show that there is a considerable gain of the JSCC error exponent over the tandem coding error exponent for a large class of binary CS-AMAC systems with additive noise.
Chapter 11

Conclusion

11.1 Contributions

The main purpose of the thesis was to study the JSCC reliability function for single-user and multi-user systems. The following techniques were used to establish and analyze lower and upper bounds for the JSCC reliability function for different systems.

(a) We generalized Csiszár’s type packing lemma for a 2-dimensional type setting and we proposed a new continuous-type class, the Laplacian-type class, to analyze the memoryless Laplacian sources.

(b) Several approaches were used for upper bounding the JSCC reliability function:

- We employed the type counting argument to obtain an upper bound in terms of the source and channel error exponents (e.g. Theorems 6.1, 7.5 and 9.3);
- We employed the strong converse JSCC theorem and the artificial source-channel pairs to lower bound the probability of decoding error/exceeding distortion (e.g., Theorems 7.2, 8.2, and 8.6).

(c) To establish a lower bound for the JSCC reliability function, the following basic bounding techniques were used:
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- We employed a joint type packing lemma combined with generalized mutual information decoders/conditional mutual information decoders to upper bound the probability of error (e.g., Theorems 6.4 and 9.1);
- We modified Zigangirov’s iteration algorithm to upper bound the probability of error in the presence of feedback (e.g., Theorem 6.2).
- We employed the random-binning encoder together with a minimum conditional entropy decoder in the two-stage JSCC to upper bound the probability of error (e.g., Theorem 6.4);
- We employed and modified Gallager’s classical random-coding bound for lossless JSCC with channel input cost constraints (e.g., Theorems 8.3, 8.6 and 8.7);
- We employed and extended the two-stage (Δ-admissible quantization plus lossless JSCC) JSCC scheme to upper bound the probability of excess distortion (e.g., Theorems 8.3, 8.6 and 8.7);
- We employed superposition coding for the transmission of two CS over a 2-user channel to enlarge achievable error exponents (e.g., Theorem 9.1).

(d) Finally, we employed the properties of conjugate functions and Fenchel duality theorem to evaluate these upper and lower bounds, and to show the relation between the results of Gallager and Csiszár (Observation 5.1).

Now let us, chapter by chapter, go through the main contributions of the thesis.

In Chapter 3, we generalized Csiszár’s type packing lemma from a single type setting to a 2-dimensional joint type setting. We developed Laplacian-type class and formulated a type covering lemma for this continuous type class.

In Chapter 4, we illustrated the (Fenchel transform) relations between source/channel reliability functions (error exponents and excess distortion exponents) and the source/channel functions. Several Fenchel transforms were also derived; see Table 4.1.

In Chapter 5, by employing the Fenchel duality theorem, we established equivalent expressions in terms of the difference of source and channel functions for Csiszár’s random-
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coding source-channel exponent $E_{jr}$, sphere-packing source-channel exponent $E_{jsp}$, and expurgated source-channel exponent $E_{jex}$ for discrete memoryless systems. A sufficient and necessary condition for which $E_{jr} = E_{jsp}$ was given. We also examined this condition to DMS-DMC pairs when the channel admits a symmetric distribution. We derived a sufficient and necessary condition under which $E_{jex}$ strictly improves $E_{jr}$. This condition has been examined for equidistant channels. Using a similar optimization technique, we also derived equivalent expressions for Csiszár’s upper and lower bounds for the lossy JSCC excess distortion exponent for binary input channels under Hamming source distortion.

In Chapter 6, we first established upper and lower bounds for the JSCC error exponent $E_{I_fb}$ for DMS-DMC system with perfect feedback. It was demonstrated by numerical examples that feedback can strictly increase the JSCC error exponent. The source side information was next considered. When the source side information is available at the decoder only, we established a lower bound for the JSCC error exponent $E^{SID}_{j}$. We established the JSCC theorem and proved that the separation principle holds for this scenario. We showed that, in the presence of the source side information at the decoder, the JSCC error exponent can be strictly larger than the one without any side information. A sufficient condition for which the source side information can improve the JSCC error exponent for a binary source and a symmetric channel has been driven.

In Chapter 7, we mainly focused on establishing upper bounds for the JSCC error exponent for SEM source-channel pairs. We first established a sphere-packing type computable upper bound in terms of Rényi entropy rates of artificial Markovian source and noise processes. We then established a conceptual upper bound in terms of SEM source and SEM channel error exponents by introducing Markov types. By comparing the sphere-packing type upper bound with Gallager’s lower bound, when the later one is specialized to SEM source-channel systems, we obtained a sufficient and necessary condition for which the JSCC error exponent is exactly determined by the upper and lower bounds. By using the Fenchel duality theorem, equivalent expressions for these bounds were derived as in the case of memoryless systems. As by-products, we obtained upper bounds for the SEM source error exponent and the SEM channel error exponent.
In Chapter 8, we first established upper and lower bounds for the JSCC excess distortion $E_J^{\Delta,\mathcal{E}}$ for an MGS (under the squared-error distortion) and an MGC (with the quadratic power constraint). Equivalent expressions for these bounds were given, via which we obtained a sufficient and necessary condition for the upper and lower bounds to coincide. We next extended the results regarding the upper and lower bounds for the JSCC excess distortion exponent to a system consisting of an MLS under magnitude-error distortion and an MGC. We also proved a lower bound for the JSCC exponent for a general class of continuous source-channel pairs when the distortion is a metric and if there exists an element $s_o \in \mathbb{R}$ with $\mathbb{E}\exp[td(s, s_o)] < \infty$ for all $t \in (-\infty, +\infty)$, where the expectation is taken over the source distribution.

In Chapter 9, we established universally achievable error exponent pairs for transmitting two correlated sources over a 2-user asymmetric discrete channel. Lower and upper bounds for the system overall JSCC error exponent $E_J$ as well as the JSCC theorem were established. We proved that the separation principle holds for the asymmetric 2-user scenario. We also applied these results to CS-AMAC systems and CS-ABC systems. We finally evaluated our bounds for $E_J$ for certain CS-AMAC systems when the channel admits a symmetric distribution by deriving equivalent expressions for the lower and upper bounds for the system JSCC error exponent in terms of source and channel functions.

In Chapter 10, we first derived a formula for the tandem coding error exponent $E_T$ for discrete system with arbitrary memory. We then compared the JSCC error exponent $E_J$ with the tandem coding error exponent $E_T$ for DMS-DMC pairs and SEM source-channel pairs. For both cases, we have shown that $E_J$ can at most double $E_T$. Several computable sufficient conditions for which $E_J > E_T$ was established for the discrete memoryless and Markovian systems. The numerical results demonstrated that these conditions are satisfied by a large class of source-channel pairs, and for many cases $E_J$ can be close to twice $E_T$. Such exponent improvement due to JSCC translates into a power saving gain of more than 2 dB for a binary DMS and a BPSK-modulated AWGN/Rayleigh channel with finite output quantization. We next derived the tandem excess distortion exponent $E_T^{\Delta,\mathcal{E}}$ for MGS-MGC pairs when the distortion threshold is less than 1/4 of the source variance. It was seen that
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$E_T^{\Delta,J}$ admits a similar expression as $E_T$ in the discrete case. By numerically comparing the lower bound of the JSCC excess distortion exponent $E_J^{\Delta,J}$ with $E_T^{\Delta,J}$, we observed that $E_J^{\Delta,J}$ substantially outperforms $E_T^{\Delta,J}$ for many MGS-MGC pairs. We derived a formula for the tandem coding error exponent of the asymmetric 2-user system. Numerical examples show that for a large class of systems consisting of two correlated sources and an asymmetric multiple-access channel with additive noise, the JSCC error exponent considerably outperforms the corresponding tandem coding error exponent.

11.2 Suggestions for Future Research

Since the JSCC reliability function reflects the best (asymptotic) performance of transmitting a single source (or multiple sources) over a communication channel, it provides an important information-theoretic limit that points out certain systems for which a search for good joint codes might prove fruitful. On the other hand, determining and bounding the JSCC reliability function is one of the most challenging problems in Shannon theory.

In this section, we will touch on some open problems and indicate suggestions for future research.

First of all, important work has to be done with respect to pursuing tighter upper and lower bounds for $E_J$ (or $E_J^{\Delta}$, $E_J^{\Delta,J}$). Following the conceptual upper bound for the JSCC error exponent for DMS-DMC and SEM source-channel systems (which states that $E_J$ is upper bounded by the smallest sum of the source and channel error exponents), upper bounding the JSCC error exponent for the two discrete systems is strongly related to upper bounding the channel error exponent, since a new upper bound for the channel error exponent leads to a new JSCC error exponent upper bound. For instance, recent works (see [14], [23] and the references therein) have proved tighter upper bounds for the BSC. It is shown that these sharpened upper bounds coincide with the DMC random-coding lower bound $E_r(R, W_{Y|X})$ for some interval directly below the channel critical rate (in other words, it is shown that for the BSC with its $\varepsilon$ above a certain threshold, $E_r(R, W_{Y|X}) = E(R, W_{Y|X})$ for $R_1 \leq R \leq C(W_{Y|X})$ where $R_1$ can be less than $R_{cr}(W_{Y|X})$). Therefore, by
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using the new upper bound for BSC error exponent in the bound

\[ E_J(Q_S, W_{Y|X}, \tau) \leq \inf_R \left[ \tau e\left( \frac{R}{\tau}, Q_S \right) + E(R, W_{Y|X}) \right] \]

we can enlarge Region B in Fig. 5.4., i.e., we can determine \( E_J \) for more binary source and BSC pairs.

In Chapter 5, we examined Csiszár’s expurgated lower bound \( E_{Jex} \) for a DMS and a DMC with zero-error capacity equal to 0 if \( E_{ex}(R, W_{Y|X}) = \max_{P_X} E_{ex}(R, P_X, W_{Y|X}) \) is attained for a \( P_X \) not depending on \( R \). We wonder whether the expurgated source-channel lower bound holds for arbitrary DMS-DMC pairs, and more generally, whether there exists an expurgated-type bound for other systems, say SEM source-channel systems, or MGS-MGC systems.

In Chapter 6, we mentioned two interesting problems for future study: how to establish an upper bound for the JSCC error exponent with source SI at decoder, and we wonder whether the lower bound \( E_{SID J} \) still holds if the random-coding channel exponent \( E_r(\tau H_{PS}(S), W_{Y|X}) \) is replaced by the expurgated channel exponent \( E_{ex}(\tau H_{PS}(S), W_{Y|X}) \)?

We also mention the need for further study with respect to the tandem coding excess distortion exponent. After all, most of the applications used today are designed for tandem systems. In Chapter 10, we proved that the formula for the tandem error exponent for discrete systems, which is expressed by the max min of the source and channel exponents, is still valid for MGS-MGC systems when the distortion threshold \( \Delta \) is less than 1/4 of the source variance. It might be not difficult to extend this result to MLS-MGC systems due to the similarity of Gaussian and Laplacian distributions, but the proof for the converse part of the exponent (Theorem 10.12), which relies on the geometric property of Gaussian density function, cannot be applied to other sources, say DMS’s with Hamming distortion measure. We expect that a unified approach irrespective of the distortion measure and the source distribution can be used to determine the tandem excess distortion exponent.

Additional results might be expected for other source-channel systems, e.g., for transmitting a DMS through a time-varying channel, and for transmitting an MGS over a fading channel. As Shannon’s source-channel separation theorem breaks down and the achievable
rate region as well as the proper method of coding are unknown for general multi-terminal source-channel coding systems, it is important to investigate the JSCC reliability function for other multi-terminal systems. For example, since we do not have a single-letter characterization of the JSCC theorem for transmitting correlated sources over a multi-terminal channel, say transmitting three sources (one common source plus two private sources) over a symmetric multiple-access channel, establishing an achievable lower bound for the JSCC reliability function is particularly meaningful.

Finally, note that the JSCC reliability function can be used as a tool (particularly when it admits a simple analytical expression) for the construction of high-performing JSCC techniques and JSC modulation constellations for communication systems, (e.g., see [52] for such a study involving only the channel random-coding error exponent).
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