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Abstract

Arc gate skips can carry larger payloadsnpared to other desigdsie to the superior safety of
thearc gate design, however these skips experience large amplitude vertical oscillations during unloading.
Datawere collected from a sattine with arc gate skips in operation to observe and gatfeemation on
the system. Full scale computational simulations were developed to theoretically characterise and analyse
the full scale system. A small scale experimental apparatuas designed and fabricated to perform
experimentsandcomplementargmall scale computational simulationerealsodeveloped

The analysis ofevery unloading cyclén the mine site data revealethe peak amplitudeof the
oscillationsand damping constantaried considerably between unloading cycles, while the primary
oscillation frequency remained relaly constant between cycle&achunloading cycle w&scategorised
according to the sixharacteristic shapasbserved in the oscillations. Two cycles from each category
were selected for further analysis.

The small sale experiments investigated the level of influence of the angle of the exit chute walls
and floor,the number ointernal stiffener bandgjrain size distributions, and moisture content of the ore.
The experiments showed that an increase in ambientdityraind possible increase imoisture content
of the ore caused the greatest increagbe oscillation amplitude, followed by the angle of the exit chute
walls and floor withthe optimum angle being 5° tt0° steeper than the curresmgles The stiffaer
band experiments revealed thamoving all the stiffener bands gave the largest reduction in the
oscillation amplitude Finer grain ore was fourtd reduce the oscillation amplitude, although it had the
least significant effedh comparisorto the aher variables.

The full and small scale simulations confirméht when compared to the raw data from the
mine and thecontrol experimentsthe system was best modelled as a single degree of freedom mass

springdamper system with a linearly decreasingsa



The high speed cameeaperimentgevealed the stiffener bands created a plug effect with the ore
close to the wallscausing oren-ore friction, whereas without stiffener bands the ore flowed together,

resulting in oreon-alumirium friction.
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Figure 4.14: These plots are part of the analysis of the first symmetrical diamond characteristic unloading
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data integrated using a data conversion program. Note the difference in vertical scales in the top left and
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Figure 4.15: (Top) Acceleration data for the skip in the lateral-t@btick direction. (Top centre)
Acceleration data for the skip in the lateral sideside direction. (Centre) Acceleration data for the skip

in the vertical direction. (Bottormeatre) Total magnitude of the acceleration vectors. (Bottom) Total
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Figure 4.16: The period between consecutive positive peaks of the acceleration vector remained constant
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Figure 4.17: (Upper left) Segment of unloading cycle used for verificatiprirafiry oscillation

frequency. (Upper right) Filtered unloading cycle plotted for reference. (Lower left) Frequency spectrum
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Figure 4.18: (Top) Displacement data for the symmetrical diamond simulation. (Bottom) Acceleration
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Figure 4.19: (Top left) The mass function used for the simulation decreases from that of the skip with a
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Figure 4.20: (Top left) Frequency spectrum of the filtered displacement vector. (Topg-rggugency

spectrum for the acceleration vector. (Bottom left) Frequency spectrum of the applied force vector.
(Bottom right) The period of consecutive positive peak pairs of the acceleration vector. Miniature peaks
resulting from imperfections in theeeleration vector output by the ODE solver have been removed.

While it appears the period changes drastically, note that the variation in the vertical scale is d@iimal.
Figure 4.21: (Top) The displacement data output by the analysis program is displayed here. While the
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mass acting on the spring. (Bottom) The acceleration data is shown here. The magnitude of the data is
slightly greater than the largest peak acceleration in the data collected at the mine. The primary
oscillation frequency for both PlotS iS 1.3 Hz..........uvuiiiiiiiiiiiiieer e 103
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Figure 4.23: (Top) The frequencygextrum of the displacement vector for the second version of the
simulation. (Bottom) The frequency spectrum of the acceleration vector for the second version of the
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Figure 4.24: The period for each consecutive pair of positive peaks of the acceleration vector for the
second version of the full scale simulation is plotted here. This shows that the periodsdiecadse

over the duration of the simulation corresponding to a steady increase in the frequency of the oscillations.

Figure 425: The theoretical flow rate equation closely matches the empirical flow rate determined from

the observations made at the MINE...........ooiiiiiiii e 107
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Figure 4.30: (Top) This is a plot of the fluctuations in flow rate of the ore due to the oscillations of the
skip. (Bottom) This is the total mass flow rate, with the fluctuatiarestd the oscillations subtracted

from the linear flow rate. It is clear that the fluctuating flow rate has a considerable effect on the linear
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Chapter 1

| ntroducti on

The mining industry is constantly expanding to keep up with the demand for raw
materials. To meet this demand, mining companies are increasing productivity by increasing the
capacity of the skips the vessels used to tigport crushed ore from an underground mine to the
surface. Since the cressctional area of mining shafts limits the ability to increase the-cross
sectional area of skips, the most eeBective way to increase the volume of skips is to increase
their height. However, by increasing the height, the inherent structural integrity of the walls is
reduced, and stiffener bands are required to provide additional wall rigidity so as to prevent the
walls from bowing outward due to the loads applied from theoaalyl(increased height of
granular material increases the sidall pressure). If the walls were to bow out they would
interfere with the shaft walls causing wear and damage to the skip and the shaft walls.
Considering the clearance between the skip walld the shaft walls is minimal, the stiffener
bands are placed on the inside of the skip. This maximizes volume. If they were on the outside,
the skip walls would need to be moved inward, consequently reducing the volume of the skip.
The skip walls cold also be made thicker, however this would reduce the payload capacity of the
skip since the skip would be using more of the allowable sprung mass.

There are many types of skips used in the industry currently. The type of skip considered
in this projecti s cal |l ed an O6arc gated skip. These sk
angled floor and a door that opens along an arc. These skips are superior to other skips in terms
of safety, and are able to carry larger payloads. The arc gate will notiogeansit, and
therefore there is no danger of the payload being released prematurely and falling down the shaft.
The arc gate pivot mechanism is also protected from the muck (crushed ore) stream, and therefore

will have a longer operational life commea to other skip designskFigure 1.1 shows a scaled
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version of the arc gate skip that was used for the small scale experiments. It should be noted that

this is nota perfect scale model of the full scale skip, as will be discussed furt@Gbajrter 3

Stiffener band

Exit chute

Arc gate

Chute floor

Figure 1.1: This is the scaled version ofhe full scale arc gate skip. It is not a perfect replica
of the full scale skip. The panel that would protect the left side of the arc gate from falling

muck flow has been removed to shothe arc gate and exit chute more clearly.

These arc gate skipbpwever, experience large amplitude vertical oscillations during
unloading. These oscillations cause an increase in the wear rate of the haulage system
components and consequently reduce the lifetime of those components. This leads to more
frequent dowrtime for maintenance which results in lost production time. This problem is not

experienced with other skip designs.



1.1 Motivation

Currently, these large amplitude oscillations are causing unnecessary wear and preventing
the development of larger arc gatkips. Therefore, the motivation for this project is to
determine the cause or causes of the oscillations, and find a solution by which the oscillations can
be reduced, thus enabling the skips to be made larger thereby increasing their payload capacity

and also prolonging the life of the haulage system.

1.2 Scope

The goal of this thesis is to determine the variables that have the most influence over the
oscillations. The scope of this thesis encompasses the collection and analysis of d=thh at a
mine witharc gate skips in operation, as well as developing computational simulations of the full
scale system to confirm the trends observed in the data collected at the mine. The scope will also
include designing and fabricating an experimental apparatusifeptuscaled version of the arc
gate skip with which experiments will be performed to determine the level of influence of several
variables over the oscillations of the skip during unloading. The final aspect of this thesis is to
develop computational suations to compare and confirm the trends observed in the small scale
experiments.

Proper scaling procedures will be used to achieve similarity between the full and small
scale skips. In this way, patterns and trends observed in the experimental data l@ithviar
of the skip can be expected in the full scale skip. Therefore, causes and solutions to the
oscillations can be reliably implemented on the full scale skip with results similar to those

observed in the small scale experiments.



1.3Background

Information pertinent to fully understanding this thesis will be presented in this
subsection. These topics will include a description of the haulage system, as well as how the
skips are unloaded at the mine. Information pertaining to the flow of granatarials will be

presented ilChapter 2

1.3.1Skip Haulage System

The skip haulage system is comspd of the following parts. The hoist drum
simultaneously raises amolwers a pair of arc gate skips by winding and unwinding a wire rope
from which the skips are hung. By pairing the skips the load on the hoist drum is reduced since
the skips act as counterweights. The wire rope travels from the hoist drum over alatetade
in the headframe (the structure that sits over the mine shaft), and down to the skip. The skip
enters the headframe (from below upon exiting the mineshaft) to unload. There are guide rails
running the full length of the shaft on each side ofgkip. Wheels on the skip ride along the
guide rails to restrict lateral motion of the skip (i.e. to prevent the skip from swaying or rotating).

Figurel.2 shows ashematic of the haulage system.
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Figure 1.2: This is a schematic of the haulage system at the minelhe two sheaves are

aligned axially so they overlap in the schematic, as do the skips.

1.3.2Unloading Process

When the skip ents the headframe, a roller on left and right sides of the skip is guided
into a channel. The channels guide the rollers backwards, away from the front side of the skip.
This actuates the arc gate allowing the ore to exit the skip. This marks the hggifirihe
unloading cycle. When the unloading cycle is complete (i.e. the skip has fully unloaded), the skip

is then lowered and the rollers exit the channels to close the arc gate.



1.4 Chapter Summary

Arc gate skips can carry larger payloads than othestgpskips due to the safety of the
design of the arc gate. However, they experience large amplitude oscillations when they unload,
causing damage to the haulage system and restricting the development of larger arc gate skips.
The goal of this thesis t® determine the cause or causes of the oscillations and find a solution to
minimize the oscillations.

This thesis covers the data collection ata#t mine operating with arc gate skips, and
corresponding computational simulations to verify the data.s dsis also covers small scale
experiments and computational simulations to determine which variables have the largest
influence over the oscillations.

A review of the literature related to the topic of this thesis is presented in the following chapter.



Chapter 2

Literature Review

A literature review was performed to understand how granular material flowed from a
container, the pressure gradient inside a container holding granular material, and the response of
mechanical systems that vibrate with changing mass.

Singh and Moyse){1] reviewed the pressure gradient of granular material inside a
container. Their research showed that Jansseil
wal | pressur es. These equations are only app
equations are therefore ajgplble for calculatingthewai r e ssur es of the skip.
is relatively simple. The theory was derived by considering a segment of granular material stored
inside a cylindrical container. The equation for th@mbin wall pressure developed by Janssen

is given in equatioR.1.

. 0y 2.1
0 — p A
5 P
WY& 2.2

In equation2.1, 0 is the lateral bin wall pressuré, is the specific weight of the
material,’Y is the hydraulic radius of the storage container given by equ2fomherec>and ®
are sides of a fully filled rectangular dii}, 0 is the ratio of lateral to vertical pressudejs the
coefficient of friction of the stoegranular material against the grain bin wall, &id the depth
from the surface of the material. One issue with this equation was the pressure ratio variable
for which several groups have offered definitions which give different values. f@&erts et al.
[3] and Moyseyj4jused Mohr és circle for the failure of
demonstrated thai depended on thangle of internal friction (i.eangleof repose[5]) of the

granular materidle and the angle of friction of the stored granular material on the birfesvall
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Figure 2.1: Shown here is the angle of internal friction’ , which has been shown to equal

the angle of reposen, of a granular material [5].
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Figure 2.2: This figure shows the wall friction angle# (the same a3 aabove)[6].

An expression fob was derived for the active and passive case. Often the passive case
results in a higher pressure. The passive case occurs when the effectisectiossl area of
the bin decreases (i.e. eithee thrain swells or the bin contracts). This might occur at the mine if
the grain swells as it collects moisture or if the skip shrinks due to a decrease in ambient

temperature.



The paper by Singh and Moysey also discussed emptying pressures. It isacadglied
that grain bin wall pressures increase when the bin is being unloaded. There are two styles of
unloading for bins containing granular matefidlinnel flow and mass flow. Funnel flow occurs
when the orifice is smaller than the bin diameter amwlumn of granular material in the centre
of the bin flows while the rest of the material remains relatively stationary. In the case of mass

flow, virtually all of the ore moves together. This was the flow style observed at the mine.

Flores, Guillermaand Gil[7] studied the dynamics of granular material flowing through
an aperture. For the experiments, a variable mass Atwood machine was used with a bottle
containing sand, representing the variable mass, to evaluate the effects of a variable mass on
accelerationand in turn the effects of acceleration be tischarge rate of the sanéigure2.3
shows a schematic of a variable mass Atwood machihe.make a constant masswood
machine the variable mass would be switched for a constant mass of greater or less weight than

the other constant mass on the machine.

Photogate
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Figure 2.3: Shown here is a variable mass Atwood machine as desggl by Flores,
Guillermo and Gil [7]. For a constant mass Atwood machine, the container with the sand
would be switched with a constant mass of a different value than second constant mass on

the system.



Granular material wassed because it flows at a constant rate. Flores, Guillermo and Gil
found an expression for the flow rate of a granular material, given in eq@adjomhere” is the
density of the granular materiaQis the effective gravitational field is the area of the opening
through which the granular material is flowing, afXs a constant. Dimensional analysis of
equation2.3 confirms that the exponents are correct to give units of kilograms per second on the
right-handside of the equation.

Qa 2.3

96 Q6

Flores, Guillermo and Gil determined that the flow rate of the sand was constant, and was
directly correlated to the size of the aperture. They also determined that the height of the material
did not affect the flow rate of the material. They developeagression for the relationship
between the flow rate and the aperture size, as given by eq@atibalow wherebis the flow
rate, @ is an experimentally deteined constantp is the area of the aperture, andis an
experimentally determined constant found to be equal to 1@285.

® oD 2.4

They also showed that the shape of the opening did not affect the flow characteristics in
that the flow remained constant, provided that the length of each side of the aperture was much
greater than the maximum grain dimension.

By using the Atwood machingith a variable mass (i.e. an upside down bottle filled with
sand and a hole drilled in the lid), experiments were performed and compared to a simulation of
Newt onds second | a[W. Whe chéngean momentuna df the systemn yvasied
with time, and could be calculated at any instant using the total mass of the system multiplied by
the acceleration of the system as shown in equattonin this equatiorf) is the momentunis

the time,0 is the total of the variable and constant masses at any time, iarttie velocity of

the system.
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The flow rate was shown to fluctuate due to the vertical acceleration according to
equation2.6. In this equationgis the mass flow rate) is the flow rate if the system was not
acceleratinggis the acceleration of the systeifdis the local gravitational acceleration, ands

a constant equal to %2, determined through experiments.

2.6

. . 0
A YA ) =
P =
Expressions were derived for the displacement and velocity of the system and compared

to the measured displacement amdiocity of the experiments using the variable mass Atwood

machine. The results showed that the expressions for the displacement and velocity of the system

were in good agreement with the experimental data.

Flores, Guillermo and GB] performed two additional sets of experiments in a separate
paper using a bottle filled with dry sand and a hole in the lid. For one set of experiments the
bottle was hung from a string, while for the second set the bottle was hung from a Sfiang
purpose of the first set of experiments was to determine the flow rate of the material from the
bottle when the bottle was not accelerating; the second set of experiments was to determine the
effect of oscillations on the flow rate of the materialheir results showed that vertical
oscillations had no effect on the flow rate of the material, however the vertical oscillations were
much less than the local gravitational acceleration. If the acceleration of the vessel was greater it
should affect thélow rate, considering that if the acceleration was equal in magnitude to the local
gravitational acceleration then the material would be accelerating at the same rate as the vessel

and hence would not exit the vessel.
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Beverloo, Leniger and Van De Vel@@] published a review of the many granular flow
rate equations that have been developed. They also gave their own equation based on their
research, shown in equati@yv, which gave the flow rate in grams per minute. In equaion
w is the flow rate in grams per minute, is the bulk densityof the ore in grams per cubic
centimeter,’Qis the local gravitational acceleration in centimeters per square seé@oiwlthe
diameter of the orifice (the hydraulic diameter of the skip was used for work in this thesis) in
centimeters, an@is the aerage diameter of the particles in centimef8fs Equation2.7 was
only for use with cylindrical containers with circular orificesnother equation was presented,
shown in equatior2.8, which could be used for vessels and orifices of alternate geometry. In
equation2.8,'0 'O p8'Q andoats the effective orifice area

©w o QO pgQ 8 2.7
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Although Beverloo, Leniger and Van Déelde claimed their equations were in good
agreement with the other equations published in the literature, when eqadiamsi 2.8 were
compared to the empirical flow rate measured from the observations made at the mine, it was
discovered that equatidh3 was in agreement with the empirical flow rate, whereas equaon

was not. A plot was created to compare these three flow rates and is shown Batpwe.4.
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Comparison of Two Flow Rate Equations to Emprirical Data
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Figure 2.4: The flow rate given by equation2.3 shown in blue is close to the empirical flow

rate shown in green. The flow rate given by equatio2.8 shown in red is not close to the

empirical flow rate measured at thesalt mine.

Ma, Xiao, Wu and Wan{L0] used a Ritz series to mathematically model the vibrations

of a friction hoist skip just after loading was completed. Simulations in MATLAB determined

that the length of the wire rope (from which the skip was hung) and the total mass of the skip

affected the duration and frequency of the oscillations, while the dangmiygaffected the

attenuation rate of the oscillations. In this Ritz series the skip was treated as a centralised mass

that included the skip, wire rope, and ore mass. The power balance of the system was given by

equation2.9 whered is rope length] is the density of the ropé, is the crossectional area of

the rope, andDi s t he

Youngos

Mo dul

us

of

t

he

W2i9r e

rop

describe the kinetic energy of the rope and the skip, respectively. The third term describes the

potential energy of the wire rope. The fourth term describepdiver consumed by the system,

and the fifth term describes the power input to the system.
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The Ritz series function is given by equathO, where%o. @ is the primary faction

at every order which must be linearly independent from each athev, represents the

generalized coordinate for each primary function, and N is the number of spatial dimensions.

6ad + % wn O 2.10

By substituting the Ritz series function into equad) the mass, stiffness and damping

coefficient matrices can be calculated. These are given in equatidnt® 2.13. The equation

for the generalized force is given in equatiiv.

. . . . 211
0 p %0%0” 0 Q6 %o W %o
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The primary function for the Ritz series function is determined by how the system is
supported. Since the skip is supported from above and is free underneath, the primary function is
as shown in equatioB.15. This equation is then substituted into the equations for the mass,
stiffness, damping and force.

L. LQ p" . . 2.15
%o oaid) hQ plglo

“

This method gave reasonable results in their research, and showed that the Ritz method is
both capable and useful to solve a dynamic problem such as the oscillations of a skip after

loading, unloading, or catching.
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Copdand [11] suggested that the WoeBnergy Theorem can also bederived for use
with a system containing a variabl e mass. Nev
in equatiorn2.16. From this, the WoHENnergy Theorem for a closed system (i.e. a system with no

influx or efflux of mass) can be derived, as shown in equ&tibn

'2 . 2 S 2.16
Qo Qo
P, . P, . : 2.17
-0 —-duv W
C
In order to properly model the variable mass in the Wbrker gy t heor e m, N ¢

second law must be adjusted to account for a variabés.m@rom this, just as equatidri 7 was

found from equatior2.16, the WorkEnergy Theorem for a variable mass system can be derived.

Newt onds second | aw for a vari al8lwheretm&sshe syst e
velocity of themass entering or leaving the system.

Q &b 0 6 Qa 2.18
Qo ¢ Qo
Using equatior?.18, the WorkEnergy theorem for a variable mass system was derived
as shown in equatiah19.

gao an w 0Qd = o0 U Q&

P P 2.19
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The energy loss term is the last term on the right hand side of eqRd®ont deals with
the energy loss due to the mass flux. This occurs when two masses collide to form a single mass,
or when one mass divides into multiple masses. This method of mode#irsystem is useful

for effectively defining how the mass of the ore and skip interact as they separate.

2.1 Chapter Summary

The work of Singh and Moysey was important in order to fully understand the pressures

applied to the skip walls by the ore, and thedfare the necessity of the internal stiffener bands.
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This thesis does make use of the works of Flores, Guillermo and Gil in the analysis and
modelling of the full and small scale systems examined in this thesis. The work of Copeland, and
Ma, Xiao, Wu andWang demonstrate that the type of system examined in this thesis can be
modelled in several ways; however, neither of these methods was used in this thesis. Instead, the
system was modelled as a single degree of freedom -gpeegdamper system and wible
described in more detail i€hapter 3 The system will be modelled this way so that applied

forces to the system can be modelled easily.

This thesis expandble current level of understanding of the existing research into the flow of
granular material from vessels and the response of mechanical systems with changing mass. It
will expand upon the work of Flores, Guillermo and Gil by modelling the effectsgerla

amplitude oscillations on the flow rate of granular material, and will explore the causes of large

amplitude oscillations experienced by arc gate skips; a topic on which the literature is scarce.
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Chapter 3

Met hodol ogy

It is good practice to compare experirtamesults with computational simulations. For
this thesis, computational simulations were constructed in MATLAB to be compared to the
experimental results and the data collected from the skip at the mine. This chapter will discuss
the data collection rpcedures at aalt mine, the small scale experimental procedures, the
development of the full and small scale computational simulations, the design of the experimental
apparatus, and the methods used for scaling the experimental apparatus and small scale

computational simulations.

3.1 Full Scale Data Collection

Full scale data collection took place asalt mine with two arc gate skips operating in
tandem. One threaxis accelerometer (Gulf Coast Data ConceptslXp was placed on the
outside of each skip above the door hinge. The accelerometers were installed during the daily
maintenance and were retrigivduring the following daily maintenance. Data were collected
with a sampling frequency of 168z and were written to a microSD card@his was the highest
sampling rate available on the accelerometer. That setting was chosen because the behaviour of
the system was unknown, thus the highest sampling rate yielded the greatest amount of
information. While there was no analog filter onboard the accelerometers used, by visually
inspecting the oscillations at the mine and reviewing the oscillations in ttesvidcorded of the
skip unloading it was confirmed that the primary oscillation frequency response measured in the
mine site data was not an aliased signal.

The analysis of the mine site data involved grouping the unloading cycles into several
characteriic categories as well as a detailed inspection of each unloading cycle in order to
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catalogue significant waveform parameters. The analysis of all the unloading cycles gave
insights into the variability in the data collected whereas the analysis of Isekiaracteristic

cycles gave more detailed information on those particular unloading cycle shapes.

3.1.1Analysis of All Unloading Cycles

The analysis of the data collected at the mine progressed in several steps. There were
fourpoecec es si n g 6éoutsntoer $0 preEane the @ath for detailed analysis. First
each of the data files from the mine was read into MATLAB. Then the maximum positive peak
of each cycle was located and the individual cycles were extracted into vectors with 1000 data
pointson either side of the maximum positive peak. These cycles were then saved as individual
comma delimited files, and read by a second program which organised them into a 3D array. A
third program was used to filter each unloading cycle vector, usingt@ndaable time domain
bandpass filter, in the 3D array and write the new filtered vectors into individual comma
delimited files. A fourth program was used to read the filtered comma delimited files into a final
3D array. The bandpassfilter used tofilter the mine site data was a custom designed filter
created in MATLAB using the fdesign.bandpass function. filtex specifications are given in
Table 3.1 below. The frequencies used to specifie starting and stopping frequencies of the

stop bands were normalized by divigithem by the Nyquist frequency (80 Hz)
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Table 3.1: Values used to design the bangassfilter used to filter the mine site data.

Specification Value

Frequency athestart of the first stop band 3/80 Hz

Frequency at the start of the pass band 4/80 Hz

Frequency at the end of the pass band 5/80 Hz

Frequency at the end of the second &tapd 6/80 Hz

Attenuation in the first stop band 40 dB
Ripple allowed in the pass band 1dB
Attenuation in the second stop band 40 dB

The detailed analysis program used the output from thprpressing analysis to acquire
the filtered data. The defiad analysis had five parts which involved the determination of the
following parameters: oscillation amplitude, primary oscillation frequency, average of all the
cycles, average of all the unfiltered cycles, and the damping of the system.

Firstly, the maimum oscillation ampfude of each cycle was fourly searching for the
largest positive acceleration value in the acceleration vector for each unloading cycle. Once the
value was found it wasgritten to a separate vector which was plotted for visualyaisa The
average, maximum, and minum valuesof the maximum oscillation amplde vector were
calculated to quantify the variance in the oscillation amplitude of the data collected at the mine.
Knowing the variance in the data would give insight itite variable(s) that were causing the
large amplitude oscillations (i.e. if the variance was large then perhaps there were multiple
variables causing the oscillations, or the variables did not have a constant value).

Next, the unfilteredraw data)3D arra of cycles was read into MATLAB so tiimary
oscillation frequency for each cycle could be found by performing an FFT on each cycle vector.

The data was not windowed prior to performing B¥. This was because the data started and
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finished at nearlyhe same valueA section of eaclirequency spectrumector was analysed and

the value of the frequency of thargestbar in each spectrumias written to a primary oscillation
frequency vector and was plotted for visaahklysis. A section of theecta was used because

the urfiltered cycles were found to occtmgether with al g (9.81 m/d) offset By taking a
section of the vector the low frequency component was removed and the true primary oscillation
frequency could be found by searching for theximum value in the vector. The lower limit on

the section of the FFT vector was changed untibfiset data points were present on the plot.

The upper limit was also varied to determine if any cycle had a high primary oscillation
frequency. The avege, maximum, minimum, and percent difference of the primary oscillation
frequency vector were calculated to quantify the variance in the primary oscillation frequency
response of the mine site data. A histogram was also created to determine if a Gaussian
distribution existed in the primary oscillation frequency of the cycles. Knowledge of the variance
in the frequency of the oscillations also gave insight into the nature of the variables causing the
oscillations, and the nature of the system.

Next, all d the filtered cycles were averaged together to observe if each unloading cycle
was a partial representation of a typical unloading cy@lee cycles could be averaged because
they were all the same length. The averaging was performeaddrgging the fst data point in
each unloading cycle, then the second data point, and so on to the end of the unloading cycle
vectors. The averaged cycle was plotted for visual analysis, and the maximum oscillation
magnitude was determined. A second plot was createdrhpare the averaged filtered cycle
with a cosine wave that had the amplitude and primary oscillation frequency of the averaged
filtered cycle. A phase shift was also added to the cosine wave to align the two functions. This
permitted easy visual inspiion of any change in oscillation frequency of the averaged filtered
cycle, and also allowed for an FFT to be calculated that could be compared to the FFT of the

averaged filtered cycle described below.
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The phase shift of the cosine wave was calculétgdneasuring the time difference
between the closest peak of the cosine wave and the maximum positive peak of the averaged
filtered cycle. The time difference was used as the phase shift to align the cosine wave with the

maximum positive peak of the averddétered cycle.

Average Filtered Cycle versus Designed Cosine Wave After to Adding Phase Shift
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Averaged Filtered Cycle
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Figure 3.1: The phase shift for the designed cosine wave was calculated by measuring the
difference between theime indices for the largest peak of the averaged filtered cycle (near
the centre of the figure) and the peak of the designed cosine wave just to the left of the
largest peak of the averaged filtered cycle.

An FFT was also performed on the averaged filtered cycle and the primary oscillation
frequency was found. This FFT was quared to the FFT of the cosine wave and the differences
were analysed. The damping constant of the averaged filtered cycle was also calculated. These
averaged values were used in the full scale computational model and also as the full scale values
in thescaling calculations.

The analysis of the averaged filtered cycle continued by calculating the period between
each pair of consecutive positive peaks to determine if the frequency of the oscillations changed

with time. This was achieved by isolating theloading cycle oscillations and truncating the
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remaining data, and using the O6findpeaks6 func

locations of the peaks were then found in the acceleration vector. The period was found by using
those indices irthe time vector and calculating the difference between consecutive pairs. These
periods were recorded in a vector, and the vector was plotted for inspection.

The damping constant of the averaged ftecycle was also calculated using the
logarithmic derement methoglLl2]. The second and third positive peak displacements after the
largest positive peak displacement were used to calculate the logarithmic decrEigard.3.2
shows which peaks were used@hese peaks were chosen because they occurred during the
middle of thesteepest part of the downward slope.

Next, all of the unfiltered cycles were averaged togaikirg the same metl as for the
filtered cyclesand the averaged unfiltered cycle was plotted for visual analysis. The purpose of
this was to determine if the noise would be eliminated and the resultant cycle would be similar to
the averaged filtered cycle. An FFT wasaperformed on the averaged unfiltered cycle and the
primary oscillation frequency was found. The damping constant of the averaged unfiltered cycle
was also determined.

Finally, the damping of each individual cycle was calculatsthg the logarithmic
decrement methodil2]. The logarithmic decremémwas calculated using the second amiddt

positive peak displacements after the largest positive peak displacement in each unloading cycle.
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Figure 3.2: The red circles showthat the second and third positive peak displacements after
the largest positive peak displacement @re used in each unloading cycle to calculate the

damping constant for that unloading cycle.

All of thedampingvalues were plotted to determine the variability in the damping of the
cycles. Then, from all of the damping valusdculatedthe maximum, average, minimum, and

percent difference between the maximum and minimum values were also found.

3.1.2Analysis of Characteristic Unloading Cycles

The second part of the mine site data analysis involved identifying and analysing two
individual unloading cycles of each characteristic shapégures for the analysis of each
characteristic shape are provided Appendix A except for the figures for the symmetrical
diamond cycles which are given in sectid.2 All of the cycles were plotted individually and
the figures were analysed to identify cycles that best described each shape. The shape of each
cycle was recorded and the total number of cycles per characteristic shapéewasdd.

A MATLAB program was written for each characteristic shape to analyse each pair of
characteristic cycles. The programs for all six shapes used the same code, but with their own
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respective unloading cycle numbers and names, therefore only agrarprwiill be discussed.

The programs were also set up in two halves, where each unloading cycle was analysed
individually rather than simultaneously; therefore, only the first half of the program will be
discussed since the code was repeated for thed®atinand the only code that was changed was

the unloading cycle number.

At the beginning of the program the sampling frequency used at the mine (i.e. 160 Hz),
the sampling time interval, and the Nyquist frequency were stated. A section of the data file
containing each characteristic cycle was then read into MATLAB. The vertical axis, in this case
the z axis, was extracted from the data file section and written into a separate vector and was
converted from counts t o ¢ daddiscard fhieexdess ddtaathee t h e
maximum data point was located and a vector was created with 1000 data points on either side of
the maximum data point. This vector was also multiplied by 9.81tmés convert fr om
m/s” and written to a file so that could be read without the previous steps being repeated every
time the program was run. This also greatly reduced the program run time. This procedure was
repeated for the x and y axis data from the mine as well. A time vector was also created to be
plotted versus the data vectors.

The unfiltered data were then plotted to be compared to the filtered data later. An FFT of
the unfiltered data was also performed and the frequency spectrum of the unfiltered data was
plotted for analysis, and the primargaillation frequency of the system was determined. A
second plot was created zooming in on the primary oscillation frequency response of the cycle
since it was difficult to observe in the above mentioned plot of the frequency spectrum due to the
large amfitude response close to 0 Hz.

The data were then filtered using a MATLAB function that permits the custom design of
a bandpassfilter. The unfiltered frequency spectshowed a1l g offsetand also the primary

oscillation frequency range between 4 and 5 Hz. Therefore, a filter was designed to pass
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frequencies between 4 and 6 Hz and the filtered data were plotted to be compared to the
unfiltered data.

The next stage of the analysis focusa calculating the damping constant of the
individual cycleusing the logarithmic decrement methdescribed abovfl2] and the damping
constant was recorded.

An FFT was then performed on the filtered data and the filtergddrey spectrum was
plotted beside the unfiltered frequency spectrum. Following this the two lateral axésrikto
back, yi side to side) were filtered with the same filter as used on the z axis.

The total magnitude of the acceleration vector was ttalculated by taking the square
root of the sum of the squares of the vectors of the three axes as shown below in &jlation
whered @ "@as thetotal magnitude vector, and ¢y anda were the X, y, and z axis acceleration
vectors respectively.

o0 & o & 31

The filtered x y, and z axis vectors were plotted together in the same figure window to
compare the shape and amplitude of the vectors. The total magnitude vector was also plotted in
this window to compare it with the z axis vector. The z axis vector was then sedbtiraen the
total magnitude vector and plotted to determine the level of influence the z axis vector had on the
total magnitude vector. This was done to determine if the z axis could be analyzed exclusively,
or if the lateral axes needed to be analyzedell.

The period between consecutive positive peaks of the unloading cycle were calculated
and plotted to observe if the frequency of the oscillations changed with time. This was done
using the same method described above.

The filtered z axis accelerati data were then converted into displacement data using a

conversion functiorjl3]. The displacement data were then passed through gpbasdilter to
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remove the low frequency carrier wave that resulted from the convesasidimemove the high
frequency noise also. The filtered data were then plotted for analysis.

This was followed by finding the maxima of the filtered acceleration and displacement
data, as well as the primary unloading frequency for the cycle.

The final segment of the analysis of each individual cycle considered a portion of the
large amplitude oscillations. An FFT was performed to obtain the primary oscillation frequency
of the patrtial cycle to verify that the primary oscillation frequency from tHheyale was for the
large amplitude oscillations and not the pre or post unloading oscillations.

This concluded the analysis of each individual cycle. The same code was used to analyse

all of the characteristic unloading cycles.

3.2 Full Scale ComputationalSimulations

The system under consideration was chosen to be modelled as avibre¢idn mass
springdamper system where the mass would be variable and the force would be calculated based
on the change in momentum of the ore. The computational siondatiere created to verify the
experimental results with theory. The model could then be changed to simulate alternate variable
values and compare the results with the experimental results.

To begin developing the model the platform on which the progvauaid be written had
to be chosen. Two programs were considered, Microsoft Excel and MATLAB. MATLAB was
chosen because of its use of vectors, the available-ibuilinctions, ability to write new
functions and programs, and ability to store the datan@mory rather than having large
spreadsheets of data. The author was also most familiar and comfortable with programming in
MATLAB. Since the equation of motion (EOM) for the system was a differential equation the
computational model consisted of a fuont containing the variables and EOM, a second
function to calculate the force applied to the system by the ore, and a program to solve the EOM
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and analyze the results. The applied force used in the program was written as a function which
was called by th EOM function, and the analysis program would call the EOM function using an
ordinary differential equation (ODE) solver. These programs are discussed below.

There were three versions of the computational simulations. The first version modelled
the sysem as a forced single degree of freedom rspsisigdamper system with a linearly
decreasing mass overlaid with a sinusoidal wave. The second version modelled the system as a
freely oscillating masspringdamper system with a linearly decreasing maise third version
was modelled the same as the second, but with a linearly decreasing damping constant. The first
version was aimed at trying to replicate the results from the mine site data, and used the
movement of the ore as the source of the appliedef However, the first version of the
simulation was not a realistic mathematical model of the system, considering it used many
additional variables to achieve the similarity in results to the data collected at the mine, as will be
shown inChapter 4 The second version was a more realistic representation of the system, and
considered that the oscillations resulted from the change in mass acting on the spring. The
second version of the simulation is a better mathematical representation of the bystelked
the ability to properly mathematically model some of the variables affecting the system.
Consequently the results for the second version of the simulation were not as similar to the data
from the mine as the results for the first version wefiéhe third version of the system was
created to determine if the change in damping constant would affect the oscillation shape to
create the symmetrical diamond shape seen at the mine. The third version of the simulation is a
different mathematical motdérom the second version, but was still an improvement from the
first version of the simulation.Figure 3.3 below gives a schematic for how the system was
modelled br each of the three versions of the simulation. The schematic was the same for the

small scale simulations. A third version of the small scale simulation was not created because the
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answer to whether a changing damping value would affect the oscili#itape was given from

the third versiorof the full scale simulations.

Version 1 Version 2 Version 3

ml(t) mz(t) mz(t)

l F(t)

Figure 3.3: These schematicglepict how the system was modeliefor each versionof the
simulation. The same datum, spring constantand direction of acceleration were used for
each version. The same mass function was used for the second and third versiods
different mass function was usedfor the first version. A different damping constant was

used in each version of the simulabn. The ground was considered infinitely stiff and

immobile.

3.2.1Applied Force

The applied force was written as a function. The force was calculated by considering the
change in momentum of the ore inside the skip. Firstly, the height of the payloadliesgiép
was calculated as given in equat®8, whereQis the height of the oré is the mass of the ore,

" is the density of the ore, andis the cross seathal area of the skip.
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a 3.2

The velocity of the ore was then calculated by taking the derivative of the height vector,
and the derivative of the velocity vector giving the acceleration of the ore. The mass vector was
multiplied by the acceleration vector to get the force vd@ior

The force vector was padded with zeroes so that the vector would be the same length as
the mass vector in the equation of motion function.

The force vector was then returned by the applied force function to be used in the
equation of motion function. Thus by changing the amplitude of the flow rate oscillation the

amplitude of the force vector could be changed.

3.2.2Equation of Motion

The EOM function calculated the equation of motion of the system. At the start of the
EOM funcion all of the system variables were listed as givehable3.2 and describetelow.

The mass of the empty skip and the ore payload were taken from a skip schematic
provided by the skip manufacturer. The damping constant used was an arbitrary value. The
deflection of the wire rope was calculated using equa&i8whereOwas t he Youngo6s
of the wire rope;Owas the payload force (294.3 kNjwas the length of the wire rope (87 m)
between the skip and the hoist driimyas the deflection of the wire rope, amdvas the cross
sectional metallic area of the wirepe[14].

"0 3.3

o —.
1 0

The mass per unit length and cross sectional area (metallic area) of the wire rope were

taken from information provided by the rope manufacturer. The length of the wire rope between

the skip and the hoist drum and the number of wire ropes used per gidptaken from

information provided by the mine. The stiffness of the wire rope was calculated using a series of
29



equations. Firstly, a force balance was performed on the skip where the spring force was found
equal to the gravitational force as shown imatopn 3.4, whereQis the spring stiffness of the
wire rope,a is the mass of the ore payload (the skip mass is not included since the skip mass is
still acting onthe spring after unloading is complete), 8@ the gravitational acceleration.

fo:a az"Q 34

Equation3.3 was solved for and substituted into equati@¥4, which was then solved
for Q In equatior8.5, ) was the number of wire ropes used per skip.

0 % 35

The chute floor angle was taken from a skip schematic provided by the skip
manufacturer. This value was then changed whenstimeilations were compared to the
experimental results for the alternate chute angles.

The angle factor was multiplied by the applied force and was used to scale the applied
force. It was hypothesised that as the angle of the chulebegame steeper, g¢hvertical
component of the force applied to the skip by the ore would become smaller. With this
hypothesis, equatioB.6 was derived for the angle factor. It shdblde noted that MATLAB
operates in radians, so the chute angle used was in radians.

0 o Al O 36

The amplitude of the madhictuations was chosen to be 1K§'s. While this was an
arbitrary number this value was justified later using the second version of the computational
simulation, as discussed in secti®2.2.20f this thesis. The top left plot ofFigure4.19 shows

the mass function.
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Table 3.2: Variables listed at the beginning of the Equation of Motion function.

Variable Name Variable Value
Mass of empty skip 8000 kg

Mass of ore payload 30000 kg
Damping constant of system 6*10° kg/s
Modulus of elasticity of wiregope 100GPa

Mass per unit length of wire rope 15.71 kg/m

Length of wire rope between skip and hoist drum | 87 m

Mass of wire rope 1367 kg

Tare mass of skip and wire rope 9367 kg

Crosssectional area of the wire rope (metallic area) 1806 mm

Number ofwire ropes 1

Stiffness of wire rope 2.076:10° N/m
Angle of the chute floor 40°

Angle factor Q p Al O
Amplitude of the mass fluctuations 175kg/s

There were six distinct shapes formed by the oscillations at the mine, as will be discussed
in Chapter 4 These shapes were described as a bell curve, concavendiaoonvex diamond,
hexagon, logsided diamond, and symmetrical diamond. Each of the shapes was modelled
individually, and could be selected using a switelse statement. The statement for each shape
began with specifying the unloading time (i.e. theation of the oscillations) and the frequency
of the oscillations based on the data collected at the mine. The amplification factor specific to

eachshape was also specified. The six amplification factors are shown bekaguie 3.4.
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Figure 3.4: These arethe applied force shape functions.The first and third sections of the
hexagonal shape function and the symmetrical diamond shape function were created using
exponential equations. They were created this way because when combined with the first
order exponential decay of the oscillation®f the skip, the resulting oscillations linearly

increased and decreased.

A linear mass flow rate was also specified because granular material flows at a constant
rate when emptying vertically from a contaif@}. The linearmass flow rate was calculated by
dividing the initial ore mass by the unloading time for a given shape. This was overlaid with a
sinusoidal wave to represent how the ore was exiting cyclically at the mine-ebse iftatement
was used to specify that thhe end of the unloading cycle the mass would remain at the value of

the empty skip plus the mass of the rope.

3.2.2.1Applied Force Equations

The applied force equation for each shape was different and is described in the
subsections below. An amplitude factwquation was written for each shape, and aglsi

statement was used to terminate each amplitude factor equation and set the force vector to zero
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when the time index reached the unloading t
cycle. Theapplied force function was then called after the amplitude factor equation using the
variable values (i.e. unload time, tare mass, initial ore mass, linear mass flow rate, mass

oscillation amplitude, and mass oscillation frequency) for that specific shape.

3.2.2.1.1Bell Curve Applied Force Equation

The equation for the amplitude factor for the bell curve shape is given below in equation

3.7, where 0 & was the bell shapednwlitude factor,0 éry was the bell shaped

proportionality constant, andlwas the time index. The applied force function was then called
using the bell curve shape values, and the applied force equation was written using the bell curve
amplitude fator multiplied by the force function output as shown below in equaidi8n
Individual values were indexed from the applied force function, however since the loneré@

was not an integer as required by MATLAB for indexing, the counter was multiplied by the
sampling frequency of the analysis program and converted to an integer usR¢ptiginction

("Qé&o aconverts a floating point number to an integegr,22000 to 1) A one (1) was added to the

index since the counter started at zero (0) and the index value must start at one.

o s m e e L 3.7
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3.2.2.1.2Concave Diamond pgplied Force Equation

The equation for the amplitude factor for the concave diamond shape was made from two
arguments of an-élse statement. In these equatiangy]}  was the concave diamond shaped

amplitude factoro &)  was the concav diamond proportionality constari,was the time
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index, and ¢ & ¢ M ovi@s the unloading time for the concave diamond shape taken from the

data collected at the mine. These arguments are givieable3.3 below.

Table 3.3: Arguments used to create the amplitude factor for the concave diamond shape
and the ranges over which these arguments were used.

Counter Range Amplitude Factor Equation
,Qéédéd)mb"fzd 0 & odm z1 0dN
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The applied force equation for the concave diamond shape was written in a similar
fashion to the bell curve shape, using the concave diamond amplitude factor multiplied by the
applied force function as shown in equat®®

O 84 z0 QWEAULTT p 3.9

3.2.2.1.3Convex Diamond Applied Fordequation

The amplitude factor equation for the convex diamond shape is given in eqBidfipn
where0 &  was the convex diamond shape amplitude facbor, was the convex diamond
proportionality constanip was the horizontal translation constant, and was the vertical
translation constant.

o N W 20 W ) 3.10

The applied force equation for the convex diamond shape was written similarly to the

other two shapes, using the convex diamond amplitude factor multiplied by the applied force

function as showin equation3.11.

0 b4y 20 QIWEXAUTT p 3.11
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3.2.2.1.4Hexagonal Applied Force Equation

The amplitude factor equation for the hexagonal shape was created using three arguments
in an ifelse statementin the equationsn Table3.4, 6 én was the hexagonamplitude factor,
0 & was the hexagonal proportionality constantyas the time index, andl € & € @ waQd

the wnloading time for the hexagonal shape taken from the data collected at the mine.

Table 3.4: Arguments used to create the amplitude factor for the hexagonal shape and the

ranges over which these arguments wengsed.

Counter Range Amplitude Factor Equation
Q(’Jéc‘xéd)mb"Qd oal oo zg O o
o
0cae®oQag, . ., ... . e . i
— 0Q -06¢ 0 & W 0 an oan z¢ 0 an
o o
aosaew@oaneaswmc 0 on p oo 2¢ 0 an
S S

The applied force equation for the hexagonal shape was written in a similar fashion to the
previous shapes, using the hexagonal amplitude factor multiplidtepplied force function as
shown in equatio.12.

"0 b 20 QIWEQULTT p 312

3.2.2.1.5Lop-Sided Diamond Applied Force Function

The amplitude factor equation for the {sjged diamond shape was written using two
arguments in an-élse statement. In the equations givefiable3.5,0 &) was the lopsided
diamond amplitude facto, & 1, was the rate of change in amplitude of the first sectiorgs

the time index,0 & n  was the rateof change in amplitude of the second section,
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0¢ a¢& MO VEAS the unloading time for the kgided diamond shape taken from data

collected at the mine, andr} @ V@28 equal to ¥..

Table 3.5: Arguments used to create the amplitude factor for the logided diamond shape

and the ranges over which these arguments were used.

Counter Ranger Amplitude Factor Equation
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The rate of change of amplitude of the first sectiong r} , was calculated usg
equation3.13.

® ¢ 3.13
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The rate of change of amplitude for the second seadiain,f} , was calculated using

equation3.14, wherei 1 @ Qo i n ."Qo0

o 3.14
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The applied force equation for the lsjgled diamond shape was written similarly to the
previous shapes, using the amplitude factor for thesidgd diamond multiplied by ¢éhapplied
force function as shown in equati8ib.

O 0 20 QuEQumNmp 3.15

3.2.2.1.6Symmetrical Diamond Applied Force Equation

The amplitude factor equation for the symmetrical diamond shape was written using two

arguments in an 4élse statement. In the equations givenTamble 3.6, 0 &) was the
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symmetrical diamond amplitude factay,ar) was the symmetrical diamond proportionality

constantd was the timendex, andd ¢ a ¢ W@ ovgxithe unloading time for the symmetrical

diamond shape taken from the data collected at the mine.

Table 3.6: Arguments used to create the amplitude factor for thesymmetrical diamond

shape and the ranges over which these arguments were used.

Counter Range Amplitude Factor Equation
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The applied force equation for the symmetrical diamond shape was written similarly to
the previous shapes, using the amplitude factor for the symmetidoabrld multiplied by the
applied force function as shown in equat®6.

O o0d 20 QLEQuTT P 3.16

After the switchcase statement, the -damped natural frequency, damping ratio, and
damped natural frequency of the system were calculated. Following this, the rgdfiatiotion
was written in standard form and the acceleration vector was isolated, as shown in éjliation
The force vector was multiplied by the angle factorcdbsd above at the beginning of section
3.2.20f this thesis.

o o Q 70 317
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However, MATLAB only recognizes first order differential equations, so the above

equation must be written as a system of first order differential equations, as showntionequa
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3.18 whereww & andw @ This matrix was returned by the equation of motion function,
along with the applied force, mass,-damped natural frequency, damgiratio, and damped
natural frequency vectors so the system could be fully analysed and understood.

@O o Q z0 3.18
a a a

w

3.2.2.2Equation of Motiori Version 2

The second version of the equation of motion function modelled the system differently
from the first version; that is, as an unforced mamingdamper system. It considered the
system as a linearly decreasing mass ciwagrof the skip, wire rope, and payload. This
decreased linearly to the empty skip mass plus the wire rope mass. The system was modelled in
this way because, as is described in sectioBand4.5.2 the changing momentum of the ore
alone cannot provide a great enough force to cause the observed skip oscillations.

Therewas no force applied to the system in this model because it was considered to
behave as a freely oscillating system and the decreasing payloadogctimg spring causetie
oscillations. This model was justified when compared to the experiniesatdts.

The second version used some of the same code from the first version. Many of the
variables listed at the beginning of the function were listed in the second version as well, with the
exception of the angle of the chute floor, the angle fadteramplitude of the mass fluctuations
and the amplitude proportionality constant. Also, the value of the damping constant of the rope
was changed to the average value of the damping constant calculated from the data collected at
the mine (1.46*1bkg/s).

The mass equation was also different. It was still written using-@lsdfstatement, but

the arguments were different as shown belowTable 3.7. The mass flow ate, &, was
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calculated by dividing the initial mass of the ore by the average unloading time of the ore

observed at the mine, 9.3 s.

Table 3.7: Arguments used to create the mass equation for the second versiaf the

Equation of Motion function and the ranges over which these arguments were used.

Counter Range Mass Equation
Q 6¢ ol Q a a a azo
Q 6¢& a&oul Q a a

After the mass equation, the-damped natural frequency, damping ratio, and damped
natural frequency were calculated, and the equation of motion for the system was written in the
same form as it was for the first version of the Equation of Motion fundtdea the applied force
term, as shown in equati@i9.

o Fo 3.19

o a

The equation of motion matrix, along with the mass;damped natural frequency,

damping ratio, and damped natural frequency vectors were returned by the function.

3.2.2.3Equationof MotionT Version 3

The third equation of motion used most of the same code from the second version of the
equation of motion. The only difference was that a linearly decreasing damping constant was
used. The constant started at the average dampingfacbrvalue found at the mine and
decreased to zero over 9.3 seconds, which was the average unloading time of the ore observed at

the mine. The damping constant equation is givéralle3.8.
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Table 3.8: Arguments used to create the damping constant equation for the third version of

the Equation of Motion function and the ranges over which these argumentgere used.

Counter Range Damping Constant Equation
Q 6¢& aoul Q dban @ wzo
Q 6 ¢ &l Q oan m

The damping constant was then set equal todtlieryvariable. The wiamped and
damped natural frequencies and the damping ratio were then calculated, and the equation of
motion was written in the same way as it was for the second version of the equation of motion.
The equation of motion matrix, massngzed and wdamped natural frequencies, damping ratio

and the damping constant were all returned by the program.

3.2.3Analysis Program

The computational model was developed to validate the experimental results with
theoretical results. Furthermore, the cotational model would give a theoretical understanding
of the system, which could help in the development of a solution to minimize the amplitude of the
oscillations.

The computational model madesse of amoderate accuracy ODE solvéViIA T L AB 6 s
ode45i this solver makes use of the explicit Rurgetta (4, 5) formula. It is a orstep solver.)
to solve the equatin of motion. The program begalny stating the sampling frequency, sampling
time interval, and run time of the simulation. The initial conditiohghe system were then
defined and were set at zero velocity and an initial displacement was calculated using equation

3.4, but solved for .
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The time vector wasreated to run from zero to the designated run time at the specified
sampling rate. This was followed by the ODE solver with the EOM function, initial conditions,
and time vector as inputs to the ODE solver.

The analysis of the data began by plotting diplacement and acceleratigactors.

The displacementjelocity, and accelerationectors vere outputs of the ODE solveml.hese two
figures were plotted in the same figuvindow for easy comparison.

The rest of the variables that were returned leyafjuation of motion function were then
written into separate vectors by stepping through the function outputs usintpadpand were
then plotted. This permitted verification that the mass and force functions were written and
operating as intendedThis also permitted observation of how some of the system properties
changed during unloading, such as thedamped and damped natural frequencies and the
damping ratio. By observing the difference between the natural frequencies and the applied force
frequencies it could be determined if harmonic excitation was occurring during unloading.

The next section of the program performed an FFT on the displacement, acceleration,
and force vectors to analyze the frequency response of the data and found the quaitlation
frequency for each vector.

The last section of the program calculated the period between consecutive positive peaks of the

acceleration vector using the same method as described in ttibn

3.2.3.1Analysis Prograni Version 2

The second version of the analysis program used much of the code from the first version.
The ODE solver inputs were the same as before, with the exceptiothéhaecond EOM
function was used instead of the first EOM function.

The next difference was that there was no force vector output from the second EOM
function. However, all of the other variables output by the second EOM function were the same
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as the fist EOM function. Similarly, in the FFT section of the program, there was no force
vector on which to perform an FFT.

The last part of the second version of the analysis program determined the constant for
the flow rate equation given in equati@R0 below [7]. In equation3.20, Qis a constant
determined experimentally, is the density of the oréQis the gravitational acceleration, amds
the area of the orifice through which the ore flows. By comparing a plot of the theoretical flow
rate to the known flow rate observed at the mine theteohcould be determined by changing it
until there was good agreement between the two flow rates. The next step was to calculate the
fluctuation in flow rate of the ore due to the oscillations of the skip using a granular flow rate
equation that gave ¢hflow rate in kilograms per second as shown in equaidh [7]. In
equation3.21 below, ®is the flux in the granular flow rate in kilograms per secandis the
granular flow rate if the container was not acceleratinig, the acceleration experienced by the
contairer, "Qis the gravitational acceleration, gnds a constant equal to Y.

% 3.20

O
Q0 °

. (05) 3.21

To test the effect of the oscillations on the overall flow rate, the oscillatory flow rate from

above was subtracted from the linear nfémss rate to get an overall flow rate which was plotted

for visual analysis.

3.2.3.2Analysis Prograni Version 3

The third version of the analysis program used most of the same code from the second
version of the analysis program. The only difference wasdtiien of the damping constant in
the variables looped over from the output of the equation of motion function. The damping

constant was also plotted for analysis.
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3.3 Scaling of the Experimental Apparatus and Computational Model

The scaling factor used sraling the experimental apparatus and computational model
was determined based on several criteria. The first of these criteria was that the experimental
skip model had to be small enough to be easily handled by one person. The second criterion was
theexperimental skip had to be large enough to be able to easily manipulate the parts inside of the
skip. The third criterion was choosing a scaling factor that resulted in easy measurements (i.e.
measurements close to whole numbers or large fractionsin these criteria, a scaling factor of
1:14.7 was chosen.

The scaling of the system began with geometric similarity, which involved linearly
scaling the skip in all three spatial dimensions by the same fd&or All characeristics of the
skip had to be scaled accordingly, such as the surface roughness and fasteners or other protruding
features. However, for the purposes of these experiments the surface roughness was not
considered since the interior skip walls of the r&dp and the experimental skip were both
relatively smooth and made from the same material. Exterior protruding features were omitted to
both reduce the mass of the skip, and because they would have no effect on the flow of ore inside
the skip. The onlynternal protruding features in the full size skip were the stiffener bands which
were kept and scaled since they could have an effect on the material flow in the experimental
skip.

The second stage of scaling the system was kinematic similarity, in Vemgth and
time scales had to be simil§t5], although time scaling was not applicable to this project.
Kinematic similarity also involved scaling velocities and accelerations. The full scale skip
velocity and acceleration values used were taken from the avdilged unloading cycle from
themine site data analysis.

The third stage of scaling the system was dynamic similarity, in which the forces of the

system were scalefl5]. For this system, the forces were scaled by scaling the mass and
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multiplying that by thescaled acceleration. The mass was scaled using eq8&®mvhered is

the mass, is the density of the ore, aids the length scale of the ore:

0 3.22
a "D

The density of the full scale and model (small scale) were the same value since the same
material used in the full scakkip vibration measurements was used for the experiméiits.
thickness of the skip walls were also reduced to account for the volume being reduced by the
cube of the scaling factor, and in an effort to maintain the ratio of mass of the ore to thé mass o

the skip.

3.4 Development of Small Scale Computational Model

A small scale computational model was also developed to compare, verify, and gain a
theoretical understanding of the small scale experimental results. Changes made to the skip could
be added tdahe program to simulate the results, which could then the scaled up to the full scale
skip to simulate the results at the mine. Two versions were created, similar to the full scale
computational model. The first version considered the system to haxeadylidecreasing mass
overlaid with a sinusoidal wave as the ore exited the skip, and the change in momentum of the ore
provided the applied force to the skip to cause the large amplitude oscillations. This version was
aimed at representing a scaled i@rf the full scale model.

The second version was a more realistic model and considered the system to have a
purely linearly decreasing mass from that of the ore plus the skip to that of the skip. The decrease
in mass acting on the spring was considévetteate the oscillations.

Much of the code used for the small scale computational model was taken from the full
scale computational model. This section will be laid out similarly to se8t@rbut will only

highlight the differences in the code to avoid repetition.
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3.4.1Small Scale Applied Force Function

The code used for the small scale applied force function was exactly the same as the code
used for the full scal applied force function, with the exception that the values in the equation
used to calculate the height of the ore in the skip were multiplied by the scaling factor as shown
in equation3.23. In this equationd  is the mass of the ore used in the small scale 5kip,is
the density of the ore) is the crossectional area of the full scale skipdt ¢ vigs the
conversion factor to convert inches into metres, @re{ is the linear geometric scaling factor to
move from the full scale to the small scale.

a 3.23

3.4.2Small Scale Equation of Motion

The small scale equation of motion function calculated the equation of motion for the
system. Similar to the small scale applied force function, the small egaktion of motion
function used some of the same code as the full scale equation of motion function. The following

variables were listed at the beginning of the program.
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Table 3.9: Variables written at the beginning of the small scale equation of motion function.

Variable Name Variable Value
Scale 14.7

Mass of empty skip 2.52 kg

Mass or initial ore payload 9.44 kg

Damping constant 6*10°/scalé kg/s
Spring stiffness 9618.6 N/m

Angle of chute floor 40°

Angle factor Q p Al &
Amplitude of mass fluctuations 0.4

The scale variable was the geometric scaling factor and was used to scale the system
variables like the mass, stiffness, and damping constant. The mass of the empassdgpal to
the mass of the full scale empty skip divided by the cube of the scaling factor as shown in
equation3.24. The mass of the ore payloadsvcalculated in the same way, as well as the
damping constant.

a 3.24
P&

The spring stiffness was calculated using equadi@h, where'Q was the model string

o

stiffness,&  is the model mas&Qis the gravitational aeteration, and) is the model initial

displacement.

% a 20 3.25

The value of the angle of the chute floor was unchanged thenfull scale value since
the small and full scale skips were similar and thus the angles remained unchanged in the scaling
process.
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Just as in the full scale equation of motion function, the six characteristic shapes were
modelled individually and coulde chosen using a switdase statement. The same code used to
model the shapes in the full scale equation of motion function, described in Se2th was
used here. The only differences were the values of the individual proportionality constants, and
the small scale applied force function was called instead of the full scale applied force function.

After the switch case statement, just ashie full scale equation of motion function, the
unrdamped natural frequency, damping ratio, and damped natural frequency were calculated.

Finally, the equation of motion was written in standard form and then divided on both
sides by the mass variable inretBame way as was done in the full scale equation of motion
function. However, since MATLAB only recognizes first order differential equations the
equation of motion was written as a system of first order differential equations, as shown in
equation3.26 wherew @ andw @

PO o Q z0 3.26
a a a

@
This matrix was then returned by the small scale equation of motion function, along with

the applied force, mass, wlamped natural frequency, damping ratio, and damped ahatur

frequency.

3.4.2.1Small Scale Equation of MotidnVersion 2

A second version of the small scale equation of motion function was also created similar
to the second version of the full scale equation of motion function. It considered the system to
decrease imass linearly and oscillate without an applied force. There was no applied force in
this model because the change in mass acting on the spring was considered to cause the
oscillations.

The second version of the small scale equation of motion used sdheessEme code as

the first version. Only the first five variables Timble 3.9 were used in the second version, and
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the damping constant value walscachanged to the average value of the damping constant
calculated from the data collected at the mine but scaled appropriately by dividing it by the cube
of the geometric scaling factor as shown in equaliai.

-~ P8 Gp T 327
T
The mass equation was the same as the equation used in the second version of the full
scale equation of motion as givenTiable3.7. After the mas&quation, the wamped natural
frequency, damping ratio, and damped natural frequency were calculated followed by the
equation of motion for the system which was written in the same form as in the second version of
the full scale equation of motion. # fepeated here for reference.

o Fo 3.28

o a

The equation of motion matrix, along with the mass;damped natural frequency,

damping ratio, and damped natural frequency vectors were returned by the function.

3.4.3Small Scale Analysis Program

The small scale computational model was developed to validate the experimental results
with theoretical results. Changes could be made totigel which could then be scaled back up
to the full scale to simulate the results at the mine. The small scale computational model would
also give a theoretical understanding of the system which could help in the development of a
solution to minimize thamplitude of the oscillations.

The small scale computational model used some of the code from the full scale
computational model. The program began with the scaled initial and maximum displacement,
acceleration, mass of the ore and the skip, and sgiffrgess. These values were then compared
to the outputs of the program to determine if the program was scaled properly. The sampling
frequency, time interval, initial displacement, and program run time were then stated, along with
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the initial conditions The relative and absolute tolerances were also added to the ODE solver to
increase accuracy. The ODE solver used for the small scale coimmaitanodel was
MA T L AB 6 s (desctileed &bove in secti@2.3.

The displacement, output by the ODE solver, was then plotted for analysis, and the
maximum displacement was found to be compared with the scaled value from the mine site data.
The acceleration vector waseth calculated from the velocity vector that was output from the
ODE solver and was plotted for analysis. The maximum acceleration value was then found and
compared to the scaled value from the mine site data.

The other variables returned by the equatibmotion function were then written into
separate vectors using the same method that was used in the full scale computational model.
Each of the variables was plotted for analysis to ensure the program was running as intended.
This also permitted an irgtit into how the system variables changed during the unloading of the
payload. If the applied force frequency was equal or close to the natural frequency then
resonance could occur.

The next section of the program performed an FFT on the displacemeiération and
applied force vectors to analyze their frequency response data, and the primary oscillation
frequency for each vector was determined.

The final section of the program calculated the period between consecutive pairs of
positive peaks of the aeleration vector and plotted the results to determine if the frequency of
the oscillations changed with time. This was done using the same method described in section

3.1.1

3.4.3.1Small Scale Analysis Prograimnversion 2

The second version of the analysis program used much of the code from the first version
of the small scale computational nagathé¢olsolve MAT L A
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the EOM The saménitial conditions and tolerances used in the first version were input into the
ode solver as well.

Another difference was that there was no force vector output from the equation of motion
function. However, all of the other variables output by the eguati motion were the same, and
were plotted for analysis in the same way as the first version of the small scale computational
model. Similarly, in the FFT section of the program only the displacement and acceleration
vectors were analysed in the freqoagaomain.

The final section of the second version of the small scale computational simulation
calculated the change in flow rate of the ore exiting the skip due to the oscillations. This was
done using a granular flow rate equation and the same prooessdction3.2.3.1 The cross
sectional area of the skip, and the mass of the ore payload and small scale skip were scaled
accordingly. The flowrate was then calculated using the acceleration output from the ODE
solver and plotted for analysis. This flow rate was then subtracted from the linear mass flow rate

and the result was plotted for analysis.

3.5 Design of Experimental Apparatus

The design bthe experimental apparatus covered designing the skip, the frame from
which the skip would be hung, the hopper used to load the skip, and the data collection

equipment. The design of each of these is discussed below.

3.5.1Skip Design

The design of the skifpegan with analysing part drawings of the actual skip and
recording measurements and materials used for various parts. Hencejwatustieet metal was
used for the skip walls, the same material used at the mine. This would also help to maintain the

coeficient of friction between the ore and skip walls as seen at the mine, avoid rust, and reduce
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the mass of the skip in an attempt to maintain the mass ratio between the skip and the ore
payload. Alumiium stiffener bands were also used, however they macke of bar stock rather

than sheet metal as used at the mine since it would be too difficult to manufacture sheet metal
stiffener bands to scale. The stiffener bands were designed with two holes per side for set screws
to hold the stiffener bands in pRnside the skip. Although the stiffener bands were welded to

the walls at the mine, using set screws allowed the stiffener bands to be moved to test various
spacing conditions, and various numbers of stiffener bands. There were three differenbheights
stiffener bands created, similar to the mine. The names as used by the manufacturer and the
guantity were as follows: one O6topb6 stiffener

stiffener bands.

The main geometry of the skip was maint as closely as possible during the design of
the skip. However, features on the outside of the skip were not replicated so as to minimize the
mass of the skip. The only internal features present in the skip at the mine were the stiffener
bands, whichwere kept since they were suspected to have an effect on the oscillations. The
scaling of the skip was based on the criteria of keeping the skip a manageable size, but large

enough to work inside (i.e. to fit a hand inside to adjust parts), as was ddsaorgectior8.3.

The roof of the skip was madrom a quarter inch piece duainium plate so it would
be rigid and not deflect significantly during any parthed experiments. The roof was fastened to
the top of the skip using 6 machine screws and nuts, two per side excluding the front, which
fastened to flanges welded to the walls of the top section of the skip as $égar@B.5. This
ensured that the roof would not become detached from the skip during the experiments. An eye
bolt was attached to the centre of the roof from which the skip was hung using a cableetensi
and a spring that had a stiffness value close to the required scaled stiffness vatigu(e&er).
Four nylon ratchet tie down straps were used to prevenkaéeral motion at the top of the skip,

just as the guide rails at the mine prevented lateral motion of the skip. Similarly cables were
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attached closer to the bottom of the skip, described in more detail below, for the same purpose.
One end of each nytoratchet tie down was looped around a frame vertical post, and the other
end was hooked onto the cable tensioner as seEiglne 3.6. Tie downs opposite each other

were tightened simultaneously to remove all of the slack until the cable tensioner could not move.

A single axis accelerometer with a magnetic mount was mounted to the roof directly
behind the spring using a washer that was glued to the top side obtheApiece of double
sided tape was placed between the accelerometer and the washer to absorb some of the high
frequency vibrations experienced by the system when the door was opened during each

experiment. This is shown Figure3.7 below.
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Figure 3.5: (Left) Exploded view showing how the top panel is attached to the skip walls.
This also shows how the eye bolt sttached to the top panel. (Right) The top panel is fully
positioned and attached to the skip walls.
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Figure 3.6: The skip was hung using a cable tensioner and a spring. The cable tensioner
allowed the skp to be adjusted to the proper height relative to the hopper. The ratchet tie
downs can also be seen hooking onto the cable tensioner. In this way they do not interfere

significantly with the vertical motion of the skip, but restrain the horizontal motion.

Figure 3.7: A single axis accelerometer was mounted directly behind the spring to a steel
washer that was glued to the top surface of the roof. A piece of double sided tape was
placed between thexccelerometer and the washer to dampen out some of the high frequency

vibrations caused by the door opening.
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The skip was also designed to have a top and a bottom section. The original purpose for
this was to allow for alternate chute designs to be ath@mnd tested. However, instead of
manufacturing multiple bottom sections, inserts were designed to fit inside the bottom section and
rest on the original chute walls to effectively alter the chute angles, as can be Bepmai.8.

The chute floor was held in place using machine screws and nuts that fastened to the bottom outer
side panel and six flanges welded to the chute floor as shokigune3.9. Thus the floor could

be removed and replaced with alternate floors to change the floor angle. The chute inserts and
alternate floors weréesigned as 5, 10, 15, and 20 degrees steeper than the original chute and
floor angles. The alternate floors were designed around a pivot point located where the door
meets the original floor. In this way the door did not need to be modified to tesatdtehute

and floor angles. The alternate floors were all designed with their own unique set of four flanges
welded to the bottom side of the floor. All of these unique flanges matched up to a second set of
holes on the bottom outer side panels to Wi floors were attached using machine screws and
nuts. Other doors, aside from the arc gate were considered, but a design constraint posed by the
initial industry partner of this project was to avoid changing the arc gate design, thus only the

alternaé chute angle inserts were designed.
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Figure 3.8: (Left) Exploded view showing the chute insert and how it fits into the bottom
section of the skip. (Right) The chute insert is fully positioned in the botto section of the

skip. The parts of the bottom section of the skip pictured here were welded together, as

were the parts of the chute insert.
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Figure 3.9: Pictured here is the chute floor, seen from the b&dm, and the bottom outer side
panels. The flanges can be seen at the right hand side of the figure welded to the chute
floor, and the machine screws and nuts can also be seen. The second set of holes for the
alternate floors can also be seen. The fowquare holes at the top of the two bottom outer
side panels are the togbottom connector holes for the round head square neck bolts to hold

the top and bottom sections of the skip together.

The door was connected to the bottom section of the skip usouné head square neck
carriage bolt and a nut on the left and right walls below the chute at the centre of the circle drawn
by the arc gateds path. Round head square ne

could not fit inside to hold a screw place, and also because the smooth round head would have
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little interference with the flow of the material in the skip. This can be sel€igume3.10. The

door bar used to open and close the doorwasza@®: x 3. 50 threaded rod an
using four nuts, one on either side of the door sides as shdvigure3.11. Asecond®2 0 x 50
threaded rod, the door brace bar, was installed on the bottom of the skip. A small plate with a

hole to fit the threaded rod was welded to the bottom back corner of each of the bottom outer side

panels and the rod was held in plaseng four nuts in the same manner as for the door bar.

Figure 3.10: The skip door is attached to the bottom section of the skip using &4 x 0. 50
round head square neck carriage bolts. The door face anché door sides are welded
together.

The door was actuated usi ng -release buckled THeunge e

female buckle was fastened to thdslacket (described below) on the rear-bmitom connector
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plate using a zip tie. The door wa®sed and the male buckle was connected to the female
buckle. The male buckle was fastened to the door bar using a zip tie and the zip tie was tightened
until the door was held closed. The bungee cords were too long to have the required tension to
open tte door, so one cord was looped twice around the door bar, and the second cord was looped
once around the door brace bar. The actuating mechanism had to be contained within the skip so
that little or no external forces, especially in the vertical directiare applied to the skip during

the experiments. This design was used because it was simple, reliable, reproducible, and

lightweight.

Figure 3.11: Pictured here is the door opening mechanism. The founuts on each of the
threaded rods hold the rods in position. The side quickelease buckle is tightly zip tied to
the door bar (upper threaded rod) and also zip tied to the tbracket above the buckle such
that the door remains closed when the buckle is ooected. The two bungee cords give the
tension required to open the door. The steel cables can be seen at the top of the figure

looped through the L-bracket and clamped.
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