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Abstract

In typical theoretical or experimental studies of heat migration in discrete fractures, conduction and thermal dispersion are commonly neglected from the fracture heat transport equation, assuming heat conduction into the matrix is predominant. In this study analytical and numerical models are used to investigate the significance of conduction and thermal dispersion in the plane of the fracture for a point and line sources geometries. The analytical models account for advective, conductive and dispersive heat transport in both the longitudinal and transverse directions in the fracture. The heat transport in the fracture is coupled with a matrix equation in which heat is conducted in the direction perpendicular to the fracture. In the numerical model, the governing heat transport processes are the same as the analytical models; however, the matrix conduction is considered in both longitudinal and transverse directions. Firstly, we demonstrate that longitudinal conduction and dispersion are critical processes that affect heat transport in fractured rock environments, especially for small apertures (eg. 100 µm or less), high flow rate conditions (eg. velocity greater than 50 m/day) and early time (eg. less than 10 days). Secondly, transverse thermal dispersion in the fracture plane is also observed to be an important transport process leading to retardation of the migrating heat front particularly at late time (eg. after 40 days of hot water injection). Solutions which neglect dispersion in the transverse direction underestimate the locations of heat fronts at late time. Finally, this study also suggests that the geometry of the heat sources has significant effects on the heat transport in the system. For example, the effects of dispersion in the fracture are observed to decrease when the width of the heat source expands.
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Chapter 1

Introduction

The concept of heat transport in fractured rock is a fundamental component in the understanding and analysis of aquifer thermal energy storage (e.g. Bödvarsson and Tsang, 1982; Li, 2014). Prediction of the temperature field resulting from the thermal transport in a fracture relies on both analytical and numerical modeling (e.g. Bödvarsson and Tsang 1982; Doe et al. 2014). Modeling of thermal plume migration can be difficult due to the heterogeneity of the fracture networks in the field. In the typical analytical approach, a fracture network can be simplified to either a single discrete fracture model or a series of equally spaced parallel fractures model as shown in Figure 1.1 (a) and Figure 1.1 (b), respectively (Bödvarsson and Tsang, 1982; Yang et al., 1998). The differences between the two models are the boundary conditions in the x-direction. For example, the matrix extends from positive to negative infinity in the x-direction in the single fracture model whereas it is confined with no heat flow boundaries (adiabatic) in the parallel fractures model. Although different boundary conditions are applied, the governing heat transport processes in the fracture and the matrix are the same.
Figure 1.1: Typical analytical fracture-matrix model. (a) A single infinitely extended discrete fractured model. The confining matrix is impermeable and extends infinity in the lateral direction (Yang et al., 1998). (b) An infinite series of parallel fractures model (Bödvarsson and Tsang, 1982). The fracture spacing and fracture aperture are constant.
A fracture with substantial permeability provides preferential pathways for fluid flow (Oron and Berkowitz, 1998; Neuman, 2005; Novakowski et al., 2006). Groundwater flows in the fracture and results in advective transport of heat. In addition, the heterogeneity of the fluid velocity which occurs in the fracture plane will result in the dispersive transport of heat. This dispersion mechanism is well documented in the solute transport literatures and is influenced by the velocity distribution across the fracture aperture, roughness of the fracture surfaces, variation of the fracture apertures and preferential flow paths (Novakowski et al., 1985; Gelhar et al., 1992; Bodin et al., 2003; Zhou et al., 2007). Other than advective and dispersive transport, conductive transport in the flow direction is also considered as an important process that affects heat transport in the fracture (Yang et al., 1998; Li, 2014). In addition, as hot fluid flows in the fracture, it releases energy to the confining matrix where groundwater flow is absent. Heat transport in the porous matrix is governed by conduction, and the transport efficiency is dependent on heat capacity and density of the matrix, as well as the temperature gradient between across the fracture-matrix interface (Özisik, 1980). Transport is conduction dominated for thermal Peclet number less than one (Rau et al., 2012). Free convection in the porous matrix is often neglected due to the slow velocity comparing to the velocity in the fracture (Li, 2014).

The single fracture and the parallel fracture models have been presented in many forms to serve the needs of different geothermal applications (e.g. Gan and Elsworth, 2014; Wu et al., 2015). In these models, longitudinal dispersion and conduction have been commonly neglected, assuming that advective transport via groundwater flow and heat conduction
into the matrix are the dominant processes. The error introduced by this simplification has rarely been discussed in the past and more recent literature articles. Studies conducted in porous media however suggest conduction and dispersion have significant impacts on the distribution of the thermal plume (Metzger et al., 2004; Saar, 2011; Rau et al., 2012). Based on these studies, analytical models which neglect dispersion and conduction can significantly underestimate the distribution of the temperature profile and movement of the heat front. In addition, recent studies suggest conduction in the matrix should be considered as a two-dimensional process. Models which neglect longitudinal conduction in the matrix are shown to significantly overestimate the fracture temperature (Li, 2014; Ruiz Martínez et al., 2014). Therefore, the effects of dispersion and conduction need to be explored, with considering matrix conduction in both longitudinal and transverse directions under a range of flow conditions.

This thesis explores the effects of longitudinal conduction and dispersion in the fracture heat transport equation for large and small aperture cases. We assume thermal dispersivity is comparable to solute dispersivity and occurs through approximately the same physical processes (for example, due to aperture heterogeneity, closure, and fracture wall roughness). In Chapter 2, analytical and numerical solutions were used to estimate the percentage errors that resulted when longitudinal conduction and dispersion were neglected. Two source geometries were considered, one in which the source is located as a discrete point or plane in the fracture and the second in which the source is distributed across the fracture origin and the surrounding matrix. Chapter 3 summarizes the results and findings of this study.
1.2 Literature Cited


Chapter 2

THE TRANSPORT OF HEAT BY FLOWING GROUNDWATER IN A DISCRETE FRACTURE

2.1 Introduction

Heat transport via groundwater migration in fractured rocks is a fundamental component of the performance of geothermal systems and the application of thermal remediation methods for groundwater contamination (Bödvarsson and Tsang, 1982; Ferguson, 2007; Baston and Kueper, 2009). Our understanding of heat transport in these settings is however limited due to the heterogeneity of the fracture network in which the hydraulic conductivity and the fracture connectivity could vary by several orders of magnitude within the same site (Berkowitz, 2002). In recent years, several analytical and numerical solutions have been developed to investigate the advancement of a heat front and the evolution of a temperature distribution during fluid injection into a single discrete fracture. In these discrete fracture models, heat transport through the fracture and through the host rock are often considered separately using two coupled differential equations (e.g. Bödvarsson and Tsang, 1982; Sauty et al., 1982b; Yang et al., 1998; Cheng et al., 2001; Baston and Kueper, 2009; Ruiz Martínez et al., 2014)

In the rock matrix where fluid velocity is negligible, thermal conduction is the dominant transport process (Rau et al., 2012). For example, earth materials with permeabilities below $5 \times 10^{-17}$ m$^2$ result in heat-conduction-dominated systems (Saar, 2011). Thus, heat transport in low permeability host rocks like dolostone, limestone, and granite are
dominated by thermal conduction in the absence of fractures (Zhou et al., 2007; Ruiz Martínez et al., 2014; Guo, 2015).

For heat transport in a fracture, in addition to thermal conduction, heat is also transported through advection and dispersion via groundwater flow. A fracture with substantial permeability provides preferential paths for fluid flow (Oron and Berkowitz, 1998; Neuman, 2005; Novakowski et al., 2006). In addition, the heterogeneity of the fluid velocity which occurs in the fracture plane will result in the spatial spreading of the heat plume. This dispersion mechanism is well documented in the literature for solute transport, and it is influenced by the velocity distribution across the fracture aperture, roughness of the fracture surfaces, variation of the fracture apertures, and preferential flow paths (Novakowski et al., 1985; Gelhar et al., 1992; Bodin et al., 2003; Zhou et al., 2007).

Although dispersion and conduction are critical processes that may impact heat transfer in fractures, very few studies have included these two processes together when simulating heat transport in fractured rocks (e.g. Yoshida et al., 2002; Ferguson, 2007; Bagalkot and Kumar, 2014; Li, 2014). Studies conducted in porous media however suggest conduction and dispersion have significant impacts on the distribution of the thermal plume (e.g. Metzger et al., 2004; Saar, 2011; Rau et al., 2012). Ganguly and Kumar (2014) developed analytical solutions to model the temperature distribution in a confined geothermal aquifer five meter in thickness. This study shows that at injection rate of 0.3 m$^3$/s, the advancement of a temperature front is almost three times faster when longitudinal
conductive and dispersive transport in the geothermal aquifer are considered. In a study conducted by Molina-Giraldo et al. (2011) using analytical models, it was concluded that thermal dispersion has a large effect on the temperature plume distribution in highly permeable and homogeneous media (with Darcy velocities higher than $10^{-8}$ m/s). In field experiments conducted by Sauty et al. (1982) over travel distance of 13 m, longitudinal thermal dispersivity is estimated to be one meter for a range of injection rate between $7.0 \times 10^{-4}$ m$^3$/s (2.5 m$^3$/h) and $2.0 \times 10^{-3}$ m$^3$/s (7 m$^3$/h). It is also observed that thermal dispersivity was of the same order of magnitude as solute dispersivity obtained at the same site. This suggests thermal dispersion is as important as solute dispersion in porous media settings.

Longitudinal conduction and dispersion are often neglected from the fracture heat transport equation assuming advective transport via groundwater flow is predominant (e.g. Bödvarsson and Tsang, 1982; Lu and Xiang, 2012; Gan and Elsworth, 2014; Wu et al., 2015). There are only a few studies which discuss the error introduced by neglecting longitudinal conduction and dispersion (e.g. Cheng et al., 2001; Jung and Pruess, 2012; Li, 2014). In the numerical simulation conducted by Jung and Pruess (2012), neglecting conduction is shown to have minor effects on the temperature distribution. The simulation, however, was performed using a 50 m long single discrete fracture with an aperture of 20000 µm (2 cm) and flow velocity of $4.0 \times 10^{-4}$ m/s (35 m/day). Similarly, substituting the conductivity of water into the classical Taylor dispersion equation, Cheng et al. (2001) suggests eliminating longitudinal conduction and dispersion yields less than five percent error after 10 days of heat injection in a 1000 m long discrete...
fracture. The study was performed in a similarly large fracture with aperture 20000 µm (2 cm) and flow velocity of 1.0 x 10^{-2} m/s (864 m/day). The conclusion drawn from Cheng et al. (2001) is referenced by many studies which neglect longitudinal conduction and dispersion in the heat transport equations for the fracture (e.g. Yang and Yeh, 2009; Ghassemi and Zhou, 2011; Zeng et al., 2013; Wu et al., 2015). It is important to note that the flow conditions and fracture apertures that were considered in these studies range much more widely than what was considered in Cheng et al. (2001) and Jung and Pruess (2012). Specifically, the fracture aperture ranged widely between 50 µm and 5x10^5 µm, and the flow velocities varied from 0.007 m^3/s to 0.1 m^3/s in these studies. However, as reviewed above dispersion is a function of flow velocity and travel distance, therefore the conclusions drawn from Cheng et al. (2001) and Jung and Pruess (2012) may not be valid at all aperture and flow conditions. In addition, Taylor dispersion only describes local mixing across the fracture aperture but ignores field-scale mixing which could be orders of magnitude larger (Novakowski et al., 1985; Zhou et al., 2007).

Other than the insufficient consideration of flow conditions, the conclusions from Cheng et al. (2001) are also limited by the assumption made in the matrix equation where heat is restricted to conduction in the direction perpendicular (in the transverse direction) to the fracture. Recent studies suggest conduction in the matrix should be considered as a two-dimensional process. Models which neglect longitudinal conduction in the matrix are shown to significantly overestimate the heat transport in the fracture (Li, 2014; Ruiz Martínez et al., 2014). Therefore, the effects of dispersion and conduction in the fracture
require reevaluation in consideration of matrix conduction in both longitudinal and transverse directions under a range of flow conditions.

The objective of this study is to investigate the effects of longitudinal conduction and dispersion on heat transport in a discrete fracture embedded in a rock matrix of low permeability. This is conducted for two source conditions, one in which the source is located as a discrete point or plane in the fracture and the second in which the source is distributed across the fracture origin and the surrounding matrix. We assume the magnitude of thermal dispersivity is comparable to solute dispersivity. With this study, we show the potential error that accrues by neglecting longitudinal conduction and dispersion under naturally occurring hydraulic conditions (i.e. aperture and flow rate). In addition, we also demonstrate the effects of two dimensional matrix conduction in conjunction with dispersion and conduction in the fracture on two-dimensional conduction in heat transport in rock.

2.2 Theory

Both analytical and numerical models are used to explore heat transport in this study. The analytical solutions are developed by restricting conduction in the matrix to the direction perpendicular to the fracture. This is done because the derivation of an analytical model for the more general 2-D matrix conduction case is not easily tractable. Previous analytical derivations for this problem (Cheng et al., 2001; Baston and Kueper, 2009) have employed Green's functions and the Laplace Transform which lead to a
computationally demanding series solution with approximations for the inverse transform. In the present study, therefore we conduct the analysis in two steps whereby in the first step we look at the error induced by elimination of the dispersion term in the governing equation for the fracture ignoring the effect of 2-D conduction in the matrix, and in the second step we utilize a numerical model to address the same issue in the presence of 2-D matrix conduction.

To analytically model advective heat transport in a discrete fracture, three cases can be considered for the flowing fluid: (1) The general and most robust case with both conductive and dispersive heat transport in the fracture, (2) the non-dispersive (conductive) case with negligible dispersive transport in the fracture, and (3) the most widely used case with pure advection and negligible conductive and dispersive heat transport. To explore the effects of transverse dispersion in the fracture plane, the general case and the non-dispersive case are reevaluated using a two-dimensional analytical model. In the numerical section we consider two cases, with and without dispersion in the fracture. Heat is allowed to thermally conduct in both longitudinal and transverse directions in the matrix in the numerical model. The analytical model development, numerical model discretization, and the input parameters for both are described below.

### 2.2.1 Analytical Model

One-dimensional and two-dimensional analytical models are developed to explore heat transport in a single discrete fracture and fracture plane. In the following we explain the
conceptual models and their corresponding governing equations. The initial and boundary
conditions and assumptions are also presented.

One-Dimensional Model

The governing equation which describes heat transport in the fracture is given by (Yang
et al., 1998):

\[
\frac{\partial T}{\partial t} + v \frac{\partial T}{\partial z} - \frac{\lambda_z}{c_w \rho_w} \frac{\partial^2 T}{\partial z^2} - \frac{2\lambda_m}{c_w \rho_w 2b} \frac{\partial T'}{\partial x} \bigg|_{x=b} = 0
\]  

(1)

where \( T \) is the temperature of the fracture fluid, \( T' \) is the temperature in the surrounding
rock matrix; \( v \) is the uniform flow velocity of fracture fluid, \( c_w \) is the specific heat of the
fracture fluid, \( \rho_w \) is the density of fracture fluid, \( t \) is the elapsed time, \( 2b \) is the fracture
aperture, \( x \) represents the transverse direction, \( z \) represents the longitudinal direction, \( \lambda_m \) is
the thermal conductivity of the matrix, and \( \lambda_z \) is the effective thermal conductivity of the
fracture fluid in the longitudinal direction. The parameter \( \lambda_z \) includes the effects of
thermal conduction through the fracture fluid as well as dispersion which occurs due to
heterogeneity of the aperture in the fracture plane. In analogy to the hydrodynamic
dispersion coefficient from solute transport, de Marsily (1986) proposed a similar
expression for heat transport:
\[ \lambda_z = \lambda_w + \alpha \rho_w c_w |v| \]  

(2)

where \( \lambda_w \) denotes the thermal conductivity of water and \( \alpha \) represents the longitudinal thermal dispersivity (Bodin et al., 2003; Zhou et al., 2007). The thermal dispersion term is in a linear function of flow velocity.

For typical and more traditional studies, equation [1] is coupled with a one-dimensional equation which describes conductive heat transport in the matrix perpendicular to the orientation of the fracture (e.g. Gringarten et al., 1975; Bödvarsson and Tsang, 1982; Yang et al., 1998; Jung and Pruess, 2012; Gan and Elsworth, 2014):

\[ \frac{\partial T'}{\partial t} - \frac{\lambda_m}{c_m \rho_m} \frac{\partial^2 T'}{\partial x^2} = 0 \]  

(3)

where \( c_m \) and \( \rho_m \) are the specific heat and density of the rock matrix, respectively.

In the 1-D conductive analytical equation, dispersive transport in the fracture is neglected. The effective thermal conductivity, \( \lambda \), is reduced to the thermal conductivity of water:

\[ \lambda_z = \lambda_w \]  

(4)

In order to compare to the other solutions, Yang et al. (1998) solution is provided here:
\[
\bar{T} = \frac{T_0}{s} \exp(\gamma z) \exp\left\{ -\gamma z [1 + \beta^2 (s + s^{1/2}/A)]^{1/2}\right\}
\]  

(5)

where \( s \) is the Laplace parameter. \( \bar{T} \) is the fracture temperature in the Laplace domain. \( A \), \( \gamma \) and \( \beta \) are defined as:

\[
A = \frac{b c_w \rho_w}{(\lambda_m c_m \rho_m)^{1/2}}
\]  

(6)

\[
\gamma = \frac{v}{2\eta}
\]  

(7)

\[
\beta^2 = \frac{4\eta}{v^2}
\]  

(8)

and:

\[
\eta = \frac{\lambda_z}{c_w \rho_w}
\]  

(9)

For a detailed procedure of the derivation of equation [5], please refer to Yang et al. (1998).

**Two-Dimensional model**

The conceptual model for two-dimensional heat transport in a fracture is shown in Figure 1. For the fracture equation, we consider advective, conduction and dispersive transport of heat in the \( z \) direction within the fracture plane. In this case the lateral spreading of heat in the \( y \) direction is also considered in the fracture equation. The same
matrix equation is used as in the 1-D solution expressed by equation [3] where transport of heat is dominated by conduction along the vertical x-axis.

In the literature at present, none of the existing two dimensional analytical models have considered lateral transport of heat within the fracture plane. The two-dimensional heat transport equation used in this study is modified from the solute transport equation developed by West et al. (2004), given that the mathematical expression for heat transport is similar to solute transport in discrete fracture studies.

The equation governing heat transport in the fracture is given by:

\[
\frac{\partial T}{\partial t} + v \frac{\partial T}{\partial z} - \frac{\lambda_z}{c_w \rho_w} \frac{\partial^2 T}{\partial z^2} - \frac{\lambda_y}{c_w \rho_w} \frac{\partial^2 T}{\partial y^2} - \frac{\lambda_m}{c_w \rho_w b} \frac{\partial T'}{\partial x} \bigg|_{x=b} = 0
\]  

(10)

where the first term at the left hand side represents heat storage, the second term represents the advective transport of heat in the z direction, the third term represents the
conductive and dispersive transport of heat in the $z$ direction, the forth term represents transverse conduction and dispersion in the $y$-$z$ plane, and the fifth term represents heat lost into the matrix through conduction.

The initial and boundary conditions for equation [10] are given as:

\begin{align*}
T(x, y, z, 0) &= 0 \\ (11) \\
T(x, y, \infty, 0) &= 0 \\ (12) \\
T(x, y, 0, t) &= T_0 \delta(y - y^{'}) \\ (13) \\
\frac{\partial T}{\partial y}(x, 0, z, t) &= 0 \\ (14) \\
\frac{\partial T}{\partial y}(x, H, z, t) &= 0 \\ (15)
\end{align*}

In contrast to the 1-D general equation (equation [1]) the two-dimensional general equation (equation [10]) introduces an additional transport mechanism in the $y$ direction within the fracture plane. This allows heat to migrate laterally within the fracture plane under the influence of transverse conduction and dispersion.

### 2.2.2 Analytical Solutions

There are three cases considered for the 1-D model and two cases for the two-dimensional model. For the 1-D solutions, we will first present the solution for the general case, followed by the non-dispersive (conductive) case with thermal dispersivity
(α) equals to zero, and finally, we develop the solution for the advection only case by neglecting effective thermal conductivity (λz). These three solutions are compared to study the effects of conduction and dispersion, and the procedure is explained in the method section below.

For the 2-D problem, solutions are developed for the general and the conductive cases. The two-dimensional conductive solution is compared to the two-dimensional general solution to explore the effects of dispersion in a fracture plane. All the solutions are solved in the Laplace space and then numerically inverted using the MATLAB routine programmed by Hollenbeck (1998) based on the de Hoog et al. (1982) algorithm. This inversion routine has been tested and verified against other inversion methods (i.e. the Stehfest, the Zakian, the Honig-Hirdes, and the Talbot methods) by Wang and Zhan (2015) and has been applied to accurately solve groundwater flow and transport problems (i.e. Bader and Kooi, 2005; Audouin and Bodin, 2008).

**One-Dimensional Model**

The general solution for equation [1]-[3] is given in equation [5]. The conductive solution shares the same form as the general solution but with the effective thermal conductivity equals to the conductivity of water, equation [4]. For the advection only solution, we neglect both conduction and dispersion in the fracture transport equation, thus the governing equation is reduced to a first-order partial differential equation:
\[
\frac{\partial T}{\partial t} + v \frac{\partial T}{\partial x} - \frac{2\lambda_m}{c_w \rho_w 2b} \frac{\partial T'}{\partial z} \bigg|_{x=b} = 0
\]  

Equation [16] cannot be solved by simply removing the conduction term from the 1-D general solution, equation [5], as mathematic error occurs when assigning zero value to the conductivity of water $\lambda_w$. Therefore, a full solution is derived by applying the same initial and boundary conditions as used in Yang et al (1998). The solution in the Laplace domain is expressed as:

\[
\frac{\mathcal{T}}{s} = \frac{T_0}{s} \exp \left\{-\frac{z}{v} \left[ s + \frac{s^{1/2}}{A} \right] \right\}
\]

where $s$ is the Laplace variable and $A$ is defined in equation [6].

**Two-Dimensional Model**

The two-dimensional fracture equation [10] is first solved in Laplace and Fourier spaces and subsequently inverted using an inverse finite cosine Fourier transform, integrated with respect to source geometry, and finally numerically inverted using the routine by Hollenbeck (1998). Two cases are considered for the flowing fluid; the general case with conductive and dispersive heat transport in the $y$ and $z$ directions in the fracture plane, and a case with negligible dispersion. For both cases, a heat source having a width of $2B$ is located in the fracture plane.
The two-dimensional general solution in Laplace space that describes transient temperature change in the fracture is given as:

\[
\bar{T}(x, y, z, s) = \frac{2BT_0}{Hs} \exp \left( \frac{\nu z}{2\eta} \right) \exp \left[ -z \frac{\nu^2}{4\eta^2} + \frac{1}{\eta} \left( s + \frac{s^{1/2}}{A} \right) \right] + \frac{2T_0}{s} \exp \left( \frac{\nu z}{2\eta} \right) \sum_{n=1}^{\infty} \frac{1}{n\pi} \cos \left( \frac{n\pi y}{H} \right) \left\{ \sin \left[ \frac{n\pi(D_1 + 2B)}{H} \right] - \sin \left( \frac{n\pi D_1}{H} \right) \right\} 
\times \exp \left\{ -z \frac{\nu^2}{4\eta^2} + \frac{\lambda_y n^2 \pi^2}{\lambda_z H^2} + \frac{1}{\eta} \left( s + \frac{s^{1/2}}{A} \right) \right\}
\]

(18)

where \( s \) is the Laplace variable, \( A \) is defined in equation [6], and \( \eta \) is defined in equation [9].

Thermal dispersion and conduction in the longitudinal direction \( \lambda_z \) is given in equation [2] and the transverse direction \( \lambda_y \) is given by:

\[
\lambda_y = \lambda_w + \alpha_y \rho_w c_w |v|
\]

(19)

Verification of the 2-D general solution, equation [18], was performed by comparison with the 1-D general solution, equation [5] with equation [2]. In the verification, \( \lambda_y \) is set to a negligible value which forces the two-dimensional transport in the fracture plane to a 1-D problem. Then temperature along the fracture is simulated at fracture aperture,
2b= 1000 µm, and flow velocity of 11.6 x 10^{-4} m/s (100 m/day). The maximum temperature difference between the two solutions was calculated to be no more than 5.0 x 10^{-15} oC. Similar differences were observed between the two solutions at different apertures and velocities.

Similarly, the two-dimensional conductive solution which neglects dispersive transport in both the longitudinal and transverse directions in the fracture plane is given as:

\[
\bar{T}(x, y, z, s) = \frac{2BT_0}{Hs} \exp\left(\frac{vz}{2\eta}\right) \exp\left[-z \sqrt{\frac{\nu^2}{4\eta^2} + \frac{1}{\eta} \left(\frac{s + s^{1/2}}{A}\right)}\right]
\]

\[+ \frac{2T_0}{s} \exp\left(\frac{vz}{2\eta}\right) \sum_{n=1}^{\infty} \frac{1}{n\pi} \cos\left(\frac{n\pi y}{H}\right) \left\{ \sin\left(\frac{n\pi(D_1 + 2B)}{H}\right) - \sin\left(\frac{n\pi D_1}{H}\right) \right\} \]

\[\times \exp\left[-z \sqrt{\frac{\nu^2}{4\eta^2} + \frac{n^2\pi^2}{H^2} + \frac{1}{\eta} \left(\frac{s + s^{1/2}}{A}\right)}\right] \quad (20)
\]

Assuming dispersive transport in the fracture is negligible, thus \(\eta\) simplifies to the thermal diffusivity of water which is given as:

\[
\eta = \frac{\lambda_w}{c_w \rho_w} \quad (21)
\]
A detailed derivation of this solution follows the solution method for solute transport published by West et al. (2004). Similar derivation method is used in the unpublished work by André and Sudicky (1991).

Verification of the two-dimensional conductive solution, equation [20], was performed in a similar manner to the verification of the 1-D general solution. The two-dimensional conductive solution is compared with the 1-D advection only solution, equation [17]. In the verification, the conductivity of water $\lambda_w$ is set to a negligible value which forces the two-dimensional solution become one-dimensional. The maximum temperature difference between the two solutions is calculated to be $4 \times 10^{-13}$ °C at a fracture aperture of 1000 µm and flow velocity of $11.6 \times 10^{-4}$ m/s (100 m/day). Again similar agreement was observed between the two solutions at different aperture and velocities.

### 2.2.3 Numerical Model

To study the effects of longitudinal matrix conduction on the significance of dispersion in the fracture, we use a numerical model, HydroGeoSphere (HGS), a three-dimensional control-volume finite element package which is capable of simulating coupled hydrological and thermodynamic transport processes in both fractured and porous environments (Therrien et al., 2010). HydroGeoSphere has recently been used to simulate the performance of enhanced geothermal systems and ground heat exchangers (Doe et al., 2014; Raymond and Therrien, 2014; Simms et al., 2014).
Figure 2 shows a schematic diagram of the two-dimensional grid that was implemented in HydroGeoSphere. A single discrete fracture is located at the center of the domain along the z-axis. Two types of heat sources with constant temperature of 10 °C are considered in the numerical model. This includes a point source located in the fracture and a line source which varies from 0.1 m to 6.0 m in length along the x-axis. This line source represents a heating element which could be a wellbore or a repository in a natural setting. A type I hydraulic boundary condition (e.g. constant pressure at any time step) is used at the top and bottom of the model. This creates an upward flow in the fracture. No flow boundary conditions are used at the left and right sides. A value of $1.0 \times 10^{-40}$ m/s for the hydraulic conductivity was used for the rock matrix to eliminate flow in this part of the system. The model is initialized with a uniform temperature of 0 °C. Adiabatic boundary conditions are used on all four sides. Temperature at the elements near the top, left and right boundaries were continuously monitored for all the simulations to avoid reflection boundary effects. The maximum change in temperature at the boundary elements was observed to be no more than $1.0\times10^{-3}$ °C.

Different discretization and domain sizes are defined at two aperture scenarios. For the large aperture scenario, the model has a dimension of 30 m by 30 m in the x and z directions. The discretization in the z direction starts at 0.01 m at the bottom elements and gradually increases to 0.1 m near the top. The horizontal refinement starts at 0.01 m in the vicinity of the fracture and gradually increases to 0.2 m in both directions. For the small aperture scenario where the thermal front is expected to propagate slower, a smaller domain was used. The domain has a width of 16 m and a length of 10 m. The grid shown
in Figure 2 is provided for illustration and is courser by a factor of approximately 10 than the actual grids that were used in the simulations. The discretization starts at 0.001 m and gradually increases to 0.08 m in the $z$ direction and starts at 0.001 m adjacent to the fracture and increases to 0.08 m at the lateral boundaries. The extremely fine discretization in the $z$ direction ensures the model accuracy to at least the second significant figure, as shown below.

Verification of the numerical model was done by comparison with the one-dimensional general solution using an aperture of 300 µm, a flow velocity of $5.0 \times 10^{-3}$ m/s (432 m/day) and an injection temperature of 10 °C. An unrealistically high flow velocity was selected to minimize the effects of matrix conduction. In the advection dominant region (i.e. the fracture), the temperature estimated by both solutions agrees to two decimal places indicating the accuracy of the numerical model. In order to control the error propagated by time stepping in the simulations, the maximum allowed absolute change in nodal temperature is set as 0.5 °C during any time step.
Figure 2: Grid for the two-dimensional numerical model with a discrete fracture. For the large aperture case, the model dimension is set to 30 m by 30 m. For the small aperture case, the dimension is set to 16 m by 10 m in the x-and z-directions, respectively. The grid is shown for illustration. The actual grid is much finer (starting from 0.001 m in the vicinity of the fracture and gradually increasing to 0.1 m in the x-direction).
2.3 Method

The first step in the modeling is to illustrate the importance of 3-D heat conduction in the matrix. This is done using a comparison between 1-D analytical solution for conduction in the plane of the fracture and 1-D conduction in the matrix (equation [5] with equation [4]) to the numerical model for the same conditions except 2-D conduction in the matrix is accommodated. Secondly, we show the results from the 1-D analytical solutions where we compare the advection-only solution (equation [17]) with the 1-D conduction solution (equation [5] with equation [4]) to study the effects of longitudinal thermal conduction in the fracture. The effects of longitudinal dispersion were examined by comparison between the 1-D conductive solution (equation [4]) with the 1-D general solution (equation [2]) using equation [5]. Thirdly, we present the results from the two-dimensional model, where the effect of both longitudinal and transverse dispersion is evaluated by comparison between equation [18] and equation [20]. Finally, we present the results from the numerical analysis in which we consider 2-D conduction in in the matrix and longitudinal conduction and dispersion in the fracture.

This section also summarizes the hydraulic and thermal transport parameters that were used in the modeling. Two groups of thermal dispersivity values are selected based on the physical scales of the problems. The methods that were used to analyze the differences between solutions are also explained.
2.3.1 Input Parameters

Table 1 summarizes the eight thermal transport parameters used for the modeling. In the 1-D and 2-D analytical models, fluid with a constant temperature of 1 °C is injected into the fracture. A higher injection temperature of 10 °C is set in the numerical model. The higher injection temperature reduces the numerical instability and thus increases the model accuracy. The temperature is 0 °C everywhere in the system prior to the heated fluid injection. The matrix is assumed to have the property of shale with heat conductivity of 2.0 W/m °C, specific heat of 800 J/kg °C, and a density of 2650 kg/m³ (Côté et al., 2012). Thermal parameters are assumed to remain constant through the analyses as the injection temperature is only 1-10 °C higher than the initial temperature in the domain. This simplification can be justified by the sensitivity analysis performed by Baston and Kueper (2009) in which it was concluded that the variations in thermal properties play a minor role in simulating heat transport in fracture systems.
Table 1: Thermal transport properties and initial conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection temperature</td>
<td>°C</td>
<td>1.0-15.0</td>
</tr>
<tr>
<td>Initial temperature</td>
<td>°C</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Matrix Properties**

<table>
<thead>
<tr>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity</td>
<td>(W/m°C)</td>
<td>2.0</td>
</tr>
<tr>
<td>Specific heat</td>
<td>(J/kg °C)</td>
<td>800</td>
</tr>
<tr>
<td>Density</td>
<td>(kg/m³)</td>
<td>2650</td>
</tr>
</tbody>
</table>

**Fluid (water) Properties**

<table>
<thead>
<tr>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity</td>
<td>(W/m°C)</td>
<td>0.5</td>
</tr>
<tr>
<td>Specific heat</td>
<td>(J/kg °C)</td>
<td>4174</td>
</tr>
<tr>
<td>Density</td>
<td>(kg/m³)</td>
<td>1000</td>
</tr>
</tbody>
</table>

Two cases are selected to illustrate the effects of longitudinal conduction and dispersion.

The large aperture case consists of $2b = 1000$ µm and the flow velocity ranges between $2.3 \times 10^{-5}$ m/s (2 m/day) and $4.6 \times 10^{-4}$ m/s (40 m/day). The small aperture case consists of $2b = 100$ µm and the flow velocity ranges between $5.8 \times 10^{-6}$ m/s (0.5 m/day) and $1.2 \times 10^{-4}$ m/s (10 m/day). These ranges of aperture and flow velocity parameters are selected based on field measurements performed in naturally occurring single fractures and thus should be representative of the range of these parameters in a natural setting (Tang et al., 1981; West et al., 2004; Novakowski et al., 2006; Zhou et al., 2007; Bagalkot and Kumar, 2014).

To the best of the author’s knowledge, in the literature at present there are no laboratory or field scale experiments which have been performed to measure thermal dispersivity ($\alpha$)
in single fracture settings. In this study, we assume $\alpha$ is comparable to solute dispersivity and occurs through approximately the same physical processes (for example, due to aperture heterogeneity, closure, and fracture wall roughness). Based on tracer experiments conducted in discrete fractures under natural groundwater flow conditions, it is observed that dispersivity increases as a function of the fracture length (Guimera and Carrera, 2000). As the field scale increases from 3.0 m to 45 m in published reviews and field studies, longitudinal dispersivity increases from 0.1 m to 10 m and the transverse dispersivity is assumed to approximate 10 percent of the corresponding longitudinal dispersivity (Gelhar et al., 1992; Lapcevic et al., 1999; Bodin et al., 2003). In this study, we set the dispersivity values according to the length of fractures. In the one-dimensional analytical analyses, a fracture with a length of 3.0 m is simulated for 150 days. Considering the short length of the fracture, longitudinal dispersivity is set to 0.1 m. Similarly in the two-dimensional analyses with analytical solution, the dispersivities are set to $\alpha_z = 0.1$ m and $\alpha_y = 0.01$. Finally for the numerical solution, a 15 m long discrete fracture is simulated for 250 days. Considering the length of the fracture, longitudinal dispersivity is assumed to equal 1.0 m.

### 2.3.2 Heat Front and Error

The heat front location ($Z_f$) is calculated to make comparison between the previously described solutions. The position of heat front is defined as the distance along the fracture centerline at which the temperature equals 0.01 °C at any given time. The value of 0.01 °C was selected as the definition of the heat front because the measurement of very low
temperature changes is now possible with high resolution thermistors (typical accuracy of ±0.002 °C). For the estimation of hydraulic properties between boreholes using heat transport (eg. Klepikova et al., 2014), analysis of very small temperature changes will be necessary. The heat front calculated from the numerical modelling is defined at a higher temperature of 1 °C. This is because the injection temperature is 9 °C higher than used in the analytical models. It was also observed that the numerical results became unstable for a heat front value below 1 °C. Unreasonably fine discretization and a substantial increase in the number of time steps would be required to bring down the heat front estimate to anything near that possible with the analytical models. This is a significant limitation to the use of numerical models for the analysis of heat transport in fractured media.

Comparisons between solutions are performed based on the computed error which estimates the differences between the approximated heat front and true heat front. The error is expressed as:

$$ Error (\%) = \left( \frac{Z_f^t - Z_f^a}{Z_f^t} \right) \times 100 $$  \hspace{1cm} (22)

in which \( Z_f^t \) represents the position of the true heat front, and \( Z_f^a \) represents the approximate heat front. For example, Figure 3 depicts the temperature along the fracture at 5 days given by the 1-D general solution and the 1-D conductive solution. In order to quantify the discrepancies between the two solutions, percentage error can be calculated
using equation (22), in which the true value corresponds to the dispersive front, and the approximate value corresponds to the conductive front.

Figure 3: Temperature along the fracture at 5 days given by the 1-D general solution (red) and the 1-D conductive solution (blue), at aperture= 500 µm, flow velocity= 5 m/day and an injection temperature of 1 °C.
2.4 Results and Discussion

The previously described analytical and numerical models were used to explore the effects of longitudinal conduction and dispersion using the fracture heat transport equation. The percentage error which occurs by neglecting conduction and dispersion is discussed for a large and small aperture cases.

2.4.1 Effects of Matrix Conduction

As aforementioned, the analytical solutions that were used in this study neglect longitudinal conduction in the matrix. This simplification may cause deviation between the analytical results and the most accurate and representative values (e.g. the numerical results in which both transverse and longitudinal conduction are considered). In order to demonstrate the effects of longitudinal conduction in the matrix, the 1-D conductive solution is compared with the numerical solution. Figure 4 shows the 1 °C temperature contours that were obtained using the 1-D conductive solution and the numerical solution at 50 and 150 days. A vertical fracture with an aperture of 1000 µm is located at X=15 m. Water flows into the fracture with an initial temperature of 15 °C and a constant flow rate of 50 m/day. Figure 4 shows that the conductive solution significantly underestimates the lengths of the plumes in the z-direction and overestimates the widths of plumes in the x-direction. This observation agrees with previous studies which have recently suggested that longitudinal conduction in the matrix enhances heat propagation in the longitudinal direction (Li, 2014; Ruiz Martínez et al., 2014).
Although heat transport in the fracture is the focus of this study, longitudinal conduction in the matrix is an important process to consider as suggested by the results shown in Figure 4. It is possible that longitudinal conduction in the matrix will either enhance or diminish the effects of longitudinal heat dispersion in the fracture. To study the effects of longitudinal conduction in the matrix on the conduction and dispersion in the fracture, comparison between the numerical results and the analytical results were performed as described in Section 2.4.3.
Figure 4: Comparison between the conductive solution (red) versus the numerical solution (blue) for a 1 °C temperature contour in the domain, aperture, $2b = 1000 \mu$m, flow velocity, $v = 50$ m/day and injection temperature 15 °C.

2.4.2 Significance of Longitudinal Conduction in the Fracture

To assess the discrepancies between the conductive and the advective-only solution, the percentage heat front differences are plotted in Figure 5. A large error would suggest that the effects of longitudinal conduction in the fracture are significant and therefore should
not be neglected from the heat transport equation. A large aperture, $2b=1000 \ \mu\text{m}$, and a small aperture, $2b=100 \ \mu\text{m}$, are selected and discussed below.

Figure 5 (a) shows the error of neglecting longitudinal conduction at an aperture of 100 μm. As the flow velocity decreases from 4 m/day to 0.5 m/day, the error increases to almost 100%. This substantial amount of error indicates that the system is conduction dominant; therefore, longitudinal conduction should be considered in the fracture heat transport equation in this case.

Comparing Figure 5(a) with Figure 5(b), the error is higher for the small aperture case. For example, at aperture $2b=100 \ \mu\text{m}$ and flow velocity $v = 2 \ \text{m/day}$, neglecting thermal conduction yields error from 70% to 85%. For the large aperture case, same flow velocity yields error from 20% to 65%. Comparison between the large and small aperture cases suggests that, given the same flow velocity, thermal conduction is more significant in small aperture settings.
Figure 5: Error in heat front position due to neglecting longitudinal thermal conduction in 1-D heat transport in a fracture. (a) Small Aperture $2b=100\ \mu m$, (b) Large Aperture $2b=1000\ \mu m$. 

(a) large aperture $2b=1000\ \mu m$

(b) small aperture $2b=100\ \mu m$
2.4.3 Significance of Longitudinal Dispersion in the Fracture

In this section we discuss the percentage error due to neglecting dispersive transport in the fracture heat transport equation. The previously described 1-D analytical solution, 2-D analytical solution and numerical solution are used to simulate heat transport in the fracture. The effects of longitudinal conduction in the matrix are also discussed.

One-Dimensional Heat Transport in the Fracture

To assess the influences of longitudinal dispersion, a series of analyses have been performed in comparing the 1-D general solution (considering both dispersion and conduction in the fracture) with the 1-D conductive solution (neglecting dispersion in the fracture). The magnitude of the longitudinal thermal dispersion coefficient \( \alpha \) is assumed to be comparable to the solute dispersion coefficient, and a value of 0.1 m is used throughout the 1-D analyses.

Figure 6 (a) and Figure 6 (b) show the errors due to neglecting longitudinal dispersion for large and small aperture cases, respectively. In general, the errors start high and decrease over time. Comparing Figure 6 (a) and Figure 6 (b), the errors are higher at the small aperture case where they are greater than 60% at 150 days. We also calculated energy balances by integrating the thermal energy that was stored in the fracture, and the results were similar to the heat front analyses. The significant amount of error indicates that dispersion in the fracture is important and should be included in the heat transport...
equation for the fracture. Neglecting dispersion would underestimate the location of the heat front by at least 20% and leads to significant error in the energy balance.

Figure 6: Error in heat front position due to neglecting dispersion in 1-D heat transport in a fracture. (a) Large Aperture $2b=1000$ $\mu$m, (b) Small Aperture $2b=100$. Thermal dispersivity ($\alpha$) equals to 0.1 m.
Two-Dimensional Heat Transport in the Fracture

A 2-D parallel plate model is used to study the effects of longitudinal and transverse dispersion in the fracture plane. Although these effects may be swamped by 2-D conduction in the matrix particularly at smaller aperture, and low velocity, it is significantly easier to explore transverse dispersion using an analytical model with 1-D matrix conduction. Therefore, in this case we chose to explore the effects of dispersion using analytical solution which considers 2-D transport in the fracture plane and 1-D conduction in the matrix.

To demonstrate the effects of transverse dispersion, the 2-D dispersion solution, equation [18], is compared with the 2-D conduction solution, equation [20], both of which were derived for the plane of the fracture. For the 2-D dispersion solution, we consider dispersion and conduction in both longitudinal and transverse directions within the fracture plane. Longitudinal and transverse dispersivity values are set as \( \alpha_z = 0.1 \text{ m} \) and \( \alpha_y = 0.01 \text{ m} \) respectively. In contrast, the 2-D conduction solution neglects dispersive transport in both directions. The 2-D conduction solution can be seen as a special case of the 2-D dispersion solution by setting the dispersivity values to zero (\( \alpha_z = 0 \text{ m} \) \( \alpha_y = 0 \text{ m} \)). The locations of the heat front were calculated and compared between the two solutions.

Figure 7 shows the 0.01°C temperature contours in the fracture plane (Y-Z Plane). The heat fronts are located along the center line of the fracture plane where \( Y = 0 \text{ m} \). At day 5, the dispersive front is ahead of the conductive front. This indicates that the conductive solution, equation [20], underestimates the movement of the heat front at
early time (less than five days). However, the dispersive front slows down and meets the conductive front at day 40. At day 1000, the transverse dispersion significantly retards the front movement which results in an oblong-shaped plume. Comparing the conductive plume to the dispersive plume at 1000 days, the conductive solution overestimates the length and underestimates the width of the plume.

Figure 7: The 0.01 °C temperature contour obtained from the 2-D dispersive solution, equation [18], and the 2-D conductive solution, equation [20], in the plane of the fracture. The flow velocity equals 40 m/day, and fracture aperture equals 1000 µm.
Figure 8 shows the error due to neglecting dispersion at a velocity \( v = 40 \text{ m/day} \) and an aperture \( 2b = 1000 \text{ \( \mu \)m} \) with dispersivity values of \( \alpha_z = 0.1 \text{ m} \) and \( \alpha_y = 0.01 \text{ m} \). At early time (less than 40 days), neglecting dispersion in the fracture plane yields positive error up to 40%. The sign of the error switches from positive to negative after 40 days. This change is due to the movement of the dispersive front which is significantly retarded by dispersion in the lateral direction (along the Y axis). Thus for this case, dispersion is a critical phenomenal that governs heat transport in the fracture plane. The conductive solution which neglects dispersion underestimates the heat front location at early time (less than 40 days) and overestimates the heat front location after 40 days.

Figure 8: Error in the heat front position due to neglecting thermal dispersion in 2-D heat transport in the plane of the fracture. Longitudinal dispersivity \( \alpha_z = 0.1 \text{ m} \), transverse dispersivity \( \alpha_y = 0.01 \text{ m} \), \( 2b = 1000 \text{ \( \mu \)m} \), and \( v = 40 \text{m/day} \).
Figure 9 shows the error due to neglecting dispersion at velocity $v = 1 \text{ m/day}$ and aperture $2b=100 \mu\text{m}$ with dispersivity values of $\alpha_z = 0.1 \text{ m}$ and $\alpha_y = 0.01 \text{ m}$. At small aperture and low flow rate, the conductive solution underestimates the location of heat front. However, these results are likely to be more strongly influenced by 2-D conduction in the matrix than those at larger aperture and higher velocity. This is explored more thoroughly in the following section.

![Figure 9: Error in the heat front position due to neglecting thermal dispersion in 2-D heat transport in the plane of the fracture. Longitudinal dispersivity $\alpha_z = 0.1 \text{ m}$, transverse dispersivity $\alpha_y = 0.01 \text{ m}$, $2b=100 \mu\text{m}$, and $v=1 \text{ m/day}$.]
Effect of Longitudinal Conduction in the Matrix on Heat Transport in the Fracture

Figure 10 shows the 1 °C temperature contour in the numerical model domain at 250 days. The red line and the black line represent simulations with and without thermal dispersion in the fracture correspondingly. A discrete fracture with an aperture of 1000 μm is located at 15 m on the x-axis. Water flows in the fracture at a constant velocity of 50 m/day with an initial temperature of 10 °C. A point source and a 6-m line source are considered in the simulations. For the point heat source, the differences between the dispersive contour (red) and the conductive contour (black) are very evident for these conditions. The conductive simulation which neglects dispersion in the fracture underestimates the area of the thermal plume in both longitudinal and transverse directions. For the 6-m line source, the discrepancies between the dispersive and conductive solutions are observed in the vicinity of the fracture.
Figure 10: The 1 °C temperature contour at 250 days obtained from the numerical model (HGS). The fracture is oriented vertically and is located x=15 m. Heat conduction is two-dimensional in the matrix. The red line and the black line represent simulations that were conducted with and without dispersion, respectively. The flow velocity equals 50 m/day, fracture aperture equals 1000 μm, and thermal dispersivity equals 1.0 m.

Figure 11 shows the temperature contours for the small aperture case at 200 days. The red line represents the dispersive contour and the black line represents the conductive contour. In this case, a discrete fracture with an aperture of 100 μm is located at 8 m on the x-axis. The flow in the fracture is constant at 10 m/day. The shapes of the contour are distinct, uniform semicircles indicating the system is completely dominated by matrix conduction. For the point source, the area of the conductive thermal plume (black) is much smaller than the area of the dispersive plume (red). In this case, neglecting dispersion in the fracture would underestimate the area of the heat plume. In contrast, dispersion is less important when the width of the line source increases to as little as 0.1-m. At the 0.1-m
source case, neglecting dispersion in the fracture causes relatively insignificant error in the temperature contour.

Figure 11: The 1 °C temperature contour at 200 days obtained from the numerical model (HGS). The fracture is oriented vertically and is located x=8 m. Heat conduction is two-dimensional in the matrix. The red line and the black line represent simulations that were conducted with and without dispersion, respectively. The flow velocity equals 10 m/day, fracture aperture equals 100 μm, and thermal dispersivity equals 1.0 m.

Figure 12 shows the percentage error due to neglecting longitudinal dispersion in the fracture. The hydraulic settings are the same as used in Figure 10 in which the flow velocity is constant at 50 m/day and the fracture aperture is 1000 µm. Figure 12 shows that neglecting dispersion yields the most significant error at early time (less than one day). At the beginning of hot water injection, heat transport in the system is dominated by the transport processes (e.g. advection and dispersion) in the fracture, therefore neglecting dispersion yields large error. After 100 days of hot water injection, the system
becomes matrix conduction dominant and the transport processes in the fracture are less significant, therefore the error of neglecting longitudinal dispersion decreases to below 30%. The error for the 6-m heat source is lower than the point heat source at all times. This indicates that longitudinal dispersion in the fracture becomes less significant as the width of the heat source increases.

Figure 12: Error of the heat front position due to neglecting thermal dispersion in the fracture using the numerical model (HGS). At a flow velocity of 50 m/day, an aperture of 1000 μm and thermal dispersivity ($\alpha$) of 1.0 m.

Figure 13 shows the percentage error due to neglecting dispersion in the fracture at flow velocity of 10 m/day and aperture of 100 μm. The conditions for these simulations are described above. The error for the 0.1-m line source is much less than the error for the point source. Neglecting dispersion causes 20% error at 0.01 day, and this error quickly
reduces to a negligible value (below 5%) after one day. At such small aperture values, conduction from the line source is the dominant transport process, therefore dispersive transport can be neglected from the fracture transport equation in this case. The percentage error data fluctuates over the range between 0.1 day and 1 day. This is due to the discretization of the model. The fluctuation has been reduced to the minimum possible by increasing the simulation time steps and refining the discretization.

Figure 13: Error of the heat front position due to neglecting thermal dispersion in the fracture using the numerical model (HGS), at a flow velocity of 10 m/day, an aperture of 100 μm and thermal dispersivity (α) of 1.0 m.
Figure 14 shows the comparison between the 1-D analytical solution and the numerical solution at an aperture of 100 μm and flow velocity of 10 m/day. For the true heat fronts, a thermal dispersivity value of 0.1 m is used in the analytical model, and a thermal dispersivity of 1.0 m is used in the numerical simulation. The percentage error for the numerical solution is about 30% less than the percentage error for the 1-D analytical results. Although a larger dispersivity is used, the effects of longitudinal dispersion are less significant in the numerical model. This suggests that the effects of longitudinal dispersion are overestimated using the 1-D analytical solutions. The reason for this overestimation is simply due to the lack of conduction in the matrix in the longitudinal direction, whereas heat can conduct in both the longitudinal and transverse directions in the numerical model. The effects of longitudinal conduction in the matrix are illustrated in Figure 4 where the location of the heat front in the fracture is significantly underestimated using the analytical solution. Comparison between the numerical and analytical solutions suggests that matrix conduction should always be considered in both directions. By including longitudinal conduction in the matrix heat transport equation, the effects of dispersion in the fracture are diminished but not eliminated. This observation agrees with the previous studies which have recently suggested that longitudinal conduction in the matrix enhances heat propagation in the longitudinal direction (Li, 2014; Ruiz Martínez et al., 2014).
Figure 14: Comparison between the 1-D analytical solution and the numerical solution where the thermal dispersion is neglected for both solution methods. The error is calculated at a flow velocity of 10 m/day and an aperture of 100 μm, where the true heat front is calculated in the presence of thermal dispersivity. The value of thermal dispersivity ($\alpha$) equals to 0.1 m in the general solution, and it equals to 1.0 m in the numerical solution for the true heat front. The discrepancies between the results are mainly due to longitudinal conduction in the matrix.

2.5 Conclusions

1-D and 2-D analytical solutions as well as numerical solutions were developed to quantify the effects of longitudinal dispersion and conduction in the fracture heat
transport equation. We assume thermal dispersion occurs through approximately the same physical processes as solute dispersion. The analytical solutions restrict matrix conduction in the direction perpendicular to the fracture, whereas the numerical solution considers it in both longitudinal and transverse directions. A large and a small fracture aperture are selected to study the percentage error that results from neglecting these processes. Several conclusions can be drawn from this study:

1. Longitudinal thermal conduction and dispersion in the fracture are critical processes that affect heat propagation in fractured rock environment, especially at small apertures, high flow rate and the beginning of hot water injection.

2. Transverse thermal dispersion in the fracture plane is observed to be an important transport process leading to retardation of the migrating heat front particularly after 40 days of hot water injection.

3. The width of the heat source is an important parameter that significantly influences the heat transport in the system. More specifically, the effects of thermal dispersion in the fracture are observed to decrease when the width of the heat source expands.

4. Longitudinal conduction in the matrix is clearly the most important process that determines temperature distribution in the system for most conditions. The longitudinal conduction in the matrix decreases the effects of dispersion in the fracture.
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Chapter 3
Conclusions and Recommendations

The objective of this study was to examine the effects of longitudinal conduction and
dispersion for heat transport in a discrete fracture embedded in a rock matrix of low
permeability. To achieve this objective, 1-D and 2-D analytical solutions as well as
numerical analysis were developed to explore heat transport in fractured rock
environments with and without dispersion and conduction. This was carried out for two
source conditions, the first in which the source is located as a discrete point or plane in
the fracture and the second in which the source is distributed across the fracture origin
and the surrounding matrix. Several conclusions can be drawn from this study:

1. Longitudinal thermal conduction and dispersion in the fracture are critical
   processes that affect heat propagation in fractured rock environments, especially
   at small apertures, high flow rate and the beginning of hot water injection.

2. Transverse dispersion in the fracture plane is also an important transport process.
   Solutions which neglect dispersion in the transverse direction underestimate the
   location of heat fronts in the first five days and overestimate after 40 days of hot
   water injection.

3. The width of the heat source is an important parameter that determines heat
   transport in the system. The effects of dispersion can be decreased by expanding
   the width of the heat sources.

4. Longitudinal conduction in the matrix is an important process that determines
   temperature distribution in the system and decreases the effects of dispersion in
   the fracture.
Through this fundamental study, areas requiring further research became apparent. While numerous analytical and numerical models have been developed to study the transport of heat in fractured rock environments, more laboratory-scale and field-scale experiments are required to verify these models. For example, measurement of the thermal dispersivity value in a single fracture would help us to better understand thermal dispersion and how it differs from solute dispersion.

This study further supports the suggestion that conduction in the matrix is an important process that determines the temperature distribution in a fractured porous medium, especially at time-to-equilibrium. Future research will focus on the processes and parameters that could affect heat transport in the matrix. For example, the heterogeneity of the matrix conductivity of the host rock could have impacts on the temperature distribution in a geothermal reservoir.

In this study, 2-D dispersive transport in the fracture and 2-D conductive transport in the matrix were separately studied, using a 2-D analytical model and a numerical model, respectively. There is clearly a need to develop an analytical model that incorporates 2-D transport processes in both the fracture and the matrix. This model could be used to study more extensively the effects on dispersive transport in the fracture plane due to 2-D conduction in the matrix.

Through the analyses using the numerical model, the heat front location is defined as the location in the fracture at where temperature equals to 1 °C. For future study, it is
recommended to define the front at a lower temperature (e.g. 0.01 °C). A lower definition of the front temperature is important for measuring the thermal dispersivity. This is a practical problem that presently limits our ability to analyze the detection of heat breakthrough through fractures between wells.
Appendix A 2-D Analytical Solution Development

The one dimensional differential transport equation for the porous matrix can be written as:

\[ \frac{\partial T'}{\partial t} - \frac{\lambda_m}{c_m \rho_m} \frac{\partial^2 T'}{\partial x^2} = 0 \]  

(A1)

The boundary conditions and initial conditions for eq. (A1) are

\[ T'(x, y, z, 0) = 0 \]  

(A2)

\[ T'(b, y, z, t) = T(b, y, z, t) \]  

(A3)

\[ T'(\infty, y, z, t) = 0 \]  

(A3)

From Yang et al. (1998), the solution to eq. (A1) in Laplace space is given as:

\[ \bar{T}' = \bar{T} \exp\left[ -\left( \frac{c_m \rho_m}{\lambda_m} \frac{s}{2} \right) (x - b) \right] \]  

(A4)

The gradient of \( \bar{T}' \) at the interface \( x=b \) is:

\[ \left. \frac{dT'}{dt} \right|_{x=b} = -\bar{T} \left( \frac{c_m \rho_m}{\lambda_m} s \right)^{\frac{1}{2}} \]  

(A5)

The 2-D differential equation for the fracture can be written as:

\[ \frac{\partial T}{\partial t} + v \frac{\partial T}{\partial z} - \frac{\lambda_m}{c_w \rho_w} \frac{\partial^2 T}{\partial z^2} - \frac{\lambda_m}{c_w \rho_w} \frac{\partial^2 T}{\partial x^2} - \frac{\lambda_m}{c_w \rho_w b} \frac{\partial T'}{\partial x} = 0 \]  

(A6)
The boundary conditions and initial conditions for eq. (A6) are

\[ T(x, y, z, 0) = 0 \]  \hspace{1cm} (A7)

\[ T(x, y, \infty, t) = 0 \]  \hspace{1cm} (A8)

\[ T(x, y, 0, t) = T_0 \delta(y - y') \]  \hspace{1cm} (A9)

\[ \frac{\partial T}{\partial y}(x, 0, z, t) = 0 \]  \hspace{1cm} (A10)

\[ \frac{\partial T}{\partial y}(x, H, z, t) = 0 \]  \hspace{1cm} (A11)

The Laplace transform is applied to eq. (A6) followed by substitution of eq. (A5) to yield:

\[ \frac{\partial^2 \bar{T}}{\partial z^2} + \frac{\partial^2 \bar{T}}{\partial y^2} - \frac{V}{\eta} \frac{\partial \bar{T}}{\partial z} - \frac{1}{\eta} \left( s + \frac{S^2}{A} \right) \bar{T} = 0 \]  \hspace{1cm} (A12)

Applying the finite cosine Fourier transform to eq. (A12) and rearranging gives:

\[ \frac{d^2 \hat{T}}{dz^2} - \frac{V}{\eta} \frac{d \hat{T}}{dz} - \frac{n^2 \pi^2}{H^2} + \frac{1}{\eta} \left( s + \frac{s^2}{A} \right) \hat{T} = 0 \]  \hspace{1cm} (A13)

Eq. (10) is a second-order ordinary differential equation which has a solution of the form

\[ \hat{T}(x, n, z, p) = A \exp(r_{(+)z}) + B \exp(r_{(-)z}) \]  \hspace{1cm} (A14)

where A and B are undetermined constant, and r is given as:

\[ r = \frac{v}{2\eta} \sqrt[1/2]{\frac{v^2}{4\eta^2} + \frac{n^2 \pi^2}{H^2} + \frac{1}{\eta} \left( s + \frac{s^2}{A} \right)} \]  \hspace{1cm} (A15)
Applying transformed boundary condition eq. (A8), the first term in eq. (A14) must vanish. Then, substituting transformed eq. (A9), we found:

\[ B = \frac{T_0}{s} \cos \left( \frac{n\pi y'}{H} \right) \quad (A16) \]

Then the solution of eq.(10) in Fourier and Laplace space is:

\[ \hat{T}(x, n, z, p) = \frac{T_0}{s} \cos \left( \frac{n\pi y'}{H} \right) \exp \left( \frac{vz}{2\eta} \right) \]

\[ \times \exp \left\{ -z \left[ \frac{v^2}{4\eta^2} + \frac{n^2\pi^2}{H^2} + \frac{1}{\eta} \left( s + \frac{s_2^2}{A} \right) \right]^{1/2} \right\} \quad (A17) \]

Applying the inverse finite cosine Fourier transform to eq. (A17) yields:

\[ \bar{T}(x, y, z, s) \]

\[ = \frac{T_0}{Hs} \exp \left( \frac{vz}{2\eta} \right) \times \exp \left\{ -z \left[ \frac{v^2}{4\eta^2} + \frac{1}{\eta} \left( s + \frac{s_2^2}{A} \right) \right]^{1/2} \right\} \]

\[ + \frac{2}{H} \sum_{n=1}^{\infty} \frac{T_0}{s} \cos \left( \frac{n\pi y'}{H} \right) \exp \left( \frac{vz}{2\eta} \right) \times \exp \left\{ -z \left[ \frac{v^2}{4\eta^2} + \frac{n^2\pi^2}{H^2} + \frac{1}{\eta} \left( s + \frac{s_2^2}{A} \right) \right]^{1/2} \right\} \]

\[ \times \cos \left( \frac{n\pi y'}{H} \right) \quad (A18) \]
To obtain the line source, integral operation is required over the length of the heat source.

$$
\bar{T}(x, y, z, s) = \int_{D_1}^{D_1+2B} \bar{T}(x, y, z, s) \, dy'
$$  \hfill (A19)

Integrating eq. (A18) with respect to the source geometry gives the final solution:

$$
\bar{T}(x, y, z, s) = \frac{2BT_0}{Hs} \exp \left( \frac{vz}{2\eta} \right) \times \exp \left\{ -z \left[ \frac{v^2}{4\eta^2} + \frac{1}{\eta} \left( s + \frac{s^2}{A} \right) \right]^{1/2} \right\} + \frac{2T_0}{s} \exp \left( \frac{vz}{2\eta} \right)
$$

$$
\times \sum_{n=1}^{\infty} \frac{1}{n\pi} \cos \left( \frac{n\pi y}{H} \right) \times \left[ \sin \frac{n\pi(D_1 + 2B)}{H} - \sin \frac{n\pi D_1}{H} \right]
$$

$$
\times \exp \left\{ -z \left[ \frac{v^2}{4\eta^2} + \frac{n^2\pi^2}{H^2} + \frac{1}{\eta} \left( s + \frac{s^2}{A} \right) \right]^{1/2} \right\} \quad \hfill (A19)
$$
Figure A. 1 Comparison between the temperature breakthrough results from the analytical solution and HGS. At aperture, \(2b=300\) um, and flow velocity \(0.05\) m/s, the two solutions show strong agreement (note that the two curves overlap each other). This indicates the effects of longitudinal matrix conduction are insignificant at the extreme flow condition.
Figure A. 2 Comparison between the temperature breakthrough results from the analytical solution and HGS. At aperture, 2b= 300 um, and flow velocity 0.0005 m/s, temperature differences are observed between the analytical solution and HGS due to the inclusion of 2-D conduction in the matrix in the numerical model.
Figure A. 3 The mesh in the numerical model is refined to study the effects of discretization. At a finer mesh, discrepancies between the analytical and numerical models are still observed. This indicates the differences between the two solutions are not influenced by the discretization.
Figure A. 4 Comparison between longitudinal conduction in the fracture (red) versus pure advection (blue) for a 0.01 °C temperature contour in the domain, aperture, 2b = 200 µm and flow velocity, v = 2 m/day. The heat penetration in the matrix is one magnitude deeper than the fracture. This suggests that the analytical solutions underestimate the temperature in the fracture. The underestimation of the heat front in the fracture is due to the simplification made in the matrix equation which restricts conduction in the horizontal direction.
Appendix C Sample HydroGeoSphere Input Code

Grok File
numerical solution for heat transport in a single fracture
point source, 2b=1000um, v=50m/day, dispersivity=1m
end title

!_______________________ grid definition
generate blocks interactive
grade x
15.0 0.0 0.01 1.1 0.2
grade x
15.0 30.0 0.01 1.1 0.2
grade y
0.0 2.0 1.0 1.0 1.0
grade z
0.0 20.0 0.01 1.1 0.05
grade z
20.0 30.0 0.05 1.1 0.1
end
end

!_______________________ porous media properties
use zone type
porous media
properties file
meyer.mprops
clear chosen zones
choose zones all
read properties
porous medium

!_______________________ heat transfer parameters
do heat transfer
thermal conductivity of bulk
2.0
specific heat capacity of solid
800
solid density
2650

specific heat capacity of water
4174
thermal conductivity of water
0.5
mechanical heat dispersion
end heat transfer
fluid density
  997.0d0
fluid viscosity
  1.3d-3
solute
  name
temperature
temperature species
end solute

!_______________________ solver parameters
units: kilogram-metre-second
echo to output

!----------------------- Timestep controls

initial time
  50.0d0
initial timestep
  1000.0d0
concentration control
  0.5d0

output times
  2592000.0d0
  8640000.0d0
  17280000.0d0
  25920000.0d0
end

!_______________________ initial conditions for flow
clear chosen nodes
choose nodes all
initial head
  0.0000001d0

!_______________________ boundary conditions for flow

left boundary
  clear chosen nodes
  choose nodes z plane
  0.0
  0.001
  specified head
  1.0
  0.0 0.0276d0
!right boundary
clear chosen nodes
choose nodes z plane
30.0
0.001
specified head
1
0.0 0.00001d0

!_______________________ initial conditions for heat transfer
clear chosen nodes
choose nodes all
initial concentration
0

!_______________________ boundary conditions for heat transfer

!lower boundary
clear chosen nodes
choose nodes block
15.0d0 15.0d0
0.0d0 2.0d0
0.0d0 0.0d0
specified concentration
1 ! number of time panels
0.0 1.0d20 10.0 ! time on. time off. species 1. 2. 3 concentration

!_______________________ fracture media properties

use zone type
fracture
properties file
meyer.fprops
clear chosen faces
choose faces x plane
15.0d0
1.0d-9
new zone
1
clear chosen zones
choose zone number
1
read properties
fracture1

!_______________________ geometry output
make observation point
obs_f
15.0 1.0 1.0
make observation point
obs_f2
15.0 1.0 2.0
make observation point
obs_f3
15.0 1.0 3.0
make observation point
obs_bc
0.1 1.0 0.1
make observation well
obs_well_fracture
15.0 0.0 0.0
15.0 0.0 14.0

Fprops File

fracture1
aperture
1000.0d-6
longitudinal dispersivity
1.0

transverse dispersivity
4.0d0
end

Mprops File

!----------------------------------------------------------
porous medium

k isotropic
1.e-50

porosity
0.002

longitudinal dispersivity
1d-3

transverse dispersivity

68
vertical transverse dispersivity
1d-3

tortuosities
1.0

end material
!------------------------------------------
Appendix D Sample Matlab Code for Analytical Solutions

1-D General Solution

function [x,Tf ] = Yangetal( v,b,t,z )
k_m= 2;  %thermal conductivity of matrix
k_w= 0.5; %thermal conductivity of water
c_m= 800; % Heat capacity of matrix
p_m=2650; % density of matrix
p_w=1000; %density of water
c_w=4174; %specific heat of water
%s_v=0.005; %flowrate
%s_b= 0.0005; %half of the fracture aperture
A=b*c_w*p_w/sqrt(k_m * c_m * p_m);
X = k_w/(c_w*p_w); %Variable X
beta = 4*X/v^2; %Variable Beta Square
y=v/(2*X); %Variable y
T_o=10; %Initial Temperature
a_lpha=0; % default for largest pole for function
tol=1e-9;

for i = 1:length(z)
    T(i)=invlap('yangfracture',t,alpha,tol,y,z(i),beta,A,To );
end

x=linspace(b,10,10);
clearvars i

for i=1:length(z)
    for j = 1:length(x) %horizontal
        Tp(i,j)=To .* invlap('yangmatrix',t,alpha,tol,c_m,p_m,k_m,b,x(j),y,z(i),beta,A );
    end
end

T_f= horzcat(T,Tp); %combine fracture and matrix together
x = horzcat(0,x);
end

function [ F ] = yangfracture( s,y,z,beta,A,To )
F = To./s.*exp(z*y-z*y.*sqrt(1+ beta.*(s + s.^0.5./A)));
end

function [ Fp ] = yangmatrix( s,cm,pm,km,b,x,y,z,beta,A )
Fp = 1./s.*exp(z*y-z*y.*sqrt(1+ beta.*(s + s.^0.5./A))...-
-sqrt( cm * pm .* s./km ) .* (x-b));
end

2-D General Solution

function [ GT ] = TWODFracGeneral( velocity,Aperture,z,y,t,n,H,B)
v=velocity/86400; %m/s
b= Aperture*1e-6; %half of the aperture m
alpha=0; % default for largest pole for function
tol=1e-9;
Tsum2=invlap('SummationTerm',t,alpha,tol,y,z,B,v,n,H,b)
Tf=invlap('TWODFirstTerm',t,alpha,tol,H,z,B,v,b);
GT=Tf+Tsum2;
end

function [ Ts ] = SummationTerm( s,y,z,B,v,m,H,b)
km= 2;  %thermal conductivity of matrix
cm= 800; % Heat capacity of matrix
pm=2650; % density of matrix
pw=1000; %density of water
cw=4174; %specific heat of water
kz= 0.5+0.1*v*pw*cw; %effective thermal conductivity in the flow direction
ky = 0.5 + 0.01*v*pw*cw; % transverse effective thermal conductivity
A = b*cw*pw/sqrt(km * cm * pm);
X = kz/cw*pw; %Variable X
D1 = H/2-B;
To = 1;
p = s;
T = zeros(1, length(m));
Ts = zeros(length(p), 1);
for i = 1:length(p)
    s = p(i);
    for j = 1:length(m)
        n = m(j);
        T(j) = 2*To ./ s .* ... 
             1/(n*pi)*cos(n*pi*y/H)*... 
             (sin(n*pi*(D1+2*B)/H)-sin(n*pi*D1/H)).*... 
             exp(v*z/(2*X)+z*sqrt(v^2/(4*X^2)+ky/kz*n^2*pi^2/H^2 +1/X.*(s+s.^0.5./A)));
    end
    Ts(i,:) = sum(T);
end
end

function [ F ] = TWODFirstTerm( s, H, z, B, v, b )
km = 2; %thermal conductivity of matrix
cm = 800; % Heat capacity of matrix
pm = 2650; % density of matrix
pw = 1000; % density of water
cw = 4174; % specific heat of water
kz = 0.5 + 2*v*pw*cw; % effective thermal conductivity in the flow direction
ky = 0.5 + 0.2*v*pw*cw; % transverse effective thermal conductivity
A = b*cw*pw/sqrt(km * cm * pm);
X = kz/cw*pw; %Variable X
D1 = H/2-B;
To = 1;
F = 2*B*To ./ H.*s.*...
\[ \exp \left( v^2 \left( 2X - z \right) \sqrt{v^2/(4X^2) + 1/X \cdot (s + \sqrt{s}/A)} \right) \]

2-D Conductive Solution

function \[ GT \] = TWODFracNodis( velocity,Aperture,z,y,t,n,H,B)
\[ v = \text{velocity}/86400; \text{ m/s} \]
\[ b = \text{Aperture} \cdot 1e-6; \text{ half of the aperture m} \]
\[ \text{alpha}=0; \text{ default for largest pole for function} \]
\[ \text{tol}=1e-9; \]
\[ \text{Tsum2} = \text{inlap}('\text{NodisSummationTerm}',t,\text{alpha},\text{tol},\text{y},\text{z},\text{B},\text{v},\text{n},\text{H},\text{b}); \]
\[ \text{Tf} = \text{inlap}('\text{NodisFirstTerm}',t,\text{alpha},\text{tol},\text{H},\text{z},\text{B},\text{v},\text{b}); \]
\[ \text{GT} = \text{Tf} + \text{Tsum2}; \]
end

function \[ F \] = NodisFirstTerm( s,H,z,B,v,b )
\[ \text{km}=2; \text{ thermal conductivity of matrix} \]
\[ \text{kw}=0.5; \text{ effective thermal conductivity in the flow direction} \]
\[ \text{cm}=800; \text{ Heat capacity of matrix} \]
\[ \text{pm}=2650; \text{ density of matrix} \]
\[ \text{pw}=1000; \text{ density of water} \]
\[ \text{cw}=4174; \text{ specific heat of water} \]
\[ A = b \cdot \text{cw} \cdot \text{pw} / \sqrt{\text{km} \cdot \text{cm} \cdot \text{pm}}; \]
\[ X = \text{kw} / (\text{cw} \cdot \text{pw}); \text{ Variable X} \]
\[ D1=H/2-B; \]
\[ \text{To}=1; \]
\[ \text{F} = 2 \cdot \text{B} \cdot \text{To} / \text{H} \cdot s \cdot \ldots \]
\[ \exp \left( v^2 \left( 2X - z \right) \sqrt{v^2/(4X^2) + 1/X \cdot (s + \sqrt{s}/A)} \right) \]
end

function \[ Ts \] = NodisSummationTerm( s,y,z,B,v,m,H,b)
\[ \text{km}=2; \text{ thermal conductivity of matrix} \]
\[ \text{kw}=0.5; \text{ effective thermal conductivity in the flow direction} \]
cm= 800; % Heat capacity of matrix
pm=2650; % density of matrix
pw=1000; % density of water
cw=4174; % specific heat of water
A=b*cw*pw/sqrt(km * cm * pm);
X = kw/(cw*pw); % Variable X
D1=H/2-B;
To=1;
p=s;
T=zeros(1,length(m));
Ts=zeros(length(p),1);
for i=1:length(p)
    s=p(i);
    for j=1:length(m)
        n=m(j);
        T(j)=  2*To./s.*...
             1/(n*pi)*cos(n*pi*y/H)*...
             (sin(n*pi*(D1+2*B)/H)-sin(n*pi*D1/H)).*...
             exp(v*z/(2*X-z*sqrt(v^2/(4*X^2)+n^2*pi^2/H^2 +1/X.*(s+s.^0.5./A))));
    end
    Ts(i,:)=sum(T);
end
Appendix D Governing Equations for Heat Transport from HydroGeoSphere User Manual

\[
[(\partial \rho_b c_b T)/\partial t] = -\nabla [q \rho_w c_w T - (k_b + c_b \rho_b D) \nabla T] \pm Q_T + \Omega_o
\]

\[
D_{yy} = \alpha_{th}(q_x^2)/|q| + \alpha_l(q_y^2)/|q| + \alpha_{tv}(q_z^2)/|q| + D^* \]