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Abstract

Information-centric Networks (ICNs) offer a promising paradigm for the future Internet to cope with an ever increasing growth in data and shifts in access models. Different architectures of ICNs, including Named Data Networks (NDNs) are designed around content distribution, where data is the core entity in the network instead of hosts. Given the amount of forecast traffic by mobile users, supporting mobility in NDNs to maintain seamless operation is one of the main challenges yet to be resolved. Accordingly, attempts at handling mobility in NDNs in the literature are mostly studied under simplistic or special cases, and relied on content retransmission as a fallback. This is in addition to the lack of benchmarking tools to analyze and compare such schemes.

In this thesis, we investigate how predicting the future state of the network can enable seamless support of mobility in NDN. We propose a set of proactive benchmark solutions which exploit location and data traffic prediction to deliver the content of mobile users (both Consumers and Producers) under application delay constraints. Particularly, the network detects roaming users and caches their prospective content ahead of handover events while considering the maximum tolerable delay and network overheads. Unlike existing literature that focused solely on Consumer mobility, we also handle Producer mobility that impacts the content availability and Quality of
Service (QoS). Furthermore, we introduce a practical mobility management scheme that is resilient to prediction uncertainties using stochastic optimization. A guided heuristic search algorithm is also developed to provide real-time near-optimal caching decisions instead of commercial solvers that suffer from poor scalability.

All benchmark and heuristic schemes proposed in this thesis are evaluated using a comprehensive assessment framework, which is also used to assess the state-of-the-art NDN mobility support. Simulation results show that our proposed solutions maintain user’s QoS during mobility events. We believe that such results drive incentives for deploying proactive mobility management in future NDN.
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Chapter 1

Introduction

1.1 Motivation

The evolution of social networking, mobile applications and media streaming caused a shift in how the Internet operates. With an expanding use of the Internet, Cisco’s Visual Networking Index (VNI) [25] projects a threefold increase in global traffic—to reach 132.8 Exabytes per month—by 2021, compared to 2016. While the Internet was built on a host-to-host model, current usage trends are exhausting network resources in maintaining scalable operation. Consistent attempts at patching up Internet operation to cater for increasing content are bound to fail under the projected increases in data traffic [102]. This includes attempts at supporting Content Distribution Networks (CDNs) and Peer-to-peer (P2P) overlays on the IP network.

Recently, research efforts were directed at developing a paradigm for the future Internet based on content rather than hosts. A promising paradigm, namely Information-Centric Network (ICN) [18], was presented to address growing challenges with content oriented communication. While considering the strengths and weaknesses of the current Internet design, ICNs are being developed in concerted efforts,
and several potential architectures have been proposed. The commonality between all ICN designs is that content is identified by unique names and can be cached anywhere in the network. While most of the attention has been directed at addressing challenges such as: routing, naming, and caching, other important challenges remain seldom tackled [96].

A core property of any future Internet architecture is supporting mobility as a networking primitive. This is exacerbated with a projected increase in mobile entities amounting to over 50% of all devices and connections by 2021 [26]. Supporting seamless operation where traffic receivers, Consumers, and content providers, Producers, can move in the network without service interruptions is core to ICNs. This challenge is gaining attention as researchers are attempting to incorporate mobility support in ICN architectures. In the current Internet, the challenge of delivering traffic from or to mobile devices is in how to find the moving hosts in the network. Whereas in ICNs, the challenge is in how to find and track the data [103].

Named Data Networking (NDN) is one of the pioneering ICN architectures, that was proposed by PARC [103]. NDN is assumed to support mobility intrinsically by retransmissions. However, this has shown to be impractical and sub-optimal due to the excess delay and wasted network bandwidth. While recent research efforts have addressed mobility challenges in ICNs generally, and NDNs specifically, there remain significant challenges in analyzing the impact of these solutions on the resulting Quality of Service (QoS) and latency measures.

In this thesis, we investigate how predictions can be used to provide proactive mobility solutions for ICNs. By knowing when users move to another network and what data is requested, proactive decisions can be taken to cache the future content to
avoid delays and retransmissions. For instance, if a user is broadcasting a live stream on YouTube while roaming between networks, part of the content can be cached in the network before moving such that users watching that broadcast do not notice the downtime.

In essence, the motivations behind this research are:

1. The potential of NDN to incrementally replace the current Internet design.

2. The projected growth of mobile traffic generated/requested by devices roaming in the network.

3. The practicality of predicting users’ locations and possible network handovers given accurate positioning using navigation-enabled devices.

4. The availability of data predictors that can estimate data requests using history information.

1.2 Research Statement and Thesis Contributions

In this thesis, we investigate the problem of mobility in NDN. Mainly, we try to answer the following research questions:

1. What is the effect of mobility on the performance of NDN?

2. Does proactively caching data using predictions improve the performance of mobility management scheme?

3. How resilient are proactive mobility schemes to prediction errors?
4. Can we devise a robust proactive mobility scheme to handle erroneous prediction?

First, we study the impact of mobility on NDNs and assess the performance of current proposals of mobility support. This is achieved by developing a comprehensive assessment framework. Second, we propose optimal solutions to be used as benchmarks for both Consumer and Producer mobility problems using perfect knowledge of the future. Third, sensitivity analysis is done to evaluate the resilience of the proactive schemes by introducing typical errors to predicted locations and data requests. Finally, a robust real-time solution is proposed to support mobility.

The contributions of this thesis are summarized as follows:

1. A comprehensive modular assessment framework is developed within Network Simulator 3 (ns-3) [75] to evaluate the performance of existing and proposed mobility management schemes under various network topologies. Heterogeneous mobility, access and traffic profiles of Producers and Consumers are adopted in the evaluation; to be released for NDN research. Such a framework allows detailed analysis of proposed mobility management schemes in NDN, with insights on design factors that yield to seamless mobility. This addresses the first research question.

2. We propose an optimal proactive caching benchmark for the Consumer mobility problem, named $\text{OpCCMob}$. First, we formulate the problem as content placement based on the forecast Consumers’ locations. Then, an optimal solution is obtained using Gurobi optimization solver [47]. Moreover, we unleash the performance gains due to predictions compared to popular state-of-the-art mobility management schemes. The Consumer mobility part of research questions
3. We propose a proactive caching optimization framework that exploits users’ positions and traffic prediction to support seamless Producer mobility in NDN with minimal overhead required. We design an optimal benchmark, $OpProMob$, that can be used as a baseline for other mobility schemes. Furthermore, we propose a polynomial time algorithm, $DCacheMob$, that provides a decentralized near-optimal solution in real-time by greedily finding the optimal placement of each predicted interest in network caches. The Producer mobility part of research questions 2 and 3 is tackled here.

4. All the aforementioned optimal schemes are evaluated under accurate prediction of future information, which may not be feasible in practice. Hence, we present a robust proactive cache optimization framework for Producer mobility with delay-sensitive applications. First, we propose an optimal benchmark, $RCacheMob-Op$, that is resilient to prediction errors by using Chance Constraint Programming (CCP). Second, a practical real-time algorithm, $RCacheMob-RT$ is developed to provide near-optimal solutions to the proactive caching problem at hand. This addresses the last research question.

1.3 Thesis Outline

In this chapter we have stated the research problem, highlighted the motivations and discussed our major contributions. The remainder of this thesis is organized in six chapters as follows.

Chapter 2 gives an overview on ICNs and the problem of mobility. Then, a survey of research efforts targeting mobility support in NDN is presented.
Chapter 3 presents the proposed assessment framework, which is used to evaluate mobility solutions in NDN. The experimental design, performance metrics and factors used in later chapters are then discussed.

In Chapter 4, we propose an optimal benchmark solution to handle Consumer mobility in NDN. Assuming perfect knowledge of the future, the problem is formulated as an Integer Linear programming model which can be solved by commercial solvers to measure the gap of performance in any Consumer mobility scheme.

Chapters 5 and 6 tackle the Producer mobility problem. First, in Chapter 5, we design a benchmark that finds the optimal placement of content with limited overhead. Then, we develop a decentralized heuristic scheme that can find a low complexity near-optimal solution in real-time.

In Chapter 6, we provide an optimal scheme that solves Producer mobility for delay-sensitive applications. Then, a robust benchmark scheme is proposed which uses stochastic optimization to find the optimal content placement without violating the application delay requirement. Finally, we present a robust real-time heuristic that finds a near-optimal solution at polynomial complexity.

Chapter 7 presents a summary of this research, concluding remarks and possible future directions.
Chapter 2

Background and Overview

This chapter is divided into two parts. The first part motivates the need for ICNs in general, and provides a brief background on the different proposals for the future Internet.

The second part is devoted to mobility support in ICNs. The problem of users mobility and its impact on network performance is explained in details. This is followed by reviewing and analyzing proposed solutions in the literature.

2.1 The Current Internet Usage

The amount of information transferred over the Internet is increasing every day. A recent study from Cisco [27] shows that in 2016, the amount of global IP traffic was 1.2 Zettabyte$^1$. Moreover, Cisco has predicted, in [25], that the amount of traffic will increase threefold by 2021, forming a 100-fold increase from 2005 to 2021.

We think that the reasons behind this tremendous amount of data are:

1. *The evolution of users:*

---

$^1$1 Zettabyte = 1 billion Terabytes
The number of Internet users is increasing every year. Originally, the Internet’s users were mainly academics, researchers and organizations’ employees. But as of today, 47% of the world population (3.4 billion users) are connected to the Internet\(^2\) [52].

2. *The evolution of devices:*

It is predicted that in 2021, the number of devices connected to the Internet will be nearly three times the global population. Moreover, there will be on average 3.5 devices per person in 2021 compared to 2.3 devices in 2016. Quantity of devices is not the only game-changer, the technology is evolving as well. In the early days of the Internet, devices were mostly servers and mainframes. Later, the Personal Computers and then Laptops were introduced, allowing regular users to connect to the Internet from anywhere. The evolution then witnessed connecting powerful cell phones to the Internet which created the booming smart phone market. Currently, new concepts are being commercially introduced and used by many users, such as the wearable devices and Internet-connected vehicles.

3. *The evolution of content:*

The type of content in the Internet has been changing, since the start of the Web, due to new technologies being created and used in different applications of the Internet. The Web, for example, started with texts in web pages, but now full high definition movies can be streamed to regular users\(^3\). Not only the

\(^2\)81% of developed world’s population are connected to the Internet, whereas just 40% the developing world’s are using the Internet

\(^3\)78% of the world’s mobile data traffic will be video by 2021 [26]
type is changing, but also the quality. With all the new technologies in photos and movies, content size is increasing exponentially.

Web 2.0 is another example which is a collection of technologies used to add dynamicity to the earlier static web sites [46]. Moreover, the use of Web 2.0 has allowed users to share and collaborate content on the World Wide Web (e.g., social networks, blogs, wikis, etc.) which is another huge source of content that is being produced every second [71,72,85,86]. There is also the data produced and consumed by machines (Machine-to-Machine communications) which is an extra load on the network and should be handled efficiently.

2.2 The Current Internet Design

The communication model of the current Internet was created in the 1960s. The core model, influenced by the telephone system, is based on host-to-host communications which has not changed since then [53]. However, the current usage of the Internet is changing. In particular, current applications of the Internet are content-based, where the main concern for users is the content not the host providing the content. Running throughput hungry and delay sensitive content-based applications on a host-based network needs extra features that are not supported by the current core architecture. Consequently, patching up the Internet with overlay protocols such as CDN and P2P is the current solution to cope with the high demand.

CDNs solves the problem of availability of content in the Web. It aims to increase the performance of content delivery by bringing it closer to the users [76, 89]. In particular, CDN replicates the content on different sites, called surrogates, which are installed in independent networks. A request for a certain content is then redirected
2.3. THE FUTURE INTERNET

By considering the strengths and weaknesses of the current Internet, a new content-based design is being investigated. In particular, the future Internet must take into consideration the change in users’ perspective and focus on data, the “what”, rather than hosts, the “where”. Specifically, the new communication model should be a content-based which considers data as the main block. Any new proposal for the future Internet must provide the following features [30,53]:

1. Efficient content distribution:
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The new network model must adapt content distribution methods in its core (i.e., without patching).

2. Location independent naming:

Addressing hosts should not be a problem to higher levels. It should avoid content to hosts coupling, since this complicates the design and operation of upper layers.

3. Availability:

Fast and reliable data access.

4. Content security:

Provide authenticated and encrypted content by applying security on the content, not the path that may include untrusted elements.

5. Mobility:

The new paradigm has to handle the movements of mobile users. Moreover, it should not restrict content mobility (i.e., movement of content providers).

6. Incremental roll out:

Moving towards new communication model has to be seamless (i.e., minimum effect on users and implementation cost), thus an incremental approach should be taken [40].

The new paradigm of ICN considers these features as core design requirements to build a content based network. There are several promising proposals for an ICN design:
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1. Named Data Networking (NDN) [53].

2. Data-Oriented Network architecture (DONA) [58].

3. Network of Information (NetInf) [30].

4. Publish-subscribe Internet Routing Paradigm (PSIRP) [61].

5. Translating Relaying Internet Architecture integrating Active Directories (TRIAD) [24].

6. 4WARD [74].

7. Scalable and Adaptive Internet Solutions (SAIL) [41].

8. Content mediator architecture for content-aware networks (COMET) [43].

9. MultiCache [55].

The proposed architectures have similarities and differences which are introduced in Section 2.4 and the first 4 architectures are briefly explained.

2.4 Information-Centric Networking

2.4.1 Basic Design and Common Characteristics

The ICN paradigm proposes a new communication model with new characteristics which are explained here.
Content naming

Packets are content carriers in the Internet, they travel the network to transport data between two hosts identified by IPs only. Moreover, packets are routed using the receiver’s IP which is attached to the packet. However, to design a network with content as the main block, the relation between hosts and information should be decoupled. Specifically, content should be named such that packets are routed using the name not the host’s IP. Ideally, the naming scheme must provide the following [18]:

- Uniqueness: content should be uniquely identified.
- Persistence: guarantee the validity of the content name.
- Scalability: the name-space scales-up with the amount of content with no limitation.

At that end, two major naming schemes are being used in the ICN proposals:

1. Hierarchal naming:
   
   This scheme is similar to Internet’s Uniform Resource Identifier (URI) concept, where the name is structured hierarchically to easily locate the content. The name typically comprises the content provider, content’s name and version or segment. Moreover, hierarchal names are readable.

2. Flat naming:

   This scheme uses self certifiable names [45], the name is random bits created from the content itself not the location (e.g., hash of the content). However, the name in this case is not readable.
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Requester-driven model

Unlike the current design of the Internet, where communications are initiated by the source, communications in ICNs start at the receiver. Hence, the packet is replaced by two primitives, one is to request data and the other is to carry the data itself. This concept is similar to publish/subscribe models, where Subscribe is used to request data and Publish packets are used to advertise data. The names of the primitives differ between architectures. For example, in NDN [53] the primitives are Register/Interest, in DONA [58] Register/Find and in PSIRP [61] Publish/Subscribe.

Routing

Since the new packets (Request and Data) are not IP-based (i.e., no IP addresses attached to the packet), the new paradigm would have a new routing methodology. The routing has two phases:

1. Named-based Routing: routing the request to the data source. (i.e., request packet routing)

2. Routing back the data from the source (or stored copy) to the requester (i.e., Data packet routing)

Different routing techniques are used in each ICN architecture which will be explained later in this chapter.

Content Caching

With the daily increase in the amount of requested content, the concept of caching became of paramount importance [51]. Content caching refers to storing data, for a
definite time, in places other than the source (i.e., usually closer to end-users) such that future requests of the same data can be satisfied much faster [67,100]. Moreover, adopting an optimized caching policy, servers would not waste resources answering the same request from multiple users. Additionally, the network infrastructure would save resources required for data forwarding. Consider the scenario where thousands of users located in the same geographical area are interested in streaming the same video online. At the beginning, each user initiates a session with the web server providing the video. Then, the server will have to send the content in multiple packets to each connected user, passing through the same intermediate routers. If caching is possible, the server will have to send the packets only once, and Internet Service Provider (ISP) routers would cache the packets in order to send them directly to users. Figure 2.1 shows how content caching at routers can save network resources.

Unlike CDNs, where caching is allowed in specific points in the network, ICN caching can be done at any node in the network. All nodes, whether it is an end-user device or an ISP router, will be able to cache content passing through it. What to cache and for how long are decisions that affect the performance of the network. For instance, content’s popularity, size and version are some factors that the network designer should consider, to optimize the cache performance [51,84].

ICN caching schemes can be classified into two classes, on-Path and off-path caching [51]. In on-path caching schemes, content is cached at nodes along the data forwarding paths. Furthermore, on-path caching can be probabilistic [78], graph-based [21] or popularity-based [79].

On the other hand, off-path caching schemes replicate data in the network, to increase availability, regardless of the forwarding paths. Central entities (e.g., ISP)
are responsible for deriving a caching strategy that strikes a balance between content availability and caching overhead [1, 66]. This type of caching is used to support other functions in ICNs as explained later in this thesis.

**Security**

The security model used in the current network is based on securing the path (channel) of content [5, 53]. This model requires the client to trust the server and all intermediate nodes on the path. In ICNs, the security schemes are applied to the content itself.
instead of the path [45]. Hence, the content can be provided by nodes other than the data provider. Protecting the content provides name-data integrity and authenticity anywhere in the network.

2.4.2 ICN Architectures

In this section, four of the major ICN Architectures, NDN, DONA, PSIRP and NetInf, are briefly explained. These ICN architectures are more recent than others and are being actively developed [5, 45, 100]. Concepts like Naming, routing, caching and security are investigated for each architecture.

Named Data Networking

Named Data Networking (NDN) is one of the main ICN architectures that is widely used as a base architecture for researchers in this field. The architecture was originally proposed by PARC as a project named Content-Centric Networking (CCN). Now NDN is an NSF-funded Future Internet Architecture project [53, 100]. The vision of the proposal is to reshape the Internet protocol stack by making named data the new thin waist instead of the IP protocol.

There are two types of packets in NDN, Interest and Data packets. The former is sent by users (Consumers) to request content, whereas the latter is generated by content providers (Producers) to match the interest packet. Moreover, hierarchical naming is used in this system which makes the routing process similar to the IP network.

NDN uses three main data structures implemented in each node [5, 53, 100]:

1. Forwarding Information Base (FIB):
A routing table which is used to forward interest packets to the next router. It is very similar to the routing tables in the IP network, however content names are used instead of hosts’ IPs.

2. Pending Interest Table (PIT):

Structure to keep track of previously forwarded interests and the requester of those interests, such that when the data is available it can be sent back to the requester.

3. Content Store (CS):

The cache where the data can be stored. If the data is cached in the CS, the node can reply with the data without forwarding the interest (i.e., satisfy the interest).

Using the three data structures in all NDN nodes enables interest and data forwarding. In particular, the interest packet is handled by looking up the content name in the Content Store, to check if the data is cached. If there is no entry in the CS, the PIT is checked for older interest that may have requested the same data before. In this case, there is no need to send another duplicate, and the interest will be dropped. Finally, if the interest is not found in the PIT, the FIB is checked to find where to forward the interest and a record of this interest will be added to the PIT. It has to be noted that, if the interest cannot be found in all the data structures, then the interest is discarded, since the node does not have the data and does not know how to forward it [53]. Figure 2.2 shows the flow chart of this process.

The data packet is forwarded back to the Consumer using the same path used for the interest. This is possible by using the breadcrumbs that were added to the
PIT every time it passes through a new router. Once the data packet arrives to a node, a decision will be made whether to store the data in the Content store or not. This is an example of on-path caching, i.e., intermediate nodes can cache the data while it is traveling to the requestor. Then, the data will be forwarded to all interfaces in matched entries of the PIT table [53]. Figure 2.3 shows an example of interest and data packets flow in the network. NDN security mechanism is applied.
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Figure 2.3: Interest and data forwarding in NDN, Consumers 1 and 2 send interests for the same data from the provider.

to the content [18]. The content can be authenticated with digital signatures and Producer’s public key [53].

Data-Oriented Network Architecture

Data-Oriented Network Architecture (DONA) [58] is one of the first ICN architectures which gives a new design to content naming and name resolution in the Internet [58]. The main idea of DONA is to add a service similar to the Domain Name System (DNS) but for content instead of hosts [58]. In DONA, the contents have flat names in P:L format, where $P$ is the hash of the publisher public key and $L$ is an arbitrary content label [18]. This type of name is self-certifiable; using the name and the content
the network can authenticate the data received.

Name resolution (name routing) in DONA is done using a new class of network entities known as Resolution Handlers (RH) [5]. Moreover, the two basic primitives needed to accomplish the name resolution are $FIND(P:L)$ and $REGISTER(P:L)$. The requester creates $FIND$ packet to ask for content, RH routes these packets towards nearby copy. Information of locations of nearby sources are known from the $REGISTER$ packets, which were sent by any authorized provider of the content. Resolution handlers should be in a hierarchical setup (i.e., levels/tiers), each domain has one local RH, which is connected to another RH in different level. Each RH has a table that keeps the information of the next RH for this specific content. An example of the complete process is shown in Figure 2.4. RH is responsible for routing the $FIND$ and $REGISTER$ packets [5, 58]. With regards to content delivery, DONA does not require changes to the current IP network design. Extensions to DONA can add more functionality to the architecture. For example, caching is possible on RHs by changing the requester address in FIND packets to its address such that data passes through the RH first.

One of the advantages of DONA is that it works with the IP network [5]. Specifically, it should work as a new layer between the IP and Transports layers in the Open Systems Interconnection (OSI) model. For instance, $FIND$ packets will be addressed with IPs and padded with transport layer headers. Moreover, the transport layer should change from host addresses to content names, which will simplify applications design.

In DONA, content can be authenticated by just using the name of the content P:L, the public key of the publisher and the signature of the data [100].
Publish-subscribe Internet Routing Paradigm

Publish-subscribe Internet Routing Paradigm (PSIRP) replaces the IP protocol stack with a publish-subscribe protocol [61,100]. The content is flat-named with two identifiers, scope ID (a group of information) and rendezvous ID (information ID). In details, the architecture consists of four functions:

1. Rendezvous System: is responsible for matching subscription to publications.

2. Topology Function (using Topology Nodes): manages the physical network topology.
3. Routing Function (using Branching Nodes): builds and updates routing trees for each publication and cache content.

4. Forwarding Function (using Forwarding Nodes): actual data delivered to subscribers.

Name resolution and data routing can be summarized as follows:

1. Publish Information: publishers (content provider) publishes the information to the Rendezvous network.

2. Subscribe information: content consumer subscribes for information by sending the data name to the Rendezvous network.

3. Publish-subscribe match: The Rendezvous network matches the publish information to the subscribe request.

4. Using topological information and performance metrics from the topology function, the branching nodes will create Forward Identifier which will be sent to the publisher. The branch nodes may contain a cached copy and will forward the data to the subscriber.

5. Publishers uses the Forward Identifier $F_{ID}$, to forward the data to the Consumer. The data forwarding is done using the $F_{IDS}$ and the link IDs to determine the forwarding nodes.

The flow chart of execution is shown in Figure 2.5. As mentioned earlier, branch nodes are responsible for caching. However, it may not be very effective since the name path may differ from the data path. Other methods of caching are proposed in [100].
PSIRP uses Packet Level Authentication (PLA) which provides integrity, authenticity and accountability on the network layer [61, 100].

Network of Information

Network of Information (NetInf) uses named objects (content) instead of hosts [30]. It employs flat naming model, hence name resolution service should be used. To be able to publish data, data providers register the location and the name of the data in the Name Resolution Server (NRS).

NetInf supports both techniques name resolution (using NRSs) and name-based routing to find the content [30]. In particular, the requester sends $GET$ packet asking for the data, the packet will travel on hop-by-hop basis until it finds the data (or a
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Figure 2.6: Packets flow in NetInf. Two modes are shown here: Name resolution and named routing.

Cached copy. If the next hop information in the router is missing, the router will ask the NRS for the location of the data source [5]. Figure 2.6 shows the two modes and the messages flow in the network.

Caching in NetInf can be both on-path and off-path. NetInf routers have built-in caches, which enables caching content on the request/data path [30]. Off-path caching is controlled by the NRSs, which will choose specific locations in the network to cache content. In particular, when a request arrives to the NRS, it may direct the requester to one of the off-path caches.

The names in NetInf contains security information to provide name-data integrity and other advanced security features [30].
### Table 2.1: Comparison of the main four architectures.

<table>
<thead>
<tr>
<th>Arch</th>
<th>Naming</th>
<th>Request Routing</th>
<th>Content Routing</th>
<th>Caching</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDN</td>
<td>Hierarchical</td>
<td>Named-based Routing</td>
<td>Reverse path</td>
<td>Cache everywhere</td>
</tr>
<tr>
<td>DONA</td>
<td>Flat</td>
<td>Name Resolution</td>
<td>IP</td>
<td>Cache on RH</td>
</tr>
<tr>
<td>PSIRP</td>
<td>Flat</td>
<td>Name Resolution</td>
<td>Source routing using Bloom filter</td>
<td>Cache on BN</td>
</tr>
<tr>
<td>NetInf</td>
<td>Flat</td>
<td>Hybrid</td>
<td>Reverse path or IP</td>
<td>Cache everywhere</td>
</tr>
</tbody>
</table>

### 2.4.3 Discussion

The architectures have differences in the implementation of ICN’s functionalities [100]. In Table 2.1, the functionalities of the 4 architectures are summarized [5, 18, 100]. The content naming scheme is a fundamental design choice which impacts other functionalities such as routing, security and mobility. Some architectures propose a complete new design such as PSRIP and NDN, whereas others use IP for content routing as in DONA and NetInf.

### 2.5 Mobility Support in ICN

Content generated or consumed by mobile devices has a big share of the global traffic. The demand of mobile users is increasing every day where it is estimated to reach 20% by 2021 which is a sevenfold increase from 2016’s statistics [26]. Mobility of nodes in the Internet started with laptops, which were designed to be mobile and connected with no wires to the Internet. Cell phones are another example of mobile nodes which were designed for voice communication. However, the data generated by such devices is a large percentage of the total mobile traffic due to the enabling
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Given that the coverage region of mobile cells and access points are limited (varies from meters to kilometers), and users are mainly moving (in vehicles or walking), devices may have to reconnect to a new network closer to it. This process is called handover or handoff. Furthermore, there are two types of handovers, vertical handover where devices need to switch technologies (e.g., WiFi to 3G) or horizontal handover where devices switch between different access points in the same network.

To meet QoS requirements, the handover should be done in a seamless operation. In other words, the applications running during a mobility event should face minimal interruptions. At the same time, the network should not be overloaded with extra traffic due to such events. These requirements are critical for real-time and time sensitive applications such as video conferences and live TV streams. Consequently, protocols and solutions to handle mobility events are inevitable for successful network operations.

In the following subsection, the current solution for mobility support in the Internet is discussed. Next, mobility solutions in ICN architectures are discussed.

2.5.1 Current Mobility Support Protocols in the Internet

The current Internet model does not support mobility by default, therefore mobility protocols were designed and used with the current designs. Internet mobility schemes can be classified into two categories [107], namely routing-based and mapping-based. The first approach supports mobility through dynamic routing which does not need explicit mapping to find the location of a node. Examples of this scheme are Columbia [50] and HAWAII [80]. This approach is simple but is not scalable, since all nodes
should be notified of every other node’s movements. The second approach is based on mapping the node’s identifier to the current location. In this case when a node moves, it should notify the mapping server, not all nodes in the network. Mobile IP [95] and VIP [94] are examples of this class.

Mobile IP

The Internet Engineering Task Force (IETF) has developed Mobile IPv4 and IPv6 standards in 2002 and 2004, respectively. The basic idea behind the protocol is that each domain has a Home agent (HA) which provides the Home address (HoA) for its local nodes. This address is a stable identifier that other nodes will use to reach this specific node. When the node moves to a new domain, it obtains a Care-of address (CoA) from the current router it is connected to. Moreover, the new address should be sent to the HA to update its mapping table. If a fixed node CN needs to send packets to a mobile node MN, it will be directed to HoA, then the home agent will encapsulate packets to the CoA to reach the mobile node in the new location. Triangular routing is a problem of such approach, where different routing is used for different directions. In particular, packets are going from CN to HA and then forwarded to MN, whereas the reply goes back from MN to CN directly.

2.5.2 Mobility Support in ICN Architectures

As stated in Section 2.4, there are two types of nodes in ICN: Consumers (data requesters) and Producers (data creators). Producers are used to be stationary since data are usually hosted in servers at fixed locations. However, with the increase use of social networks, regular users are now “pronsumers” where they produce and consume
data. Therefore, any mobility solution should handle both Consumers and Producer mobility events. In the next subsections, we will explain how the four chosen ICN architectures handle both mobility types.

**Named Data Networking**

NDN uses late binding in which content is matched to a location later in the routing process [96]. It was claimed by NDN designers that this feature simplifies mobility handling in NDN and it is intrinsically supported with no need for extra logic. For instance, Consumer mobility can be simply solved by retransmitting *interests* after the handover. Consider the following scenario:

1. Consumer $X$ sends an *interest* to Producer $Y$ requesting a specific content.
2. *Data* from $Y$ will be forwarded to $X$.
3. Before *data* reaches $X$, it moves to a new network (connects to a different router).
4. *Data* arrives at old location of $X$ but will be cached in intermediate routers.
5. $X$ will wait for a predetermined period of time and then resend the *interest* again.
6. *Data* will be forwarded again, but *hopefully* from a shorter path using a cached copy.

Reissuing *interests* after timeout periods may be a practical solution for regular applications. However, it is impractical for delay-sensitive applications since the extra time caused by the handover can exceed the limits of QoS. Moreover, the network
needs to handle forwarding of duplicate interests which is an overhead on the network. Figure 2.7 shows the timeline of events during Consumer mobility event.

In the case of Producer mobility, the data provider changes its location and therefore routing tables (i.e., FIB) need to be updated with the new location. The time taken to update the routing state of all routers in the network is called routing convergence delay. Since the Producer is not reachable during this period, all interests will be dropped and retransmissions are needed. This simple solution is not scalable, since the convergence time is long for large scale networks. Figure 2.8 shows the timeline of events during Producer mobility event. Additionally, the authors in [16, 69] have conducted simulations to study the capability of NDN in handling simple mobility events. The results have shown that NDN with its typical architecture fails to provide
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Figure 2.8: Timeline of Producer mobility in NDN.

seamless mobility; therefore the use of an effective mobility management scheme is necessary.

Data-oriented Network Architecture

In contrast to NDN, DONA uses early binding by deploying Resolution Handlers (see Section 2.4.2), where the content is mapped to location before routing. Consumer mobility is handled by de-registering from the current RH and registering in the new RH [58]. This requires session re-establishment after the handover is completed which can be handled by the Transmission Control Protocol (TCP).

Producer mobility is not as complex as in NDN, since name resolution is done
before the routing process. Moreover, registering to a new RH will force all new requests to be forwarded to the new location. Existing requests will be resent or can be handled by schemes like Mobile IP [96].

Publish-subscribe Internet Routing Paradigm

PSIRP requires Consumers to subscribe for data to be able to request it. Hence, to support Consumer mobility, Consumers resubscribe for the data needed [99,100]. This forces the Routing function to give a new Forward Identifier for the new location [100].

Similar to NDN, Producer mobility is complex and requires more attention. To be able to reach the publisher at the new location, the topology management function should be aware of the new location.

Network of Information

NetInf is another architecture that uses early binding. It operates in one of two modes, name routing or name resolution. This scheme makes Consumer mobility simple like other architectures, where GET packets can be resent to ask for data in the new location.

Provider mobility requires updating the Name Resolution Service (NRS) with the new location change which was claimed to be a scalable process. To support delay-sensitive applications, NetInf can use mobility anchor point mechanisms or late locater construction [30].
Table 2.2: Mobility support in the main four architectures.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Consumer Mobility</th>
<th>Producer Mobility</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDN</td>
<td>Supported by default; Just resend interest</td>
<td>Complex, Update the routing state which is not scalable.</td>
</tr>
<tr>
<td>DONA</td>
<td>De-register and Register with the resolution handlers</td>
<td>New Requests: Same as Consumer Mobility. Current request: Resend them or use Mobile IP approach.</td>
</tr>
<tr>
<td>PSIRP</td>
<td>Resubscribe to get new Forward Identifier</td>
<td>Update the topology management function, which is not scalable.</td>
</tr>
<tr>
<td>NetInf</td>
<td>Supported by default; Just resend GET packets</td>
<td>Should update the NRS. For delay-sensitive applications: mobility anchor mechanism can be used.</td>
</tr>
</tbody>
</table>

2.5.3 Discussion

Every new network paradigm must consider node mobility as one of its main features. A comparison on how each architecture attempted to solve mobility is shown in Table 2.2. As shown in the table, handling Consumer mobility is relatively simple compared to Producer mobility which requires more research effort. Mobility handling in some architectures is simplified due to the way naming and routing are handled. For example, the architecture in DONA and NetInf is based on the use of resolution handlers (in DONA) and Network resolution service (in NetInf). These entities are used for early binding of the content’s name to the content’s location. Hence, locating the node in the network is handled by default in the architecture and no additional mechanism is needed. However, to support fast handover for real time applications, a mobility mechanism such as Mobile IP can be used.

Some architectures (e.g., NDN and PSIRP) need a scalable way to handle mobility. For example in NDN, due to the late binding of content’s name to content’s location, the Producer mobility is handled by updating each router with the Producer’s new
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2.6.1 Consumer Mobility Schemes

Multiple mobility management schemes have been proposed in the literature to support Consumer mobility and can be classified into two categories: Reactive and Semi-Proactive.

Reactive Schemes

The schemes in the first category [65,83,105] take actions after the handover occurs when the Consumer connects to the new Point of Attachment (PoA). For example,
in [83] the old PoA will not drop the data requested by a mobile Consumer once it receives a handover notification (e.g., disassociation message). Instead, the data will be cached until the Consumer connects to the new PoA and retrieves it. The difference between this approach and NDN’s is that it asks for the data from the old PoA not from the Producer. However, this is only beneficial if the delay to access the Producer is longer than the old PoA.

Semi-Proactive Schemes

The second category is the semi-proactive based schemes that depend on predicting handover events, and thus mobility supporting actions can be taken in advance. The schemes proposed in [82, 83, 91, 97] predict the future network state to cache the content near the new location and thus the data access time is reduced. For example, in [91], the Consumer predicts the movements and notify its PoA with the interests that will be missed due to handover. The old PoA in cooperation with the predicted new PoA will cache the data in the latter such that it will be ready once the handover is done and the retransmission is issued. The advantage of this semi-proactive approach is that the delay is lower than the reactive and NDN, however, retransmissions are still needed to request the content from the new PoA.

Discussion

Table 2.3 summarizes the features of the two categories compared to NDN with no mobility scheme in place (Pure-NDN). First, all schemes require interest retransmissions to recover the dropped data. As discussed, this causes longer delays and extra traffic on the network. Regarding caching, both categories require storing content
### 2.6. Proposed Mobility Solutions for ICNS

Table 2.3: Comparison summary of Consumer mobility schemes.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Pure-NDN</th>
<th>Reactive</th>
<th>Semi-proactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest retransmissions</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Requires caching</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mobility prediction</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Data source</td>
<td>Producer</td>
<td>Old PoA</td>
<td>New PoA</td>
</tr>
</tbody>
</table>

in network caches to support mobility. Specifically, the reactive schemes cache the content in the new PoA whereas the semi-proactive schemes cache it in the old PoA. Since the new PoA is needed to be identified before handover, predictions are required for the semi-proactive approach.

#### 2.6.2 Producer Mobility Schemes

In this section, we investigate several proposed schemes designed to handle Producer mobility in the NDN architecture. Re-applied ideas from current protocols in the Internet such as Mobile IP [19] and DNS were at the core of these schemes. We categorize the mainstream NDN mobility management schemes into: Mobility Anchor, Location Resolution and predictive caching. One management scheme from each approach is selected to be a representative scheme, which will be explained here and evaluated in later chapters.

**Mobility Anchor Schemes**

Schemes that use mobility anchor mechanisms are based on the Mobile IP scheme described in Section 2.5.1. The scheme chooses anchor nodes to be used as Home Agents (HA), where each HA is always aware of the location of its nodes. Moreover, it forwards the *interests* to the Producer when it is connected to another network (i.e.,
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roaming). In this case, the interests will not be dropped but may take longer paths to reach the Producer. Moreover, anchors can be installed on Access routers. Examples of schemes that use an anchor node to support mobility are [48, 49, 56, 62, 70, 81].

We choose the scheme proposed in [62] as a representative mobility anchor scheme. The mechanism in [62] solution is based on tunneling. The home content router $CR_h$ is the anchor in this scheme. Moreover, the $CR_h$ forwards any interest directed to the mobile Producer to its new location, and when data is received it will be forwarded to the Consumer. The scheme uses the following new terms:

1. $PU$: Prefix Update packet sent by the mobile Producer to update the prefix name in the home router.

2. $PACK$: Prefix update Acknowledgment sent by the home router to the mobile Producer in the new location, to acknowledge the prefix update request.

3. Tentative name prefix: New prefix to be used in the new location. The tentative name contains the new router prefix plus the old router prefix. The new name should be unique.

4. Interest (Tunnel): The new interest generated from $CR_h$ to redirect the original Interest. It contains the tentative prefix, the original prefix and the content name.

5. Data (Tunnel): Data generated by the mobile source but padded with the tentative prefix and the original name.

The operation of the scheme can be summarized in three main steps:

1. Movement Indication:
Once the mobile Producer connects to a new router, it decides on a tentative name prefix that should be unique in the new domain.

2. Path redirect configuration:

The mobile Producer sends PU packet to the router to update $CR_h$ with the new location. The router updates the mobile source record in its routing table, and then reply with PACK. The PU and PACK are handled as regular Interest and Data packets, respectively. As PU is routed through the network, PIT records are added. PACK follows the breadcrumbs in the PITs to reach the mobile Producer.

3. Interest Redirection:

When an interest requesting data from the mobile Producer reaches $CR_h$, it will be encapsulated by a new interest (tunneled interest) and then sends it to the mobile Producer. The mobile source will send the data back to $CR_h$ and the latter will forward it to the requester.

Location Resolution Schemes

The approach in Location Resolution schemes is similar to the one used in DNS, where the Consumer queries the location of the Producer before sending Interests. Location Resolution Servers (LRS) are used to resolve location queries, the servers should be always aware of the current location of each node. Examples of schemes that use this approach are presented in [17, 57, 105, 106]. NDN uses late content-to-location binding technique, where the content is matched to a location in the forwarding stage. However, Location Resolution schemes require early binding techniques similar to
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DONA [58]. This technique affects content naming used in NDN and requires extra overhead to maintain and query locations.

Kim, et. al have proposed in [57] a mobility management scheme that uses Location Resolution Servers. The operation for both Consumer and Producer is as follows:

1. Producer side: once a handover has occurred, the Producer will update its prefix to match the new location (e.g., Producer named: /prefix_1 moves from access point 1 (AP_1) to access point 2 (AP_2), the Producer’s name will change from /AP_1/prefix_1 to /AP_2/prefix_1). This new prefix is then sent to the LRS to update its records.

2. Consumer side: a new timeout period $L_h$ is introduced to detect Producer mobility. When the Data takes longer than $L_h$ to reach the Consumer, the latter will query the LRS for the current Producer’s location. Once the new prefix reaches the Consumer, it will resend all pending interests with the updated location.

Predictive and Neighbor Caching Schemes

Mobility anchor and location resolution schemes are considered non-predictive schemes, whereas this class includes predictive schemes which solve mobility problems before the handover events. Proposals in [64, 98] are examples of proactive schemes. Research presented in [98] pushes some data to 1-hop neighbors based on probability calculations of the popularity and rarity of the content. However, this approach violates the design of NDN which is Consumer-driven and Push actions are not natively possible in NDN. Additionally, its performance is suboptimal when mobile devices
switch between different technology networks (vertical handover). Moreover, considering only the first-hop neighbors limits the resource utilization by the scheme to successfully manage Producer mobility (i.e., provide local optimal solutions).

The research in [64] follows the same proactive approach but it periodically pushes the data to the vicinity of the Producer such that popular content is always duplicated to nearby routers. However, the scheme fails if the chosen router is not in the path from the Consumer to the Producer (this can happen when a Producer has more than two PoAs). Moreover, both schemes select popular data only to be pushed. However, other less popular data content has to be explicitly handled to provide seamless mobility and avoid the degradation of overall network performance.

Other Schemes

Some of schemes are concerned with shortening the routing convergence time such as the proposals in [44, 63, 70, 93]. For example, [44] uses Software Defined Networks (SDN) to update local FIB tables with mobility changes. The scheme in [93] sends routing update advertisement messages to change the FIB entries of routers along the path from Producer to the Consumer. Then, future interests hopefully will reach one of these routers and then be redirected to the new location. However, this approach fails when more than two Consumers are requesting from the same mobile Producer, since the update message will stop when it reaches one of the Consumers.

Discussion

Schemes in non-predictive category (Mobility Anchor and Location resolution) share the same concept where mapping of location to data is needed to support seamless
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mobility. Specifically, the mapping in Mobility Anchor schemes occurs in the Home Router of the Producer; such routers require extra logic to be added. However, Location Resolution need a new entity (LRS) to handle the mapping. Additionally, the latter requires the name of the Producer (i.e., prefix) to be changed after the handover to match its new location. Consequently, the same data is stored in the caches with different names which waste the available resources. In the Mobility Anchor Scheme the change in name should not affect the Consumer since the Home Agent handles the tunneling. On the contrary, the Consumers in Location Resolution Schemes should be aware of the change, therefore LRS queries should be sent. As a result, the advantage of late binding strategy proposed in the original NDN will no longer be in use with Location Resolution approach, which could affect other NDN functionalities such as forwarding and routing.

Typically, the tunneling technique used in Mobility Anchor schemes causes longer delays, since data packets takes longer paths to reach the Consumer. However, at the same time, this technique minimizes Interests being dropped during handover. In Location Resolution schemes some interests will be dropped before querying the LRS but the data packet takes the shortest path to the Consumer. Generally, mobility anchor approaches have two main problems: a) Single point of failure and b) Triangular routing. On the other hand, Location Resolution has a problem of higher handover latency if the location resolution node is not in the local domain. Finally, the predictive schemes needs prediction algorithms to proactively support mobility. These algorithms are not perfect which may provide false prediction causing wrong caching decisions.
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<table>
<thead>
<tr>
<th>Category</th>
<th>Mobility Overhead</th>
<th>Handover Latency</th>
<th>Other Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Consumer</td>
<td>Producer</td>
<td></td>
</tr>
<tr>
<td>Pure-NDN</td>
<td>-</td>
<td>Update routers</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not scalable</td>
</tr>
<tr>
<td>Mobility Anchor</td>
<td>-</td>
<td>Update proxy agent</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single point of failure and triangular routing</td>
</tr>
<tr>
<td>Location Resolution</td>
<td>Query location</td>
<td>Update server</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Extra server to handle location queries</td>
</tr>
<tr>
<td>Proactive Caching</td>
<td>Send <em>interests</em></td>
<td>-</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>to different</td>
<td></td>
<td>Sensitive to errors in predictions</td>
</tr>
<tr>
<td></td>
<td>routers</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All schemes require control packets to be sent in order to support seamless mobility. Such control packets are considered as overhead traffic on the network. In particular, the Mobility Anchor scheme requires a pair of *Interest/Data* (prefix update) to be sent for every mobility event to update the Home Agent. On the other hand, Location Resolution Scheme requires two types of overhead. First, prefix update packets which are similar to the mobility Anchor Scheme but will be directed to the LRS. Second, a prefix fetch pair is requested by the Consumer once a timeout period is expired. However, this timeout can occur as result of other events, unrelated to mobility, in the network such as congestion, which causes the scheme to send unnecessary packets. On the other hand, predictive schemes need extra overhead of caching. Since schemes rely on storing data on the network to support mobility, cache resources will be used which may affect availability of other content. Table 2.4 summarizes the different categories and the limitations of each one.
2.7 Conclusion

In this chapter the ICN paradigm has been introduced and four of the major proposed architectures have been explained. Moreover, the problem of mobility in each architecture was discussed and the state-of-the-art of mobility support protocols were explained and qualitatively compared. We can conclude with the following points:

- The Internet is designed for host-to-host communications. A new paradigm should be designed to change the communication model from host-based to content-based.

- Information-Centric Network is designed for content delivery. There are different ICN architectures proposed in the literature, but all are data centric networks.

- Routing, naming, caching, security and mobility are some of the challenges that any proposed ICN design must take into consideration. Mobility is one of the main challenges in any network, since the number of mobile nodes is increasing.

- The data communication in the current Internet is host-based. In this communication model, mobility support faces problems because the data is bound to hosts’ location.

- ICNs offer opportunities to sustain mobility management. These include location independent data, caching and utilizing multiple network interfaces simultaneously.

- Consumer mobility is relatively easier to handle in ICNs, since the paradigm is Consumer-driven. Producer mobility is more complex and needs more research
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attention.

- Several solutions have been discussed in this chapter to support both Consumer and Producer mobility.

- We categorize Consumer mobility schemes to reactive and semi-proactive schemes.

- We categorize Producer mobility schemes to Mobility Anchor, Location Resolution and Predictive schemes
Chapter 3

NDN Mobility Assessment Framework

We remark that the performance evaluation of NDN mobility management schemes proposed in the literature are mostly performed under simplistic configurations/operations conditions that do not reflect realistic ICN environments. Indeed, there is a lack of comprehensive analysis of the design factors that yield seamless mobility management, and a benchmarking tool to contrast and evaluate mobility management schemes.

In this chapter, we propose a modular mobility assessment framework, developed within ns-3, to evaluate the performance of mobility management schemes under various topologies, heterogeneous Producers and Consumers, and access profiles; which will be released for NDN research. Our goal is to provide the means (assessment framework) and design parameters for researchers in NDN mobility to evaluate the performance of their frameworks, and to benchmark against the already developed and tested schemes.

This chapter is organized as follows. In Section 3.1, the details of the assessment framework is explained. The performance metrics and factors are presented in Sections 3.2 and 3.3 respectively. Section 3.4 explains the experimental setup used in
3.1. THE DESIGN OF THE ASSESSMENT FRAMEWORK

The proposed framework is designed to be a benchmarking tool for existing and future mobility management schemes. Hence, the tool is used to evaluate and compare the schemes using carefully selected performance metrics. The inputs to the assessment framework are varied to study the performance of the mobility management schemes under different scenarios. The components of the framework are shown in Figure 3.1 and are explained in the following subsections.

3.1.1 Simulator

The simulator used in the assessment framework is ndnSIM [4] which is an NDN simulator based on ns-3. In particular, ndnSIM is an event-based simulator implemented in modular C++ classes to model the behavior of NDN entities: FIB, PIT and CS.
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Using ns-3 as a base simulator enables many scenarios with different node types and communication technologies such as wired links, Wi-Fi and LTE. Moreover, ndnSIM is an open-source platform which enables researchers to use it as is or extend it with their new contributions.

3.1.2 Topology Plane

This component generates various network topologies to be used in the assessment framework. The topologies are designed to be hierarchal with multiple domains such as Transit-stub topologies [87, 88, 101], which allow Intra-domain and Inter-domain communications. Moreover, with hierarchal topologies two different mobility scenarios are investigated: moving to a new Access Point (AP) within the same domain (Intra-domain mobility) and moving to another domain (Inter-domain mobility). Studying both scenarios emphasizes the advantage of data caching during mobility events since the effect of Intra-domain mobility is reduced by the available caches in the domain.

The topology plane generates the network in three steps. First, the domains are generated based on the number of routers and number of distinct domains required. Second, the domains are connected to create the transit network. Third, the APs are associated with the different domains. Figure 3.2 illustrates an example of a hierarchal topology to be used in the assessment framework.

Once the user leaves the communication range of one AP and enters another, a handover event occurs. Specifically, the user dissociates from the current AP and associates with the new AP. With this in mind, APs that are geographically neighbors, are not necessarily neighbors in the network topology (i.e., within the same domain),
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Figure 3.2: A transit-stub hierarchal topology highlighting multiple domains and wireless access points

as shown in Figure 3.2.

3.1.3 Mobility Plane

The positions and movements of users on the map are the outputs of the mobility plane. The map may consist of streets, sidewalks and/or buildings. Urban areas, which are characterized by having higher densities of users and Wi-Fi APs, are examples of geographical maps that can be used. This component also places the APs on the map in addition to the fixed users such as PCs and servers.

Users’ trajectories can be generated using analytical random mobility models,
simulation models or real mobility traces. Random Waypoint, Random Walk and Gauss-Markov are examples of analytical models that use mathematical calculations to determine the next position of a node. On the other hand, simulation models such as traffic simulators provide more realistic user movements within a given map. Simulation of Urban MObility (SUMO) [59] is widely used to generate such trajectories for vehicles and pedestrians moving at various speeds. Finally, Mobility traces of real user’s movements can be captured and used in the assessment framework similar to the dataset published in [31].

3.1.4 Users and Data Plane

This component determines the traffic profile of each user, what data the Producers can generate and what (and when) the user requests data. Specifically, Consumers’ Interest patterns are generated which include the time of request, the Producer’s name and the data name. To create realistic request patterns, different data are requested with different popularity (i.e., some data are requested more frequently than others).

To model content popularity, distributions such as Zipf’s law [42] can be used. The distribution is controlled by parameter $s$, where lower values of $s$ give more uniform-like distributions (i.e., if $s = 0$ then all data has the same probability). The probability mass function of this distribution is given by Equation 3.1.

$$f(k; s, N) = \frac{1/k^s}{\sum_{n=1}^{N}(1/n^s)}$$

Where $k$ is the rank of the data, $N$ is the size of the population. Figure 3.3 depicts a few samples of the Zipf distribution that are generated by this component.
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3.1.5 Mobility Management Schemes Implementation in ndnSIM

The existing ndnSIM (and ns-3) does not provide Wi-Fi handover between access points, nor an NDN mobility scheme. Therefore, two main updates are done to the current ndnSIM: AP handover handler and a template for mobility management schemes. A new class called `HandoverHandler` is created and added to the Mobility Module of ns-3. For each mobile node, an object of this class is instantiated and aggregated to class `Node` of ns-3. The handler is responsible for detecting the handover event based on the power received from the AP or the distance between the AP and the user. Specifically, it will dissociate the mobile node from the old serving AP and
associate it to the new AP. The class triggers two events in the mobility management scheme by calling the function `PreHandover` before dissociating from the old AP and `PostHandover` after associating with a new AP.

`MobilityManagement` is a base class for any mobility management scheme to be implemented in ndnSIM. This abstract class contains two pure virtual functions (i.e., the derived class is required to implement this function) `PreHandover` and `PostHandover`. In particular, these functions implement the required actions to be done by the mobile node before and after the handover. Moreover, the class may include any extra logic to be added to the Consumers, routers and new entities. For example, Location Resolution Schemes need a new timeout period to be added to the Consumer application and the logic of the LRS. `MobilityManagementHelper` is a class that is used to aggregate the `MobilityManagement` on all nodes for handling Producer mobility.

### 3.2 Performance Metrics

In order to provide a seamless experience during mobility in NDN, the management scheme needs to keep the delay experienced by the Consumer low, avoids interest re-transmissions and minimizes the overhead. Measuring the following metrics provides a complete picture of the scheme’s performance which covers the effect on both the user and the network.

1. **Consumer Delay** is the total delay that Consumer experiences to request an interest and receive the corresponding data. Specifically, it is the time difference between the first attempt of sending the interest and receiving the data. This includes the total timeout and the delay of retransmitted interest and data.
2. *Delivery Ratio* is the proportion of successful *data* packets received by the Consumer to the total number of *interests* sent. This metric is a measure of how successful the scheme is in avoiding both *interests* and *data* drops.

3. *Scheme Overhead* is calculated as the percentage of the total number of control packets generated by the scheme to the total number of Interests. For example, in Location Resolution schemes, the overhead includes the prefix update and query packets discussed in Section 2.6.2.

4. *Retransmissions ratio* is the ratio of the total number of retransmitted *interests* to the total *interests* sent by Consumers.

5. *Cache Hit Ratio* of a router is the proportion of successful *data* retrieval from the cache of the router (hit) to the total *interests* passing through it.

There are other metrics that can be used to evaluate schemes, such as throughput and cache content diversity. However, we choose the above mentioned metrics which are sufficient to highlight performance changes in NDN.

## 3.3 Experimental Factors

There are many parameters that can be changed in the assessment framework. However, we choose the factors that impact the performance metrics the most which we then study and evaluate. The factors studied are:

1. Mobility percentage:
This factor represents the ratio of mobile users to the total number of users in the network. There are two types: Consumer mobility and Producer mobility percentages. For instance, a network of 100 users (50 Consumers and 50 Producers) with 50% Consumer mobility and 20% Producer mobility means that there are 25 mobile Consumers, 10 mobile Producers and the remaining are stationary. Clearly, increasing percentage of mobility has more impact on the network, hence the effectiveness of the mobility scheme can be shown.

2. Cache Size:

Caching is a core feature in NDN, which reduces the latency and traffic load in the network. Obviously, bigger cache sizes allows more data to be stored in the network and hence less impact of mobility. For instance, if the cache size is infinite (compared to the content), any requested data will be cached and nothing will be replaced. Hence, all future repeated interests will be satisfied from the routers, not from the Producers.

The effectiveness of the cache size is very related to the number of distinct content that can be produced in the network. Therefore, we represent the cache size as a percentage of the total possible content. For example, 1% cache size with 10,000 distinct content, means that the cache size is 100 units assuming that all content has a fixed size.

3. Content popularity:

As mentioned before, popularity is modeled using a Zipf distribution which is controlled with a parameter s. Increasing the value of s provides a distribution
where less content is more popular. This fact combined with caching can increase the performance of the network and hence reduce the impact of mobility.

4. Prediction Errors:

Some schemes require predicting future information to operate. Accordingly, faulty predictions can provide lower performance. Therefore, the proposed schemes are tested under percentage of error in predictions to evaluate its robustness. More details about this factor are discussed in Chapters 4, 5 and 6.

3.4 Experimental Setup

In this section, we present the setup of experiments conducted to get the results shown in this thesis. Table 3.1 summarizes the fixed simulation parameters used.

3.4.1 Topology

The topology used is transit-stub network that consists of 40 core routers and distributed into 5 domains. Moreover, core routers are connected with links of 10Mbps capacity, while access routers are connected to the core routers with 5Mbps links which have a propagation delay of 10ms. These settings represent the share of resources assigned to the users in the simulation.

The users move in a map that is assumed to be 7x7 street grid plan (e.g., Manhattan) where users are either pedestrians on sidewalks or riding vehicles (private cars or public transit). Moreover, Wi-Fi APs are installed at every intersection to provide Internet access within its coverage range which its radius is assumed to be 200m. Additionally, Wi-Fi 802.11g is used as a standard for the wireless medium.
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Table 3.1: Simulation parameters used in performance evaluation experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>Simulation duration</td>
<td>1000s</td>
</tr>
<tr>
<td>Transit period</td>
<td>80s</td>
</tr>
<tr>
<td>Map size</td>
<td>$1400m \times 1400m$</td>
</tr>
<tr>
<td>Number of blocks</td>
<td>$7 \times 7$</td>
</tr>
<tr>
<td>Number of users</td>
<td>100</td>
</tr>
<tr>
<td>Producers</td>
<td>50</td>
</tr>
<tr>
<td>Consumers</td>
<td>50</td>
</tr>
<tr>
<td><strong>Application</strong></td>
<td></td>
</tr>
<tr>
<td>Interest rate</td>
<td>50-80 $I/s$</td>
</tr>
<tr>
<td>Zipf’s parameter $s$</td>
<td>0.2</td>
</tr>
<tr>
<td>Content per Producer</td>
<td>$1000 \times 1KB$</td>
</tr>
<tr>
<td><strong>Topology</strong></td>
<td></td>
</tr>
<tr>
<td>APs</td>
<td>49</td>
</tr>
<tr>
<td>AP range</td>
<td>200m</td>
</tr>
<tr>
<td>Number of routers</td>
<td>40</td>
</tr>
<tr>
<td>Core router’s links</td>
<td>10Mbps</td>
</tr>
<tr>
<td>Access router’s links</td>
<td>5Mbps</td>
</tr>
<tr>
<td>Propagation delay</td>
<td>10ms</td>
</tr>
<tr>
<td><strong>Mobility</strong></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Manhattan</td>
</tr>
<tr>
<td>Handover delay</td>
<td>0.5s</td>
</tr>
<tr>
<td>Speed</td>
<td>70 km/h</td>
</tr>
<tr>
<td><strong>NDN</strong></td>
<td></td>
</tr>
<tr>
<td>Forwarding scheme</td>
<td>BestRoute</td>
</tr>
<tr>
<td>Cache replacement</td>
<td>LRU</td>
</tr>
<tr>
<td>Cache size</td>
<td>1000 objects</td>
</tr>
</tbody>
</table>

Furthermore, the handover delay (dissociating and associating to APs) is assumed to be 500ms.

#### 3.4.2 Users and Request Patterns

There are 100 users, split into 50 Consumers and 50 Producers. Each Producer provides 1000 unique data objects (1KB each), and content popularity is modeled using Zipf’s law distribution with $s = 0.2$ (unless it is changed in popularity impact
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testing). Consumers request data by sending interests with a random rate (frequency) between 50 and 80 interest per second. Moreover, the interval between interests is random that follows exponential distribution with mean \( \frac{1}{\text{frequency}} \).

3.4.3 NDN

The main functionalities of NDN are assumed to have the default values in ndnSIM. In particular, ndnSIM uses an opportunistic scheme named as “Cache Everything Everywhere” for object caching [29]. NDN nodes using this scheme cache any data passing through it. In the case of full cache, Least Recently Used (LRU) replacement policy is used. The default cache size in the simulation environment is designed to be 2% of the total content in the network; therefore the cache size = 50 (Producers) \times 1000 \text{ (content per Producer)} \times 2\% = 1000 \text{ data objects}. The forwarding strategy Best Route is used in ndnSIM where the next hop is decided on the best-calculated metrics such as the number of hops, delay and congestion.

3.5 Technical Setup

This section explains how the experiments are run and the results are collected. The setup has the following components as shown in Figure 3.4:

1. Workers nodes:

   The simulations are run on these nodes which are Linux machines prepared with the following softwares:

   (a) ndnSIM [4]: the network simulator.
Figure 3.4: The technical setup used to run experiments using the assessment framework.

(b) SUMO [59]: the traffic simulator that generates the mobility traces to be used in ndnSIM.

(c) SQLite [92]: a local database to store progress information and statistics.

(d) Gurobi [47]: an optimization solver used to provide solutions for some proposed schemes.

2. Central database:

After each run of an experiment, the computing node stores the calculated metrics in a central MySQL database.
3. Reporting node:

A node used to generate reports and plots of the experiments using MATLAB.

One of the main computing nodes that were used in this work was the high performance computing grid which is provided by the Centre of Advanced Computing (CAC) [20]. The grid enabled us to execute 80 runs at a time which decreased the simulation time.

3.5.1 Random Runs

For each experiment, the simulations are executed for enough random runs such that the results are statistically significant. In particular, random variables were used extensively in ndnSIM and changing the random seeds in every run will generate a new instance of the simulation. Moreover, the average and 90% confidence interval were calculated out of all runs. We found that all results reported have a maximum deviation of 5% from the reported average values.

3.5.2 Experiment Running Work Flow

The experiment starts by submitting a configuration file to the worker node. The file contains the simulation parameters, the factors to be changed and the number of random runs. Moreover, the worker node creates a new experiment in the central database and then creates a simulation for each combination of factors stated in the input file. Each simulation is then run multiple of times with a different random seed for every run.
3.6 Summary

There are existing mobility schemes in the literature that claim to support seamless mobility, but have never been investigated or compared to a benchmark. Therefore, we designed and implemented a novel assessment framework to be used as a benchmark tool and made available to NDN researchers to investigate existing and future mobility management schemes. The framework is used to evaluate proposed schemes and compare it to the one proposed in the literature.
Chapter 4

Consumer Mobility Benchmark Scheme

The implicit assumption, in NDN’s design, that mobility is supported intrinsically by interests retransmissions is found to be suboptimal. This increases the data access time and degrades the network’s total throughput. Therefore, the design of a mobility management scheme for both Consumers and Producers is inevitable to a successful NDN. As mentioned in Section 2.6.1, the existing proposed schemes for Consumer mobility use reactive or semi-proactive techniques to recover after a mobile event. In this chapter, we consider a fully proactive approach to support seamless Consumer mobility before handover.

We propose a design for a proactive mobility scheme, *OpCCMob*, that exploits Consumers’ location predictions and data request patterns to find the optimal data placement in network caches and avoid data drops and retransmissions. The contributions in this chapter are summarized as follows:

1. We formulate the problem of the content placement based on the forecast Consumers’ locations. The formulation minimizes the total Consumer’s delay while considering network overheads associated with data placement and removal.
2. An optimal benchmark solution is then obtained using Gurobi optimization solver [47], which is essential to evaluate existing and future NDN mobility management schemes.

3. In the light of the NDN compliant assessment framework from Chapter 3, we define the performance gains due to using location predictions in mobility supporting schemes.

The remainder of this chapter is organized as follows. An overview of the proposed benchmark is explained in Section 4.1. The system model and formulation of the optimal caching scheme are presented in Sections 4.2 and 4.3, respectively. Our simulation experiments and results are discussed in Section 4.4. We conclude our findings in Section 4.5.

4.1 Scheme OpCCMob Overview

A moving Consumer will not be able to receive the data requested just before the handover event, since it will be disconnected from the old PoA. Hence, the Consumer has to retransmit the interests after connecting to the new PoA. However, if the data is cached near the Consumer such that it can be retrieved before the handover, the data will not be dropped. This is the core idea of OpCCMob. In particular, OpCCMob proactively chooses the optimal routers to cache the required data such that no retransmissions are needed and while maintaining the overhead on the network. Table 4.1 highlights the main differences between the proposed scheme and other approaches in NDN Consumer mobility.

The proactive approach requires a knowledge of the future to operate seamlessly. In particular, the scheme needs to detect the Consumer mobility event before it occurs,
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Table 4.1: OpCCMob compared to the state-of-the-art Consumer mobility schemes.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Pure-NDN</th>
<th>Reactive</th>
<th>Semi-proactive</th>
<th>OpCCMob</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest retransmissions</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Requires caching</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mobility prediction</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Data prediction</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Data source</td>
<td>Producer</td>
<td>Old PoA</td>
<td>New PoA</td>
<td>Old PoA</td>
</tr>
</tbody>
</table>

In addition to the future requests that will be sent during handover. We remark that mobility and content are highly predictable due to patterns of user movements and content requests as will be discussed in Section 4.1.1. In this chapter, we assume that this information is available and correct (i.e., perfect knowledge).

Interests requested just before handover will not be satisfied, since by the time the data reaches the previous PoA, the Consumer will be connected to the new PoA. We assume that the handover of a mobile Consumer occurs at $t_{HO}$ and that $RTT^1$ is the average data retrieval time. The interests requested by this user between $t_{HO} - RTT$ and $t_{HO}$ are predicted to be dropped and will be retransmitted, see Figure 4.1. The goal of OpCCMob is to reduce this period (i.e., reduce $RTT$) by caching the data near the Consumer.

The time horizon is divided into small time slots where the data placement at each time slot is considered as a separate optimization problem. Given the set of predicted requests of all mobile Consumers in one time slot, we can define the problem as finding the optimal placement of data in network caches such that no retransmissions of interests are required by mobile Consumers and with bounded overhead on the network.

$^1$Round Trip Time
Mainly, the overhead can be of two types:

1. Path updates: Data can be placed on any cache in the network. Caching on a router that is not on the path between the Consumer and a Producer requires a route to be created temporarily from the Consumer to the router chosen. Hence, an overhead to update the FIBs of the new path is needed.

2. Cache cost: Adding data to a full cache requires replacing some cached items based on the replacement policy in place. Both the total number and value of removed data should be bounded to avoid affecting other users.

### 4.1.1 Prediction tools

To proactively identify the interests that may not be satisfied due to handover, two pieces of information are needed in advance. We need to predict the time of handover of mobile users and the content that will be requested in the near future.

**Mobility Prediction**

Handover events can be foreseen using the network topology and the location of the user which can be obtained by using location predictors as in [2, 3, 9, 60, 90]. These
tools adopt location history, current position and trajectories to predict the future user locations in the network. Using the estimated location, the knowledge of network topology and user access rights, the user current and future PoAs and the nearest caching routers can be determined. Since the scheme acts proactively, before the user actually moves, the future PoA is not required to be predicted. In particular, the scheme needs to know whether the user will change its PoA in the near future or not.

**Data Prediction**

The second piece of information is the Consumer requests pattern, which can be predicted using various techniques such as reservoir computing, stochastic models of user behavior and biology-inspired survival analysis [8, 23, 28, 77, 104]. Users preferences, historical request patterns and early popularity measures are used in such tools to predict future requests. These tools are currently used in the Internet in different applications such as YouTube video recommendations and Facebook news feed.

**4.1.2 Special Cache Design**

Based on the replacement policy \(^2\) content can be replaced by new data. To avoid this replacement, the proactive data must be treated differently so that it is not replaced by other content before the Consumer makes the request. Therefore, a split cache design is proposed to serve this purpose.

Namely, the split cache is a regular cache with a reserved space for mobile requests. Figure 4.2 shows the design of the special cache where the data of the basic and the proactive data are separated. Furthermore, the separation can be resized to

---

\(^2\)The policy that decides which content to be removed in order to store a new content (e.g., Least Recently Used (LRU), Least Frequently Used (LFU) and First In First Out (FIFO))
Figure 4.2: The proposed design of the special cache to store proactive data without replacement.

accommodate proactive data without violating the cache capacity. In particular, once new proactive data arrives, the cache stores it in the proactive part. However, if it is full, it will be resized by replacing one item from the basic cache. Figure 4.3 show the decision logic to cache data in the new design.

4.2 System Model

In this section, we define the system model used to formulate the problem. Let $U$ be the set of users in the network. Each user $u \in U$ can be either a Consumer or a Producer for data $d \in D$, where $D$ is the list of all data items in the network. Moreover, $u(d)$ is the Consumer of data $d$, whereas $u'(d)$ is the Producer of the same data.

The network topology is represented by a graph $G = (V, E)$, where each node in
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Figure 4.3: The logic used to cache new data in the special cache.

$V$ is either a user or a router. Each router $r$ in the set of routers $R$ has a current cache size denoted by $c_r$ and a maximum cache capacity of $c_{r}^{max}$. The special space reserved for proactive caching has a maximum capacity $C_{r}^{SpMax}$ and a current capacity $C_{r}^{Sp}$.

Let the path taken by an interest or data from node $x$ to node $y$ is denoted by a sequence of nodes $P_{x \rightarrow y}$. Accordingly, the cardinality $|P_{x \rightarrow y}|$ represents the number of hops traversed using this path.

Each data item $d$ has a content value $\epsilon_d$ which can represent the content popularity, Producers’s quality, application type or user’s priority. In this work, $\epsilon_d$ is assumed to be the popularity of an item $d$ (i.e., $\epsilon_d =$ probability that $d$ will be requested next).
4.3 Problem Formulation

Finding the best possible placement of data with bounded overhead can be formulated as an optimization problem with two decision variables that determine where to place the data and which data to remove. The first decision variable \( \delta^d_r \) is 1 if the solution decides to cache data \( d \) in router \( r \). The second decision variable is \( \rho^m_r \), which decides on how many items should be removed from the cache to provide a space for the new data. In particular, if \( \rho^m_r \) is 1, then \( m \) items will be removed from router \( r \). The formulation is as follows:
The objective function 4.1 is to minimize the delay of data retrieval from the chosen router. The delay calculated as the total number of hops to reach the router ($|P_{u(d)\rightarrow r}|$). Constraint (4.2) ensures that each data will be cached only once in any of the routers. The overhead of updating the path is bounded by threshold $\sigma$ and Constraint (4.3) whose left-hand side represents the number of path updates for each data $d$. In particular, $P^r_d = |P_{u(d)\rightarrow r}| - |P_{u(d)\rightarrow u'(d)} \cap P_{u(d)\rightarrow r}|$ is the number of non-common edges between $P_{u(d)\rightarrow u'(d)}$ (path from Consumer $u(d)$ to Producer $u'(d)$) and
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$P_{u(d)\rightarrow r}$ (new path from Consumer $u(d)$ to chosen router $r$).

Constraint (4.4) is used to force caching each data exactly once. Constraints (4.5) to (4.9) are related to caching and data replacement. In particular, (4.5) is used to ensure that the number of items in the cache does not exceed the maximum cache capacity. Constraint (4.6) minimizes the replacement by only allowing data removal from the cache if it is full. $\alpha$ is a threshold to bound the total number of replacements per router using (4.7), and thus it limits the cache cost overhead. Since some content will be replaced, the total content value of the router will change. The reduction of this value is bounded by a threshold $\omega$ in Constraint (4.8).

The value of variable $k^m_r$ is the total content value of $m$ items to be removed from router $r$, and $K_r$ is the total content value of all the items in $r$. Since the data in the special cache should not be replaced, the amount of data to be stored in a router should not exceed the number of empty slots in the special cache. Such a restriction is handled by Constraint (4.9).

The objective function and all the constraints are linear and all the decision variables are binary. Therefore, the problem is a 0-1 Integer Linear Program (0-1 ILP) whose optimal solution can be obtained using branch and bound methods implemented in commercial solvers.

4.4 Results and Discussion

4.4.1 Implementation of OpCCMob in the Assessment Framework

The optimal Consumer mobility management scheme is implemented by using the aforementioned MobilityManagement module as a base class. The new module’s functionalities are:
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1. Predict the interests that will be dropped due to mobility events. Since perfect knowledge is assumed for finding the optimal solution, the new module will use the information provided from the Mobility and User planes to find these interests.

2. Create a Gurobi\(^3\) model of the formulation proposed in Section 4.1. The current state of the network is used to find the thresholds and constraints’ boundaries.

3. The model is solved periodically for every time slot (optimization Window) considering the suspected interests to be dropped in the next slot.

4. The solution that Gurobi finds is then applied to the network. For every \(\sigma^d_r = 1\), data \(d\) will be cached in router \(r\), using the special cache space mentioned earlier. If \(r\) is not on the path from the Consumer to the Producer (i.e., \(r \notin P_{u(d)\rightarrow u'(d)}\)), FIB entries are added to every non-common router in \(P_{u(d)\rightarrow r}\).

Following these steps ensures that all interests issued just before a handover event will be directed to a stored data in the special caching space chosen by the optimizer. Hence, no retransmission is required.

4.4.2 Experimental Setup

The experimental setup used is explained in Section 3.4. Additionally, \(OpCCMob\)’s parameters \(\alpha\) and \(\omega\) are both set to 10% which control the value and number of replacement in NDN caches. This limits the impact on other data, since increasing the

\(^3\)Gurobi is a state-of-the-art mathematical programming solver. It exploits multi-core processors and the latest algorithms to solve optimization problems. Gurobi is configured by using different modeling languages such as AMPL, GAMS and MPL. Moreover, optimization models can be created using programming languages such as C++, Java and Python. We use Gurobi 6.5 integrated with ndnSIM where the proposed formulation is modeled using C++.
Table 4.2: Simulation parameters of OpCCMob.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>10%</td>
</tr>
<tr>
<td>$\omega$</td>
<td>10%</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>20%</td>
</tr>
<tr>
<td>Optimization window</td>
<td>2 seconds</td>
</tr>
</tbody>
</table>

percentage will allow more regular data to be replaced. Furthermore, the optimizer runs every 2 seconds to find the optimal placement and apply it to the network. Short optimization window creates many smaller optimization problems. Whereas large windows, create fewer complex problems. The parameters are summarized in Table 4.2.

4.4.3 Comparative Schemes

We study OpCCMob and compare it to three other schemes under different scenarios. The first scheme is NDN with no Consumer mobility scheme while interests retransmissions are solely used (it is referenced as Pure-NDN). The second scheme is proposed in [83] and it is used to represent the Reactive schemes. Lastly, the third scheme is Semi-proactive which is simulated according to the work in [91]. Proactive schemes usually predict more than one future location to adapt to uncertainty. However, in the following experiments (except the last one), we assume the best case scenario where the future PoA is correctly predicted.

4.4.4 Consumer Mobility

In the first experiment, we evaluate the effectiveness of the aforementioned mobility schemes under various percentages of Consumer mobile nodes in the network. Figure
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4.4 shows the ability of the optimal scheme \textit{OpCCMob} to relatively mitigate the effect of mobility on the average Consumer delay and provide stable performance. In particular, proactively caching the required data near the Consumer has avoided retransmission, hence the delay is not increased (stays at 86-87ms).

Comparatively, Pure-NDN suffers from longer delays which have increased by 8%. This is the result of the simple approach of NDN which relies on \textit{interests} retransmissions. Moreover, the performance of the two schemes representing the main approaches proposed in the literature are close to pure-NDN. For further comparison, Figure 4.5 and Table 4.3 show the metrics for the \textit{interests} sent during handover (i.e., \textit{interests} sent in \([t_{HO} - RTT, t_{HO}]\)). The delay of the Reactive technique is relatively longer than Pure-NDN by 2ms. This is due to the approach taken by the Reactive
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![Graph showing average Consumer delay over different mobility percentages]

Figure 4.5: OpCCMob compared to other schemes under different mobility percentages, showing average Consumer delay for *interests* issued in $t_{HO} - RTT \rightarrow t_{HO}$

scheme where the retransmitted *interests* are directed to the old PoA (instead of the Producer as in Pure-NDN), assuming it can be closer to the new PoA which is not always true, especially in cases where Consumers move to a new domain. On the other hand, the Semi-proactive scheme has successfully reduced the delay by 2% compared to Pure-NDN. The limited improvement is the result of relying on *interests* retransmissions, and under utilizing caching resources while storing the data. This can be shown as well in the delivery ratio (Table 4.3) where it is very similar to Pure-NDN. On the contrary, the benchmark OpCCMob has a higher delivery ratio (95%) since no retransmissions are needed.

While OpCCMob provides lower and upper bounds for the Consumer’s delay and delivery ratio, respectively, the gap between the former and each of the other schemes provides room for enhancing their performance. For instance, the semi-proactive
Table 4.3: Average delivery ratio and scheme overhead of all Consumer mobility schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Delivery Ratio for mobile interests</th>
<th>Overhead message per interests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure-NDN</td>
<td>89%</td>
<td>0</td>
</tr>
<tr>
<td>OpCCMob</td>
<td>95%</td>
<td>1.06</td>
</tr>
<tr>
<td>Semi-Proactive</td>
<td>89%</td>
<td>1</td>
</tr>
<tr>
<td>Reactive</td>
<td>89%</td>
<td>1</td>
</tr>
</tbody>
</table>

scheme can consider other caching resources besides the PoA of the Consumer. However, the optimality of OpCCMob requires extra overhead to deliver the data near the Consumer and to update the path to the chosen router. Table 4.3 compares the overhead of all schemes. OpCCMob has an extra 6% overhead over other schemes. This is the result of the path update messages needed to support off-path caching.

4.4.5 Cache Size and Content Popularity

Mostly all the considered mobility management schemes utilize the cache resources available in the network. In this experiment, the effect of the cache size is studied by varying the percentage of cache sizes to the total available content (from 0.4% to 6%). Figure 4.6 demonstrates how the delay is reduced, in each scheme, when more data can be cached in the network. In the case of small cache sizes in 0.4% (200 cached items out of 50,000 total items), the gap to the optimal scheme increased by 50% since it caches in many routers and not is not limited to one router. Consequently, the overhead to update off-path routers is increased by 72% (i.e., on average 1.8 packets are needed to cache one data). Fixing the cache size and changing the content popularity provides the same behavior as varying the cache size as shown in Figure 4.7. As the factor $s$ increases, fewer data get more popular and hence the
Figure 4.6: OpCCMob compared to other schemes under different cache percentages, showing average Consumer delay at 50% mobility.

caches are able to store the data requested the most. For instance, when \( s = 1 \), the number of frequent requests can fit in network caches, therefore the schemes including Pure-NDN have a similar performance.

### 4.4.6 Sensitivity Analysis

In the previous experiments, we assume that the Semi-proactive schemes and OpCC-Mob adopt error-free predictions. To measure the impact of imperfect prediction in mobility and requests, we conduct the following two experiments.

#### Imperfect Mobility Prediction

Error in predicting the future location of a node may lead to incorrect PoA. To simulate such errors, we add a uniformly distributed random number to anticipated
Figure 4.7: OpCCMob compared to other schemes under different data popularities, showing average Consumer delay at 50% mobility.

Table 4.4: Outcomes of mobility Prediction errors on OpCCMob and Semi-proactive schemes.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Prediction</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HO</td>
<td>No HO</td>
</tr>
<tr>
<td>Correct PoA</td>
<td>Wrong PoA</td>
<td>Case 1</td>
</tr>
<tr>
<td>No HO</td>
<td>Case 4</td>
<td>Case 5</td>
</tr>
<tr>
<td>Case 1 &amp; 5</td>
<td>Perfect prediction</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>Semi-proactive fails</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>Both schemes fails</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>Extra overhead</td>
<td></td>
</tr>
</tbody>
</table>

Consumer’s positions such that the PoA of nodes on the edge of an AP is altered to one of the neighboring PoA. This can lead to 5 outcomes summarized in Table 4.4.
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When the prediction is correct (i.e., Cases 1 and 5), the schemes work as explained above with full knowledge of future handover events. For Case 4, when false positive occurs, the schemes try to optimize unnecessary requests, hence excess overhead is created on the network. The worst scenario is in Case 3, where a handover event is missed, since the schemes do not handle those interests, and retransmissions are required as in Pure-NDN. Finally, the case when the handover event is predicted but with wrong new PoA (Case 2), only the performance of the Semi-Proactive scheme is affected. This is because \textit{OpCCMob} handles the handover before it occurs, therefore the exact information of the new PoA is not needed to optimally cache the data.

Figures 4.8 and 4.9 depict the delay and overhead of Semi-Proactive and \textit{OpCCMob} schemes with error in mobility prediction. The average Consumer delay in the Semi-Proactive scheme increases by a small percentage to reach the upper bound (i.e., pure-NDN), whereas the delay in \textit{OpCCMob} is increased by 75\% when all location predictions are wrong. The extra delay is due to the scenarios of Case 3 mentioned above when handover events are missed. Nevertheless, there is still a performance gap for other schemes to improve. The overhead of both schemes is increased by 59\%, due to Case 4 scenarios. The performance of the schemes can be improved by considering multiple future PoAs to avoid the uncertainty, which requires optimizing the overhead and caching resources.

Imperfect Requests Prediction

\textit{OpCCMob} uses request predictors to identify the data that should be pre-fetched before handover. If wrong requests are predicted, the delay of these requests will be optimized whereas the mobile requests will not. In this experiment, a uniform
random error is added to the predicted interests such that the name of the request is changed. Figure 4.10 demonstrates the average delay at 50% mobile Consumers for the Semi-proactive scheme and \textit{OpCCMob} with 0%, 50% and 100% percentages of error in prediction. Furthermore, 3 different cache sizes are tested. The delay increases by 100% when 50% of the predicted requests are erroneous. Additionally, the performance is close to Semi-Proactive scheme when the predictor provides erroneous information.
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Figure 4.9: OpCCMob vs. Semi-proactive under different error in mobility prediction percentages, showing overhead per interest at 50% mobility.

4.5 Conclusions

We propose an optimal proactive Consumer mobility management scheme (OpCCMob) that uses in-network caching and location prediction to support seamless operations in NDN. The evaluation of OpCCMob shows the advantages of proactively caching the data before handover. In particular, the average delay is not changed with the increase of mobile events, however overhead packets are required. The results contribute as a benchmark for other schemes proposed currently or in future literature.

The performance of OpCCMob compared to the two main approaches of Consumer mobility (Reactive and Semi-proactive) provides a gap that can be filled by utilizing more cache resources. That is in addition to the use of mobility predictions to provide
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Figure 4.10: OpCCMob vs. Semi-proactive under different error in requests prediction percentages, showing average Consumer delay at 50% mobility.

fully proactive solutions. On the other hand, the overhead associated with OpCCMob is an upper-bound to other schemes. With the provided bounds on performance, a trade-off between an acceptable delay and overhead cost can be introduced. The sensitivity of OpCCMob to errors in location predictions and requests forecast has been analyzed. The results have shown that the proposed scheme is robust to imperfect location predictions and provides sub-optimal results to data requests’ errors.
Chapter 5

Proactive Producer Mobility Solution

Several efforts have addressed the Producer mobility challenge in ICN generally, and NDN specifically. Whereas most of the proposed schemes use reactive techniques to recover after a mobile event, in this chapter, we propose a predictive caching framework to support seamless Producer mobility. Similar to the proactive Consumer mobility scheme proposed in Chapter 4, the framework exploits position prediction techniques in addition to predicting users’ access patterns to proactively store potential data on in-network caches. Thus, interests generated during a Producer mobility event can be satisfied by the intentionally placed data items. Finding the best placement that guarantees no interest drops with bounded overhead has the potential to provide an optimal proactive solution to the Producer mobility problem.

First, we propose a design for this optimal scheme, called OpProMob. Second, we propose a polynomial time algorithm, DCacheMob, that provides a near-optimal solution in real-time by greedily finding the optimal placement of each interest separately. We use the assessment framework proposed in Chapter 3 to evaluate the effectiveness of the proposed schemes. This is in addition to measuring the gap in performance between the optimal caching approach and other mobility schemes.
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The remainder of this chapter is organized as follows. In Sections 5.1 and 5.2, the optimal proactive benchmark and its formulation are explained. The practicality of OpProMob is discussed in Section 5.3. The real-time scheme DCacheMob is proposed in Section 5.4. The simulation experiments are discussed in Section 5.5. We conclude our findings in Section 5.6.

5.1 Proactive Caching Framework

The problem in Producer mobility is that during the convergence time, the network is not updated with the new location of the Producer. Hence, any interest that is directed to this Producer’s old PoA will be dropped, unless it finds the data in one of the caches along the path from the Consumer to the Producer. The basic idea of OpProMob is to proactively place the data that will be requested during the convergence time in the caches before the handover occurs. Using predicted mobility events as well as the request patterns, we can then find the potential interests to be dropped after a Producer mobility event, and take the necessary action in advance to cache the data. We assume such information to be available and correct (i.e., perfect knowledge of the future), to find an optimal solution to the data caching problem.

Figure 5.1 shows the required information and the main blocks that interact with OpProMob. Specifically, the location predictor provides the future positions of each Producer. Moreover, the access profiles of all Producers which state whether users can connect to the nearest PoA or not. Given those two inputs and the network topology, the user-to-PoA association can be estimated. Furthermore, the requests predictor provides the request patterns of Consumers in the future. Specifically, it supplies the information of when each Consumer will request data.
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Figure 5.1: Proposed proactive framework. The Blue blocks are information provided to the framework, whereas Grey blocks are predictors that provide future knowledge. Proactive Caching scheme is the block that handles mobility.

The future state of the network is estimated by using the current state, predicted requests’ patterns and user-to-AP association. The estimated state of the network is then fed to the proactive cache scheme, $OpProMob$, and the generated caching solution is applied back to the NDN.

The location predictor

Assume the handover event starts at $t_{HO}$ and that it takes $\tau$ seconds to finish, which includes the time needed by the Producer to connect to the new AP and the convergence time needed by the network to update the routing state. Moreover, $T$ is the average time to reach the Producer in its old PoA. Hence, interests directed to a mobile Producer and requested between $t_{HO} - T$ and $t_{HO} + \tau$ are predicted to be
dropped and will be retransmitted, see Figure 5.2. Given this set of requests, we can define the problem as finding the optimal placement of data in network caches such that no retransmissions of interests are required by the Consumer while maintaining bounded overhead on the network.

As mentioned earlier, caching the data required in advance allows the interests to be satisfied on the first attempt. However, this comes with an overhead which can be of three types:

1. Path updates: Data can be placed on any cache in the network. Caching on a router that is not on the path from a Consumer to a Producer requires a route to be created temporarily from the Consumer to the router chosen. Hence, an overhead of updating the FIBs of the new path is incurred.

2. Cache cost: Adding data to a full cache requires replacing some other items, based on the replacement policy in place. Both the total number and value of data removed should be bounded to avoid affecting other users.

3. Producer traffic: The mobile Producer will be required to handle the proactive requests before the handover in addition to its regular load. This traffic is an
overhead on the Producer and should be bounded.

5.2 Problem Formulation

Using the same system model explained in Section 4.2, finding the best placement of the set of data with bounded overhead can be formulated as an optimization problem as follows:

\[
\min_{\delta_d^r, \rho_m^r} \sum_{d \in D} \sum_{r \in R} |P_{u(d) \rightarrow r}| \delta_d^r 
\]

S.t.

\[
\sum_{r \in R} \delta_d^r = 1 \quad \forall d \in D \tag{5.2}
\]

\[
\sum_{d \in D} \sum_{r \in R} |P_{u'(d) \rightarrow r}| \delta_d^r < \zeta \tag{5.3}
\]

\[
\sum_{d \in D} \sum_{r \in R} P_{d}^r < \sigma \tag{5.4}
\]

\[
\sum_{m=0}^{c_r} \rho_m^r = 1 \quad \forall r \in R \tag{5.5}
\]

\[
c_r + \sum_{d \in D} \delta_d^r - \sum_{m=0}^{c_r} m \rho_m^r \leq c_{r}^{max} \quad \forall r \in R \tag{5.6}
\]

\[
\sum_{d \in D} \delta_d^r - \sum_{m=0}^{c_r} m \rho_m^r \geq 0 \quad \forall r \in R \tag{5.7}
\]

\[
\sum_{m=0}^{c_r} m \rho_m^r < \alpha \quad \forall r \in R \tag{5.8}
\]

\[
\left( \sum_{m=0}^{c_r} \rho_m^r k_m^r - \sum_{d \in D} \epsilon_{d} \delta_d^r \right) / K_r < \omega \quad \forall r \in R \tag{5.9}
\]

\[
c_{r}^{sp} + \sum_{d \in D} \delta_d^r \leq c_{r}^{spMax} \quad \forall r \in R \tag{5.10}
\]
The decision variables of the optimization problem are:

\[
\delta^d_r = \begin{cases} 
1 & \text{Place data } d \text{ on router } r \\
0 & \text{Otherwise}
\end{cases}
\]

\[
\rho^n_r = \begin{cases} 
1 & \text{Remove } m \text{ items from router } r \\
0 & \text{Otherwise}
\end{cases}
\]

The objective function (5.1) is to minimize the delay experienced by the Consumer through minimizing the number of hops the interests travel.

Using similar equations from Section 4.3, Constraints (5.2) to (5.10) are of 3 types; 1) constraints to bound the overhead 2) constraints to avoid violating caching capacities and 3) constraints to bound the range of the decision variables. In more details, Constraint (5.2) ensures that all data will be cached once in any of the routers, whereas Constraint (5.3) bounds the amount of traffic generated to support mobility (the third type of overhead). Specifically, the summation of the number of hops the data has to travel should be less than a threshold \( \zeta \). Constraint (5.4) bounds the total number of path updates. In particular, the number of path updates for data \( d \), \( P_r^d \), as defined in Section 4.3, is the number of non-common edges between \( P_{u(d) \rightarrow u'(d)} \) (which is the path from Consumer \( u(d) \) to Producer \( u'(d) \)) and \( P_{u(d) \rightarrow r} \) (which is the new path from Consumer \( u(d) \) to chosen router \( r \)).

Constraints (5.5) to (5.10) are related to caching and data replacement. Constraint (5.5) is used to force caching each data exactly once. To ensure that the number of
items in the cache does not exceed the max capacity, (5.6) is used. Constraint (5.7) ensures that unnecessary replacements are avoided (i.e., does not remove more than data added). To bound the number of replacements per router, (5.8) is used with a threshold $\alpha$. Since some content is replaced, the total content value of the router changes. The reduction of this value is bounded by a threshold $\omega$ in Constraint (5.9). The value of variable $k_r^m$ is the total content value of $m$ items to be replaced from router $r$, and $K_r$ is the total content value of all the items in $r$.

The proactive part of the cache design discussed in Section 4.1.2 can be expanded to store more special data as long as it does not exceed the maximum capacity allocated to it ($C^{SPMax}_r$). Since the data in the special cache should not be replaced, the amount of data to be stored in a router should not exceed the number of empty slots in the special cache. Constraint (5.10) enforces this condition, where $C^{SP}_r$ is the current number of items in the special cache.

The formulation is considered 0-1 ILP, since all equations are linear and the decision variables are binary. As in previous formulation in Chapter 4, an optimal solution can be obtained using commercial solvers.

5.3 Optimal Benchmark vs. Real-time Solutions

The OpProMob formulation guarantees seamless operations during mobility events by providing the minimal Consumer delay for data during the Producer handover. In this section, we address the solution methods for such a formulation and highlight their main advantages and limitations.

Existing mathematical optimization techniques and commercial solvers can provide a global optimal solution for the formulation in hand. Simplex, branch and
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bound are among these techniques; however, the following hinders usage in real-time:

1. High Complexity:

   The time needed to get the solution should be minimal in order to provide seamless mobility. However, OpProMob is NP-hard and to obtain the optimal solution for the 0-1 ILP formulation, long computations are required. Therefore, a near-optimal solution that can be implemented in real-time with low complexity is required.

2. Centralized:

   OpProMob requires information about the whole network such as the current topology and performance statistics. To get this information OpProMob needs to be centralized in one unit to collect the required information and then execute the solution. Having one unit in a large network poses a scalability problem and adds a risk of single point of failure.

3. Sensitivity to errors:

   Since the scheme uses information—from predictors—which is bound to have errors [32], the results are affected.

To summarize, the complexity of finding the optimal data placement is intolerable for real-time decision making. Therefore, optimal solvers and mathematical methods can be used only to provide benchmark solutions and evaluate other mobility management proposals. Next, we propose a scheme that can find a decentralized near-optimal solution with lower complexity for the proposed predictive Producer based mobility caching and we leave the 3rd problem to Chapter 6.
5.4 Decentralized Real-time and Near-Optimal caching

In this section, we propose a practical scheme that consider the problems of Op-CacheMob. The proposed scheme, denoted by DCacheMob, uses guided heuristics to find a solution to the predictive caching problem in a decentralized way and with low complexity to be used in real-time. DCacheMob runs separately for each domain of the network where the input and decisions are taken locally for the local Consumers in the domain. In particular, it predicts local Producers mobility events and local Consumers requests and then finds the solution to be applied on local routers. Hence, intra-domain traffic is considered in this case. On the other hand, inter-domain traffic where local Consumers request data from remote Producers requires extra information about the mobility events of the remote Producers. This can be provided by pushing predicted handover events of local Producers to all other entities running DCacheMob, such that the set of predicted interests of Intra and Inter-domain traffic is found. The framework proposed in Figure 5.1 is modified to make it run in a decentralized fashion. In particular, the set of global handover events is an additional information block needed by the location predictor. Moreover, all other information is now locally gathered in each domain. The proactive scheme uses this information to find the optimal placement in each domain without the need for a central unit.

In each domain, DCacheMob finds the optimal placement for each interest individually. Moreover, the input set is sorted by request or handover time whichever is sooner. This is to give priority to interests that will be dropped first if their data is not cached. For each interest, the router with the least amount of path updates (Equation (5.1)) is selected to cache the corresponding data. The router has to be feasible, in which constraints (5.2) to (5.10) should be satisfied for the selected router.
Algorithm 1 *GetNetworkMetrics*: Function to extract metrics from the current state of the network.

**Input:** *network*: The current state of the network  
**Input:** *D*: Set of requests to be optimized  
**Output:** *PathUpdates*[D][R]: 2D array to hold the number of path updates for each pair *(d,r)*  
**Output:** *hops*[D][R]: 2D array to hold the number of hops to reach *r* from Consumer of *d*  
**Output:** *α*: vector of size *D* to hold γ thresholds of each *d*  
**Output:** *ζ*: variable to hold the threshold ζ

1: *R ← getSetOfRouters(network)*  
2: **for all** *d ∈ D* **do**  
3: *cons ← GETCONSUMER(d)*  
4: *prod ← GETPRODUCER(d)*  
5: *p_1 ← getPath(network, cons, prod)*  
6: *γ[d] ← |p_1|*  
7: *ζ ← ζ + γ*  
8: **for all** *r ∈ R* **do**  
9: *p_2 ← getPath(network, r, prod)*  
10: *PathUpdates[d][r] ← getNoncommon(p_1, p_2)*  
11: *hops[d][r] ← getNumOfHOPS(cons, r)*  
12: **end for**  
13: **end for**

If it is not feasible, the next available router will be chosen. If no feasible router is found, this interest will be ignored, and the next one is taken. This greedy approach does not guarantee an optimal solution, but it provides a near-optimal one. This is because the decision considers the main objective which is delay minimization while satisfying all the constraints.

The *DCacheMob* consists of the following four main stages:

1. Data Preparation:

   The function in Algorithm 1 is used to collect statistics from the network before taking decisions. In particular, for every pair of *interests* and routers, the
Algorithm 2 Pseudo-code of DCacheMob.

**Input:** network: The current state of the network

**Input:** $D$: Set of requests to be optimized

1. Initialize $Sol.DataAdded[r] = 0 \ \forall r \in R$
2. Initialize $Sol.DataRemoved[r] = 0 \ \forall r \in R$
3. GETNETWORKMETRICS(network, $D, R$)

4. **for all** $d \in D$ **do**
   5. $R' \leftarrow \text{SortRouters}(d, R)$
   6. **for all** $r \in R'$ **do**
      7. $Sol' \leftarrow Sol$
      8. $Sol'.DataAdded[r] \leftarrow Sol'.DataAdded[r] + 1$
      9. **if** $C_r + Sol.DataAdded[r] - Sol.DataRemoved[r] = C_r^{max}$ **then**
         10. $Sol'.DataRemoved[r] \leftarrow Sol'.DataRemoved[r] + 1$
      11. **end if**
      12. **if** $Sol'.isFeasible(d, r)$ **then**
         13. $Sol \leftarrow Sol'$
         14. $Sol.SelectedRouter[d] \leftarrow r$
         15. **break**
      16. **end if**
   17. **end for**
5. **end for**
6. APPLYSOLUTION(Sol)

number of path update messages needed to reach the router and the number of hops to the Consumer is calculated.

2. Greedy Placement and Removal:

The greedy algorithm, in Algorithm 2, iterates over the set of interests that are predicted to be dropped (line 4). For each interest $i$, the algorithm firstly sorts (line 5) the full list of caching routers in ascending order based on the number of path updates needed to direct interest $i$ to the routers. This aims to minimize the network overhead. Then, the algorithm (in line 6) sequentially selects the routers and tests the possibility of caching the data of interest $i$. In the case of
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capacity constraint violation, data replacement occurs (lines 9-11).

3. Feasibility Check:

The feasibility of the above data placement and removal actions are then checked using Algorithm 3 which is called by Algorithm 2 at line 12. In particular, the solution (i.e., selected router) that satisfies all constraints in (5.2) to (5.10) is considered as optimal and the data of interest \( i \) will be stored in the current router \( r \). Otherwise, if any of the constraints are violated (i.e., Algorithm 3 returns false), the solution is said to be infeasible and the next router will be checked. In the case of visiting all the routers without finding a feasible one, the data of interest \( i \) will not be cached and will be sent upon the user’s request.

4. Solution Broadcasting:

After selecting the data of all interests, the last stage places the data on the chosen routers and send FIB update messages to the off-path routers.

5.4.1 Complexity Analysis

To obtain the optimal solution, the optimizer needs to solve 0-1 ILP problem. Given the formulation in Section 5.2, the number of decision variables is \( R(D+c_{r_{\text{max}}}) \) and the number of constraints is \( 2D + 6R \). On the other hand, the complexity of DCacheMob is polynomial. Specifically, the algorithm loops on the set of data and sorts the list of routers per iteration. The sorting algorithm used to sort routers has a complexity \( O(R\log(R)) \), then the complexity of the algorithm is \( O(DR\log(R)) \).
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Algorithm 3 Data structure \textit{Solution} with attributes and feasibility test function.

\textbf{class} Solution
\begin{itemize}
  \item PathUpdates \hspace{1em} \textit{Total path updates needed to apply the solution}
  \item ProducerHops \hspace{1em} \textit{Total number of hops needed to send all data}
  \item DataAdded[R] \hspace{1em} \textit{Array to hold number of added data per router}
  \item DataRemoved[R] \hspace{1em} \textit{Array to hold number of removed data per router}
  \item ValueDataAdded[R] \hspace{1em} \textit{Array to hold the value of added data per router}
  \item ValueDataRemoved[R] \hspace{1em} \textit{Array to hold the value of removed data per router}
  \item SelectedRouter[D] \hspace{1em} \textit{Arrays to hold the selected router of each data}
\end{itemize}

\begin{algorithm}
\begin{algorithmic}
  \Function{isFeasible}{d,r}
    \State cons $\leftarrow$ GetConsumer(d)
    \State prod $\leftarrow$ GetProducer(d)
    \State $P_1$ $\leftarrow$ GetPath(network,prod,r)
    \State $P_2$ $\leftarrow$ GetPath(network,cons,r)
    \If{\text{ProducerHops} + |P_1| > $\zeta$ \text{ or } |P_2| > $\gamma$}
      \State \Return False
    \EndIf
    \If{PathUpdates + PathUpdates[d][r] > $\omega$}
      \State \Return False
    \EndIf
    \If{$C_r + DataAdded[r] - DataRemoved[r] > C_r^{max}$}
      \State \Return False
    \EndIf
    \If{DataAdded[r] - DataRemoved[r] > 0 \text{ or } DataRemoved[r] > $\alpha$}
      \State \Return False
    \EndIf
    \If{\text{ValueDataRemoved}[r] - \text{ValueDataAdded}[r])/k_r > $\omega$}
      \State \Return False
    \EndIf
    \If{$C_{SP}^r + DataAdded[r] > C_{SP}^{r max}$}
      \State \Return False
    \EndIf
    \State ProducerHops $\leftarrow$ ProducerHops + |$P_1$|
    \State PathUpdates $\leftarrow$ PathUpdates + PathUpdates[d][r]
    \State \Return True
  \EndFunction
\end{algorithmic}
\end{algorithm}

end class
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This section explains how the proposed scheme can be practically implemented in NDN. First, an entity called Mobility Support Unit (MSU) is installed in each domain of the network to predict local information and take local actions. Additionally, each MSU is connected to a tree of units that is used to gather Producer movements. In particular, the entities are leaves in the tree and each node in the tree is aware of all Producer movements occurring in the descendant’s nodes, as shown in Figure 5.3. This decentralization of responsibilities adds scalability to the scheme to support large networks. Alternatively, the tree can be constructed within the topology by find the Minimum Spanning Tree (MST) of the MSUs of all domains.

In more details, each MSU is responsible for the following:

1. Predict local Producer handover events.
2. Upload mobile predictions to the upper level.
3. Predict local Consumers request patterns.
4. Download mobile predictions of remote Producers from the upper level.

5. Using information from 1 & 2, run DCacheMob to find a near-optimal solution.

6. Apply the solution by sending action commands.

The action commands are sent to routers in interest packets by encapsulating the action to be taken in the name field. Specifically, there are two types of actions: update FIB entry or request data. The first type asks the router to add a new FIB entry for a specific data such that it is forwarded to the cached copy instead of the Producer. The second type makes the router request a copy of the data from the Producer and cache it until the Consumer asks for it. Moreover, the interests are forwarded to all routers involved in the decision taken by the entity are decoded to extract the actions which are then applied. Hence, a new logic should be added to the routers such that these actions can be processed and acknowledgment packets can be sent back to the entity.

The steps taken after deciding on the placement can be summarized as follows:

1. MSU sends an interest packet that includes the data name required to be requested and the time that it should be requested at. Moreover, it includes the FIB entry to be added to the router, if any.

2. Upon receiving control packets, the router schedules sending interests with the data names at the times mentioned in the commands.

3. The Producer will send the data requested with no changes to the regular process.

4. The router will cache the data received waiting for Consumer’s requests.
5.4. DECENTRALIZED REAL-TIME AND NEAR-OPTIMAL CACHING

Figure 5.4: An example that shows the process of content placement in DCacheMob.

The steps can be shown in Figures 5.4 and 5.5. In particular, Figure 5.4 illustrates an example where MSUs are installed in 4 domains. In domain 1, the Consumer is predicted to request a data from a Producer that moves to a different PoA. The entity takes a decision before the handover to cache the data in router R3. To be able to complete the action, Router R2 should forward the interest to R3 instead of the Producer. Hence, the entity will send control interests to R2 and R3. At the time assigned by the entity, Router R3 then sends an interest to the Producer asking for the data to be cached. Finally, the data is cached in R3 and waiting for the Consumer to send the interests normally which will be forwarded to R3 since R2 has an FIB entry for this data. Figure 5.5 shows the timeline of the above mentioned events.
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Figure 5.5: Timeline of interests and data sent between all entities in DCacheMob.

5.5 Results and Discussion

5.5.1 Implementation of Proactive Schemes in the Assessment Framework

The optimal scheme OpProMob is implemented in the proposed assessment framework of Chapter 3. The implementation is similar to the one presented in Section 4.4.1 where the formulation is modeled in Gurobi and the solution found is then applied to the network. In the case of DCacheMob, the MSU is chosen as a node in each domain which runs the greedy algorithm at the start of every optimization window. The solution resulted from the heuristic approach is then applied to the local domain as in OpProMob.
Table 5.1: Simulation thresholds of $OpProMob$ and $DCacheMob$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>10%</td>
</tr>
<tr>
<td>(\omega)</td>
<td>10%</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>20%</td>
</tr>
<tr>
<td>(\zeta)</td>
<td>Average number of hops</td>
</tr>
<tr>
<td>Optimization window</td>
<td>2 seconds</td>
</tr>
</tbody>
</table>

5.5.2 Experimental Setup

The experimental setup used is explained in Section 3.4. Additionally, the thresholds of the proposed schemes are summarized in Table 5.1.

5.5.3 Comparative Schemes

We evaluate both schemes $OpProMob$ and $DCacheMob$ by comparing them to three mobility management approaches. Namely, NDN with no scheme (Pure-NDN), Mobility Anchor ($MA$) represented in [62] and Location Resolution Scheme ($LRS$) represented in [57].

5.5.4 Producer Mobility

The first scenario evaluates the aforementioned mobility management schemes under different number of mobile Producers in the network. The results in Figure 5.6 and Figure 5.7 demonstrate the ability of the introduced schemes to proactively cache the future content to be requested. Therefore, they avoid retransmission of interests to the new location and attain the maximum delivery ratio irrespective of the mobile Producers percentage. Moreover, the optimal placement of the content near the Consumer’s location results in reduced delay, which is also stable over the percentage
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Figure 5.6: *OpProMob* and *DCacheMob* compared to reactive schemes under different mobility percentages, showing average Consumer delay over all *interests*.

of mobility events as shown in Figure 5.6. These optimality conditions require extra overhead, shown in Figure 5.8, for delivering the mobile Producer’s content to the selected cache and sending path update packets in the network.

As such, the results reveal a significant deterioration of the total delay which increased by more than 100%, in the case of the pure-NDN, when only 50% of the Producers change their location. This is attributed to the simplicity of NDN that depends on *interest* retransmissions to recover from Producer Mobility and thus it suffers from a poor delivery ratio as shown in Figure 5.7, especially at a higher percentage of mobile Producers.

The existing non-predictive *MA* and *LRS* attain acceptable delays at low Producers mobility (i.e., 25%), redirecting the *interests* to the new locations is suboptimal at more dynamic scenarios. Thus, when 75% of Producers are mobile, the Consumers
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Figure 5.7: *OpProMob* and *DCacheMob* compared to reactive schemes under different mobility percentages, showing the delivery ratio over.

...suffer from a 90% and 65% increase in the delay compared to the lower bound, predictive schemes, using *LRS* and *MA*, respectively, as shown in Figure 5.6. This delay is also associated with an increased number of *interest* retransmissions when the original *interests* become outdated for the Consumers (i.e., after the time out). Thus, a drop in the delivery ratio is also experienced by the network under these non-predictive techniques as shown in Figure 5.7. Figure 5.9 depicts more detailed results by showing the average Consumer delay for the *interests* that were sent during handover only.

The performance of the heuristic approach *DCacheMob* is also shown in Figures 5.6 to 5.9. In particular, the scheme achieves a very close performance to the optimal solution *OpProMob*. Moreover, it achieves such a performance with lower complexity as explained before in Section 5.4.
While the predictive schemes evaluated the pure-NDN, MA and LRS, the overhead gap between the optimal scheme and each of these schemes provides room for enhancing their performance. In particular, these non-predictive mobility schemes can utilize the available network capacity (i.e., increase the overhead) in order to decrease the delay and delivery ratio gap.

The hit ratio in the non-predictive schemes decreases by 55% when all Producers are mobile as shown in Figure 5.10. This is because MA and LRS depend on renaming interests to be redirected to the correct location which makes the data cached previously by its original name obsolete.
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Figure 5.9: *OpProMob* and *DCacheMob* compared to reactive schemes under different mobility percentages, showing average Consumer delay for mobile interests only.

5.5.5 Cache Size

In this scenario, we test the ability of each scheme to exploit the available cache size and improve the Consumer’s experience. This is done by changing the Cache Percentage which is the ratio between the Cache capacity and the total available content. The simulation is performed with 50% of the Producers are mobile.

The predictive schemes efficiently utilize any minor availability in the cache which significantly improves the Consumer delay, as shown in Figure 5.11. The degree of enhancement increases with the availability of more caching space where more data for the mobile Producers can be stored close to their requesting users. As such, the predictive schemes continue to provide a lower bound of delay compared to the existing non-predictive *MA* and *LRS*. 
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Figure 5.10: *OpProMob* and *DCacheMob* compared to reactive schemes under different mobility percentages, showing average hit ratio.

It is shown that *DCacheMob* fails to perform when the resources are limited. This suboptimal performance is the result of the local optimal decisions of each *interest*. Figure 5.12 illustrates that the amount of *OpProMob*’s overhead is 22% more in scenarios with low cache resources.

5.5.6 Sensitivity Analysis

The following experiments test the robustness of *OpProMob* and *DCacheMob* to errors in predictions.

**Imperfect Mobility Prediction**

Similar to the sensitivity analysis in Section 4.4.6, to Producer errors in prediction, we add a uniformly distributed random number to anticipated Producer’s positions...
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Figure 5.11: *OpProMob* and *DCacheMob* compared to reactive schemes under different cache size percentages, showing average Consumer delay over all *interests*.

such that the PoA may change to one of the neighboring PoA. In the same way, an error in estimating future location leads to one of the five cases summarized in Table 5.2, and the proposed schemes fail only in one of these outcomes. Specifically, the scheme performs perfectly in cases where the predictor estimates the correct PoA of a Producer, whether it is a handover or not (Cases 1 and 5, respectively). The false positive (Case 4), where wrong PoA is predicted, leads to false handover and causes the scheme to find the optimal placement for unrequested *data*. Consequently, extra overhead is generated but the Consumer is not directly impacted. The false negative (Case 3) is the only outcome that affects the scheme since *interests* directed to the moving Producer will not be considered. While Case 2 is a wrong prediction, it does not affect the scheme since the knowledge of future PoA is not needed.

Figure 5.13 and Figure 5.14 depict the delay and overhead of the two predictive
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Figure 5.12: *OpProMob*, *DCacheMob* compared to reactive schemes under different cache size percentages, showing overhead percentages.

Table 5.2: Outcomes of mobility prediction errors on *OpProMob* and *DCacheMob* schemes.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>HO</th>
<th>No HO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct PoA</td>
<td>Wrong PoA</td>
</tr>
<tr>
<td>Actual HO</td>
<td>Case 1</td>
<td>Case 2</td>
</tr>
<tr>
<td>Actual No HO</td>
<td>Case 4</td>
<td></td>
</tr>
<tr>
<td>Case 1 &amp; 5</td>
<td>Perfect prediction</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>Wrong prediction, but no impact</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>The schemes fail</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>Extra overhead</td>
<td></td>
</tr>
</tbody>
</table>

schemes with an error in mobility prediction. The average Consumer delay of all the schemes is increased by 9% when all locations are erroneous. The extra delay is
due to the scenarios of Case 3 mentioned above when handover events are missed. Nevertheless, there is still a performance gap for other schemes to improve. For example, the gap between Mobility Anchor schemes and the predictive schemes while wrong predictions are made is 90%. On the other hand, the overhead is increased by 33% due to Case 4 scenarios. The performance of the schemes can be improved by considering multiple future PoAs to avoid the uncertainty, which requires optimizing the overhead and caching resources.

**Imperfect Consumer Request Prediction**

The proactive schemes proposed use request predictors to identify the data that should be pre-fetched before Producer’s handover. If wrong requests are predicted, the delays of these requests are optimized whereas the mobile requests are not. We design an
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Figure 5.14: $OpProMob$ and $DCacheMob$ under different error in mobility prediction percentages, showing overhead percentages.

experiment such that a uniform random error is added to the predicted interests which changes the name of the request. Figure 5.15 demonstrates the average delay at 50% mobile Producers for the Mobility Anchor scheme and $DCacheMob$ with 0%, 25% and 50% of error in prediction. Moreover, three different cache sizes are tested. The delay increases on average by 57% during 50% wrong predictions. This experiment shows that the proactive scheme fails when request errors exit and a robust scheme is needed.

5.6 Conclusions

This chapter presents our design and implementation of an optimal Producer mobility management scheme $OpProMob$ that exploits the available in-network caching resources, and both location and data predictions. Moreover, a real-time solution
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Figure 5.15: DCacheMob under different error in request prediction percentages, showing average Consumer delay.

DCacheMob is designed to give near-optimal results with lower complexity. Under perfect knowledge, the results demonstrated the ability of OpProMob and DCacheMob to proactively cache the future content of the anticipated mobile Producers. While compromising the network overhead, both the Consumer delay and delivery ratio remained almost constant, regardless of the number of mobility events, as long as there is enough space in the content store. Such results provide a benchmark for the main mobility solutions in the literature. This is in addition to provisioning insights on the trade-off between the prediction effort and overhead, on one hand, and the Consumer delay and delivery ratio on the other hand.

Nevertheless, the performance gap between the existing mobility management solutions and the OpProMob stresses the need to select the optimal cache size that guarantees the maximum tolerated delay. Such outcomes also provide a new trade-off
between the cost of increasing the cache size and the network overhead associated in
the light of the predictive strategy.

Moreover, sensitivity analysis demonstrated the robustness of the introduced so-
lutions to imperfect mobility predictions and suboptimal traffic forecasts. Thus, the
analysis provides the network operator with accuracy requirements for the prediction
techniques and the corresponding operational region of the predictive schemes.
Chapter 6

Robust Producer Mobility Framework

As shown in the previous chapter, one of the promising approaches to support seamless Producer mobility is proactive caching where network resources are used to store predicted future interest requests. The approach was evaluated in Section 5.5 where the objective was to minimize the delay and bound the overhead. Moreover, idealistic conditions with perfect prediction were assumed. Compared to conventional non-predictive schemes, such proactive management of Producer mobility results in satisfying all the delay requirements of Consumers.

In this Chapter, we propose a delay-sensitive benchmark and we support the practicality of proactive mobility management by considering uncertainty in predicted requests. Frequent changes in user demands or erroneous previous information typically result in imperfect prediction of future interest requests. Thus, the cached content is not going be used, resulting in suboptimal utilization of caching resources. This is in addition to compromising consumers’ QoS due to missing the true content requested during Producer handover.

Previously in Chapter 5, we assumed that full knowledge of the future is given with no errors in predictions of mobile handover or requests. In this chapter, we propose a
proactive scheme that is robust to errors in predictions. Moreover, we focus on errors in request predictors since the proactive scheme is not sensitive to location errors due to the needed coarse level of prediction as discussed in Section 5.5.6.

Mainly, we introduce a stochastic optimization framework for proactive Producer mobility management that is robust to content prediction errors. In addition to caching the most probable future content, the framework adopts prediction errors model to cache other less probable content that might be requested by the users. Thus, it avoids an increased Consumers delay if such less probable content is not cached in advance. We formulate the Producer mobility management problem using Chance Constraint Programming (CCP). In particular, predicted interest requests are modeled as random variables in order to incorporate the associated uncertainty. The CCP bounds the satisfaction degree of network constraints by a certain probabilistic level [6]. Thus, it allows network designers to strike a balance between caching costs and overhead, on the one hand, and the risk of violating Consumer’s delay, on the other hand, during prediction uncertainties.

We then derive a deterministic equivalent form for the probabilistic CCP model using Scenario Approximation (SA). In essence, the Probability Mass Function (PMF) of the predicted interests is used to replace the random variables, resulting in a closed form Integer Linear Programming (ILP) model that can be solved by numerical optimization. This enables deriving benchmark solutions for future robust predictive schemes and redefines the prediction gains under real-world uncertainties [13].

The remainder of the chapter is organized as follows. In Section 6.1, a background on stochastic optimization and CCP is given. The benchmark is introduced in Section 6.2. In Section 6.3, the stochastic formulation and deterministic equivalent are
proposed. A real-time low complexity guided heuristics is proposed in Section 6.4. The performance evaluation of the proposed framework is presented and discussed in Section 6.5 and 6.6. Finally, we conclude our findings in Section 6.7.

6.1 Background on Stochastic Optimization

Robust optimization refers to a class of optimization theory in which the formulated programming model contains uncertain variables [12,14,54]. In principle, two schemes are used namely fuzzy and stochastic optimization. The former models the uncertain information as fuzzy numbers with membership functions to capture the variations. The stochastic, on the contrary, models the uncertain information as random variables whose Probability Density Function (PDF) or PMF is used to represent the possible outcomes of prediction. Despite its simplicity, the fuzzy approach is more conservative in that it over-satisfies the constraints and degrades the value of the objective function [7, 22]. Hence, we focus on stochastic optimization which handles the uncertainty in constraints by CCP technique. In essence, CCP transforms the constraint with random variables into a probabilistic model that ensures its satisfaction by a minimum degree denoted by $\beta \in [0, 1]$.

In order to obtain a closed form solution, a deterministic equivalent is typically derived based on the statistical model of the random variable. The deterministic form can be obtained by means of Gaussian Approximation (GA), Scenario Approximation (SA) or Markov Inequality, among others [54,68]. GA assumes that uncertain data is a normally distributed random variable, and thus uses the inverse of the Cumulative Density Function (CDF), variance and the satisfaction level $\beta$ to obtain a deterministic form. However, it results in a Second Order Cone Programming (SoCP)
model that is not necessarily convex over the range of $\beta$ [10]. Markov Inequality, on the other hand, results in a linear model representing the tail bound of the random variable. Yet more effort should be done to derive the empirical coefficients required for such an approximation. SA adopts the PMF of random variable to construct possible scenarios of the optimization model. The resultant model guarantees that the solution of such approximation satisfies the scenarios with a probability sum of $\beta$.

In this framework, we adopt the SA as it promises a solution that always satisfies the constraints by the predefined level $\beta$. This is in addition to its capability of obtaining an ILP model that does not change the order of magnitude of the problem at hand.

6.2 Delay-sensitive Formulation

The formulation provided in Section 5.2 aims to minimize the delay of *interests* and bounds the handover messages with a threshold. However, this does not guarantee that the delay is bounded, especially in the case of a network with limited resources. Therefore, in this formulation we minimize the total overhead and bound the delay.
Assuming the same system model explained in Section 4.2, finding the best possible placement of data with bounded delay can be formulated as follows:

\[
\min_{\delta^d_r, \rho^m_r} \sum_{d \in D} \sum_{r \in R} P^r_d \tag{6.1}
\]

S.t.

\[
\sum_{r \in R} |P_{u(d) \rightarrow r}| \delta^d_r < \gamma \quad \forall d \in D \tag{6.2}
\]

The objective function (6.1) minimizes the summation of the total path updates required to cache all data \(d\) in order to minimize the network overhead. Constraint (6.2) bounds the number of hops for every data \(d\) by a threshold \(\gamma\) which is an application specific delay requirement. Furthermore, all other constraints related to cache capacity from Chapter 5 hold here as well.

6.3 Robust Proactive Producer Mobility

6.3.1 Problem Definition and System Model

Both future mobility and data are used to predict the interests that will be dropped due to Producer handover. Given the set of interests, we find the optimal data placement in caches such that generated interests are cached and delivered with minimal overhead and bounded delay. Since predictors do not generate information with perfect accuracy, the estimated set of interests can be erroneous. Therefore, we use stochastic optimization to provide a robust optimal solution to the data placement
problem given the possible realizations of each interest from the predictor. The robust stochastic model for the formulation in Equations (6.1) and (6.2).

Assuming the system model in Section 4.2, each predicted data $d$ is represented as a random variable $\tilde{d}$ to model the prediction uncertainty. Each realization of this random variable, e.g., represents a video content encoded in different quality, is denoted by $s \in S_d$ and has probability $\pi_{d,s}$.

### 6.3.2 Stochastic Formulation

We formulate the data placement problem using CCP in which the objective is to minimize the overhead while the delay is bounded by a probabilistic level under limited cache capacity. The decision variables determine where to place the data and which data to remove from the caches. The first decision variable is denoted by $\delta_r^{\tilde{d}}$ which equals 1 if the erroneous predicted data $\tilde{d}$ will be stored in cache $r$, and equals 0 otherwise. The second decision variable is $\rho_r^{m}$, which decides on how many items should be removed from the cache to provide a space for the new data. The complete robust stochastic formulation is depicted as:
The objective function in Equation (6.3) minimizes the amount of overhead generated by the scheme. In particular, it minimizes the total summation of path updates messages to cache the required data in the network. Review Section 5.2 for more details on $P^r_d$.

The deterministic constraints have been defined before in Section 5.2. The probabilistic constraint in (6.5) ensures that the network caches enough content for each
predicted data such that the delay requirement $\gamma$ is satisfied by a minimum level $\beta$. Indeed, the above formulation does not have a closed form solution due to the random variable and probabilistic constraint. Thus, we propose the deterministic equivalent model below.

### 6.3.3 Deterministic Equivalent

The stochastic formulation is replaced by the following deterministic equivalent using SA. In essence, the SA adopts the PMF of the data realizations to replace the random variable $\tilde{d}$. Herein, the first decision variable will thus become $\delta_{d,s}^{d,s}$ which equals 1 if the
optimizer decides to cache realization \( s \) of data \( d \) in router \( r \), and equals 0 otherwise.

\[
\begin{align*}
\min_{\delta_{d,s}^r, \rho_r^m} & \sum_{d \in D} \sum_{s \in S_d} \sum_{r \in R} \mathbb{P}_{d,s}^r \delta_{d,s}^r \\
\text{s.t.} & \sum_{r \in R} \delta_{d,s}^r \leq 1, \quad \forall d \in D, \forall s \in S \\
& \sum_{r \in R} |P_{u(d,s) \rightarrow r}| \delta_{d,s}^r \leq \gamma \quad \forall d \in D, \forall s \in S_d \\
& \sum_{s \in S_d} \sum_{r \in R} \delta_{d,s}^r \pi_{d,s} \geq \beta \quad \forall d \in D \\
& c_r + \sum_{d \in D} \sum_{s \in S_d} \delta_{d,s}^r - \sum_{m=0}^{c_r} m \rho_r^m \leq c_r^{max}, \quad \forall r \in R \\
& \sum_{d \in D} \sum_{s \in S_d} \delta_{d,s}^r - \sum_{m=0}^{c_r} m \rho_r^m \geq 0, \quad \forall r \in R \\
& (\sum_{m=0}^{c_r} \rho_r^m k_r^m - \sum_{d \in D} \sum_{s \in S_d} \delta_{d,s}^r \epsilon_{d,s})/K_r < \omega \quad \forall r \in R \\
& c_r^{Sp} + \sum_{d \in D} \sum_{s \in S_d} \delta_{d,s}^r \leq c_r^{SpMax} \quad \forall r \in R
\end{align*}
\]

6.3. ROBUST PROACTIVE PRODUCER MOBILITY

The constraints in (6.14) and (6.15) are used to replace the probabilistic constraint (6.5). In essence, (6.14) selects the realizations to be cached for each data such that the delay constraint is satisfied. This is complemented by (6.15) which ensures that the total probability of cached realizations, for each data, surpasses the minimal level \( \beta \). Moreover, the new objective function (6.12) and constraints in (6.16) and (6.17) are replacing the corresponding stochastic equations by using the data realizations.
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\((d, s)\) instead of the random variable \(\tilde{d}\).

In the above formulation, the value of \(\beta\) provides a trade-off between the risk of violating the delay requirement and the network gain quantified by the overhead in the objective function. A high value of \(\beta\) forces the network to cache more data realizations in order to increase the likelihood of satisfying the delay requirement under erroneous prediction. However, such greedy caching results in high overhead which compromises the network gains. On the other hand, choosing a low value for \(\beta\) results in caching fewer realizations to minimize the objective function. This strategy increases the risk of missing the actual future data, resulting in high chance of violating the delay constraint (6.14).

The objective function and all the constraints are now linear. Moreover, the values of the decision variables are either 0s or 1s. Hence, the optimization problem is a 0-1 Integer Linear Program (0-1 ILP) which can be solved by numerical optimization techniques and commercial solvers.

6.4 Robust Real-time Algorithm

In this section, we tackle the complexity of the optimal solution by proposing a robust real-time algorithm to find a near-optimal solution. The algorithm finds the optimal placement for each interest one at a time. By finding the local optimal of each interest a global near-optimal solution can be found. Using the same idea from Section 5.4 and Algorithms 1 and 3, the pseudo-code in Algorithm 4 is designed to obtain a solution for the robust formulation.

As discussed in Section 6.3.1, for each data \(d\) a set of realizations \(d_s\) are created and added to the list of data (now called \(\tilde{D}\)) to be optimized. This is shown in lines
3.5 in Algorithm 4. Since data placement is optimized one at time, the order of data impacts the final solution. Therefore, we sort the realizations of each data $d$ in the set $\tilde{D}$ descendingly based on the value of $\pi^{d,s}$. Specifically, realization $s_1$ of data $d$ comes before realization $s_2$ of the same data if $\pi^{d,s_1} \geq \pi^{d,s_2}$. This strategy guarantees that the interest realizations with high likelihood to be requested are placed first. As such, in high load scenarios (limited caching resources compared to interest realizations), the interests with high likelihood will be placed in the caching routers closer to the consumers. Thus, increases the possibility of satisfying the delay requirement set by the probabilistic constraint.

A summation variable $Sums$ is created for each data $d$ to keep track of the total summation of $\pi^{d,s}$ considered up to this point. Whenever $Sums[d]$ is greater than $\beta$, no more realizations needed to be optimized unless caching this realization does not add new path updates as overhead to the network. By doing so, the algorithm avoids the increase in overhead in order to optimize the objective function on the one hand, while trying to maximize the chance of satisfying the probabilistic constraint by adding more realizations that do not deteriorate the prediction gains.

For each data $d$ to be optimized, the set of routers is sorted based on the overhead of path updates if this router is used. Then, the first feasible router in the sorted list is chosen to cache this data. The complexity of the new algorithm is $O(|\tilde{D}| \cdot |R| \cdot \log(|R|))$ where $|R| \cdot \log|R|$ is the complexity of line 11 in which the routers are sorted. This process is repeated for all realizations denoted by $|\tilde{D}|$ calculated as $|D| \times$ the number of realizations.
Algorithm 4 Pseudo-code of RCacheMob-RT scheme.

\textbf{Input:} \textit{network}: The current state of the network  
\textbf{Input:} \textit{D}: Set of requests to be optimized  

1: Initialize set $\tilde{D} \leftarrow \phi$  
2: Create $Sums[d] = 0 \ \forall d \in D$  
3: \textbf{for all} $d \in D$ \textbf{do}  
4: \quad Add realizations $d_s$ of data $d$ to $\tilde{D}$  
5: \textbf{end for}  
6: Sort $\tilde{D}$ such that $d_{s_1}$ comes before $d_{s_2}$ if $\pi^{d_{s_1}} \geq \pi^{d_{s_2}}$  
7: Initialize $Sol.DataAdded[r] = 0 \ \forall r \in R$  
8: Initialize $Sol.DataRemoved[r] = 0 \ \forall r \in R$  
9: \textsc{GetNetworkMetrics}(network, D, R)  
10: \textbf{for all} $d_s \in \tilde{D}$ \textbf{do}  
11: \quad $R' \leftarrow \textsc{SortRouters}(d_s, R)$  
12: \quad \textbf{for all} $r \in R'$ \textbf{do}  
13: \quad \quad \textbf{if} $Sums[d] \geq \beta$ \textbf{and} $pathUpdates[d_s][r] > 0$ \textbf{then}  
14: \quad \quad \quad \textbf{Break}  
15: \quad \quad \textbf{end if}  
16: \quad \quad $Sol' \leftarrow Sol$  
17: \quad \quad $Sol'.DataAdded[r] \leftarrow Sol'.DataAdded[r] + 1$  
18: \quad \quad \textbf{if} $C_r + Sol'.DataAdded[r] - Sol.DataRemoved[r] = C_{r\text{max}}$ \textbf{then}  
19: \quad \quad \quad $Sol'.DataRemoved[r] \leftarrow Sol'.DataRemoved[r] + 1$  
20: \quad \quad \textbf{end if}  
21: \quad \quad \textbf{if} Sol'.isFeasible($d_s, r$) \textbf{then}  
22: \quad \quad \quad $Sol \leftarrow Sol'$  
23: \quad \quad \quad $Sol.SelectedRouter[d_s] \leftarrow r$  
24: \quad \quad \quad \textbf{Break}  
25: \quad \quad \textbf{end if}  
26: \quad \textbf{end for}  
27: \quad Sums[d] \leftarrow Sums[d] + \pi^{d_s}$  
28: \textbf{end for}  
29: \textsc{ApplySolution}(Sol)
6.5 Performance Evaluation of Non-robust Optimal Scheme

In this section, we evaluate OpCacheMob benchmark under perfect prediction to measure the maximum prediction gain.

6.5.1 Experimental Setup

The experimental setup used is explained in Section 3.4. For every experiment one factor is varied to test the impact of it on the performance of the scheme. OpCacheMob is controlled by the optimization window (set to 2 seconds) and four thresholds to bound the overhead. After tuning the parameters to guarantee that a feasible caching solution can be attained under the current network configuration, the thresholds are set to the following:

1. \( \gamma \): controls how far the data will be placed from the Consumer side. Similar to the previous threshold, it is based on the average number of hops to reach the Producer. Thus, the resulted delay will not be longer than the one to reach the Producer.

2. \( \alpha \): the maximum number of replacements per router is set to 10% of the maximum cache size.

3. \( \omega \): the total content value cached in a router should not decrease by more than 10% of its initial total content value before applying our mobility-driven caching/replacement strategy.
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6.5.2 Comparative Schemes

We evaluate OpCacheMob and compare it with three mobility management approaches. Namely, NDN with no scheme (Pure-NDN), Mobility Anchor (MA) represented by [62] and Location Resolution Scheme (LRS) represented by [57].

6.5.3 Producer Mobility

The performance of OpCacheMob while changing the percentage of mobile Producers is shown in Figures 6.1a, 6.1b and 6.1c. In particular, the average delay is stable irrespective of the mobility percentage which shows the optimality of the proposed benchmark. Likewise, the delivery ratio is almost 100% because the scheme avoids retransmissions by proactively caching the data prior to handover. As a consequence, the overhead is compromised to provide the stability which led to higher number of control messages compared to the non-predictive schemes MA and LRS. Discussion about the performance of those schemes was provided in Section 5.5.

6.5.4 Cache Size

Analyzing OpCacheMob under different cache resources resulted in a reduced average Consumer delay as shown in Figure 6.2 when 50% of Producers are mobile. As depicted, the OpCacheMob behaves as the pure-NDN when there is no space available in the cache (i.e., cache percentage = 0). However, OpCacheMob efficiently utilizes any minor availability in the cache which significantly improves the Consumer’s delay as shown in Figure 6.2. Such degree of enhancement increases with the availability of more caching space where more data for the mobile Producers can be stored close to their requesting user. As such, the OpCacheMob continues to provide a lower bound
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(a) Showing the average Consumer delay. (b) Showing the delivery ratio.

(c) Showing the overhead percentages.

Figure 6.1: OpCacheMob compared to other schemes under different mobility percentages for delay of the existing non-predictive MA and LRS.

6.5.5 Sensitivity Analysis

As shown in the previous chapter, the formulation is sensitive to error in requests predictions. Robust schemes solve this problem as will be shown in the next section.
Figure 6.2: *OpCacheMob* compared to other schemes under different cache percentages, showing the average consumer delay at 50% Producer mobility.

6.6 Performance Evaluation of Robust Proposals

6.6.1 Introducing Prediction Errors in the Assessment Framework

Prediction uncertainty is simulated in the experiment design by adding errors to *interests* names. In particular, a set of *interests* is randomly chosen to be erroneous. The size of the set is based on the factor *percentage of error*, where 0% error percentage means no *interest* is erroneous and 100% means all *interests* are wrongly predicted. Then, the names of these *interests* are changed, according to the Zipf distribution, to a new random, yet valid, name.
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6.6.2 Comparative Schemes

We evaluate the proposed stochastic schemes and compare it with: 1) the non-proactive Mobility Anchor (MA) scheme [62], and 2) the non-robust proactive benchmark proposed in Section 6.2 which caches the most probable data realization.

6.6.3 Overhead Aggregation

The process of applying the solutions to the network was discussed in Section 5.4.2. In this section, we explain how the overhead can be reduced by aggregating the update messages. For every optimization window, the control messages will be sent from the MSU to routers. Instead of sending a separate control interests for each required action, the actions meant to be executed on the same router are aggregated in one control message. Hence, each router (if it is involved in the caching decision) will receive one control message with all the actions to be taken to proactively support mobility.

6.6.4 Robustness Gains and Costs

We discuss the impact of errors on the schemes, where the probabilistic level $\beta$ is set to a relatively high value of 0.95 that quantifies the performance bounds of adopting a robust scheme. Figure 6.3 depicts the average Consumers delay for different error percentages. In the idealistic scenario, without prediction errors, OpCacheMob (non-robust), RCacheMob-Op (robust) benchmarks and the heuristic algorithm, RCacheMob-RT, have a lower delay than the MA scheme. Specifically, the delay is reduced by 65% for OpCacheMob compared to the MA scheme. This gap in performance shows the benefits of proactive caching in the network prior to mobility.
Figure 6.3: The average Consumers delay for robust and non-robust schemes with different error percentages. The MA approach has a fixed delay of 142ms.

When errors are introduced to the data prediction, the OpCacheMob scheme fails to maintain the performance gains. Hence, the delay is increased by 30% and 377% at 25% and 100% error percentages, respectively, compared to the error-free scenario. Assuming idealistic scenarios, by OpCacheMob scheme, resulted in caching only the most probable data while ignoring other realizations. The actual requested data, which are not cached, will be sent after the Producer moves to the new location and sends path updates to the network. Hence, it caused more delay than the non-proactive MA scheme which forwards the interest, after handover, to the Producer in
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the new network. On the contrary, the proposed robust scheme cached more realizations to maintain the Consumers delay. Hence, it achieves a delay based prediction gain of 28% in the worst case scenario (i.e., 100% prediction error) when compared to the MA scheme.

The CDFs of the Consumers delay using the mobility anchor, non-robust and robust benchmarks are depicted in Figure 6.4 with 25% and 75% prediction request error. While the non-robust outperformed the MA in the case of low prediction error (i.e., 25%), a higher error of 75% resulted in a non-tolerable maximum delay (more than 600ms) by the former in 20% of the cases. Unlike OpCacheMob and MA schemes, the RCacheMob-Op achieved a stable performance with a 90th percentile of Consumers delay below 100ms. This is in addition to capping the maximum gain

Figure 6.4: The CDF of MA, non-robust and robust schemes with 25% and 75% error percentages.
Table 6.1: The overhead percentages at 50% mobility and 50% error in requests prediction for all schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Overhead percentage</th>
<th>Without aggregation</th>
<th>With aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpCacheMob</td>
<td>3.25%</td>
<td>1.74%</td>
<td></td>
</tr>
<tr>
<td>RCacheMob-Op-β = 0.95</td>
<td>50.64%</td>
<td>2.09%</td>
<td></td>
</tr>
<tr>
<td>RCacheMob-Op-β = 0.85</td>
<td>33.54%</td>
<td>2.01%</td>
<td></td>
</tr>
<tr>
<td>RCacheMob-Op-β = 0.75</td>
<td>26.98%</td>
<td>1.98%</td>
<td></td>
</tr>
<tr>
<td>RCacheMob-RT-β = 0.95</td>
<td>59.20%</td>
<td>1.26%</td>
<td></td>
</tr>
<tr>
<td>RCacheMob-RT-β = 0.85</td>
<td>40.44%</td>
<td>1.25%</td>
<td></td>
</tr>
<tr>
<td>RCacheMob-RT-β = 0.75</td>
<td>30.04%</td>
<td>1.18%</td>
<td></td>
</tr>
<tr>
<td>Mobility Anchor</td>
<td>2.38%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

below the MA scheme in all cases.

The above gains of robustness come at the cost of increased overhead due to the control packets needed for proactive caching of data. The overhead percentages of the four schemes are summarized in Table 6.1 for different satisfaction levels. Moreover, the regular overhead (i.e., number of path updates) and the aggregated control messages are reported as well. In the case of RCacheMob-Op, the overhead is 2.09% which is lower than the MA scheme. In essence, MA sends many control packets for every handover event, while the robust scheme sends aggregated control packets containing the routing information which is broadcast in the network every optimization window, see Section 6.6.3. However, the OpCacheMob overhead is less than RCacheMob-Op by 17%. These extra control packets sent by RCacheMob-Op scheme, referred to as the cost of robustness, are due to caching more data to handle the uncertainties of prediction.

The performance of RCacheMob-RT is close to that of RCacheMob-Op benchmark.
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with a slight increase in Consumer delay. In particular, the increase in delay using
the heuristic algorithms ranges from 7.4% to 13%. This near-optimal performance
comes with a cost of extra path updates messages (i.e., overhead) as shown in Table
6.1. The extra 18% of overhead messages can be reduced when aggregation is used,
see Section 6.6.3. Moreover, this can be compensated by the reduction in complexity
of RCacheMob-Op. On the other hand, the aggregated overhead of RCacheMob-RT
is less than RCacheMob-Op. This is because the heuristic algorithm tends to use
fewer routers to proactively cache the data than the optimizer. In essence, the former
fully exploits the router with the least overhead and only chooses the next one when
no space is available, whereas the optimizer chooses multiple routers as along as the
overhead is minimal.

However, the increase of overhead saves 83% of interests retransmissions, where
the retransmission ratios in 100% error are 0.85 and 0.15 for OpCacheMob and
RCacheMob-Op schemes respectively. This metric is an indication of how effective
the RCacheMob-Op scheme is in avoiding interests dropping to guarantee optimal
utilization of network resources. Moreover, the ratio in the non-robust scheme is
enormously increased from 0.01 to 0.85 because of failing to cache the accurate data.
On the other hand, the robust scheme has 57% fewer retransmissions than the non-
proactive MA scheme. This is due to the reactive approach taken by MA which leads
to retransmissions when the Producer is in the registration phase.

6.6.5 Probabilistic Level Design Trade-off

This experiment is designed to evaluate the effect of the probabilistic threshold $\beta$ on
both the costs and gains of the robust schemes. In particular, the schemes are tested
under 50% of prediction error and using $\beta$ ranging from 0.725 to 1. As depicted in Figure 6.5, the delay experienced by the Consumers (i.e., robustness gain) gets shorter when $\beta$ is increased. Moreover, there is no noticeable gain after $\beta=0.875$, since the number of realizations chosen is sufficient to satisfy Constraint (6.15). The MA scheme has a delay of 142 ms which is an upper delay bound to the robust scheme for a fixed prediction error and mobility percentages. On the other hand, the idealistic scenario is simulated by using the non-robust scheme with no prediction errors, thus provides the lower bound for the delay (i.e., maximum prediction gains) which is found to be 46 ms. With regards to $RCacheMob-RT$, the robustness gain is approximately constant. This is because the heuristic algorithm is slightly conservative with respect of the delay. In particular, it allows caching more data to guarantee meeting the
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Figure 6.6: The number of path updates per interest for proactive schemes with three different cache sizes.

application requirements.

With respect to the overhead, 3 different values for $\beta$ are illustrated in Table 6.1. As shown, the overhead increases with the selected value of $\beta$ due to caching more data to satisfy the delay constraints 6.14 and 6.15. However, such increase is negligible and maintains the superiority of the proactive robust scheme over the non-proactive MA. In essence, the value of probabilistic level $\beta$ allows network designers to control the trade-off between robustness gains, represented by the Consumers delay in our case, and the robustness costs represented by network overhead.
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6.6.6 \textit{RCacheMob-RT} vs. \textit{RCacheMob-Op}

Here, we compare the performance of the guided heuristics scheme, \textit{RCacheMob-RT}, to the robust optimal, \textit{RCacheMob-Op}, using different cache sizes. Figure 6.6 depicts the number of path updates per \textit{interest} required by each scheme with three cache sizes (3\%, 4\% and 5\%). Moreover, this type of overhead is the value of the objective function Equation (6.12). As shown, \textit{RCacheMob-RT} is giving a near-optimal performance where the optimality gap is ranging between 9\% and 16\%. In fact, the gap decreases when more resources (i.e., bigger cache) is used since the algorithm of \textit{RCacheMob-RT} has more space to find a near-optimal solution.

The Consumer delay is shown in Figure 6.7 where the gain of prediction is maintained in all cases such that it does not violate the application delay requirement. In particular, the difference in delay between the two schemes is between 2.9\% in the case of low resources and 12.5\% in high resources.

6.7 Conclusions

This chapter proposed a robust optimal Producer mobility management scheme that exploits in-network resources and data prediction. Under different degree of prediction uncertainties, the results demonstrated the ability of the proposed scheme to proactively cache future \textit{data} and avoid \textit{interests} dropping. By generating 2\% of control packets, the scheme is successful at maintaining lower delays compared to the non-robust scheme primarily proposed in the literature under idealistic prediction. Moreover, the number of \textit{interests} retransmissions is minimal since the \textit{interests} are satisfied before any handover. Nevertheless, the performance gap between the existing mobility management solutions and the \textit{proactive} schemes can be controlled by
the probabilistic level defined in our proposed $RCacheMob-Op$. Such outcomes also provide new trade-off between the cost of increasing the overhead and the risk of violating the Consumers delay in the light of the prediction uncertainty.
Chapter 7

Conclusions

7.1 Thesis Summary

In this thesis, we demonstrate the impact of mobility on Named Data Networking (NDN) and how location and content predictions can be used to provide seamless mobility with reliable and quality of service-aware content delivery. Instead of reactively solving the mobility problem, the use of predictions can aid in taking proactive actions. We presented how the user’s Quality of Service (QoS) is stable during both Consumer and Producer mobility by using the proposed proactive schemes.

We provide both qualitative and numerical evaluation of state-of-the-art mobility support schemes in ICN. A comprehensive assessment framework is used to reveal the limitations of reactive schemes and quantify the preliminary gains of a proactive approach under idealistic scenarios. Moreover, the framework is used for sensitivity analysis that unleashes the impact of prediction errors on the performance of proactive schemes.

Consumer mobility is tackled in Chapter 4 where the problem is defined, formulated and an optimal solution is obtained. Mainly, we propose an optimal proactive
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mobility support scheme, \textit{OpCCMob}, that uses predictions to cache data near the Consumer prior to the handover event. The performance of \textit{OpCCMob} compared to the two main approaches of Consumer mobility (Reactive and Semi-proactive) provides a gap that can be filled by utilizing more cache resources. On the other hand, the overhead associated with the scheme is considered as an upper-bound to other schemes.

In Chapter 5, optimal and real-time solutions are proposed to support Producer mobility. In the first part, a formulation to the problem is presented which minimizes the delay experienced by the Consumer and limit the handover. The optimal solution to this formulation can be used as a benchmark, called \textit{OpProMob}, which is successful to provide constant delay during handover events. Nevertheless, the performance gap between the existing mobility management solutions and the \textit{OpProMob} can be utilized to select the optimal cache size that guarantees the maximum tolerated delay. The second part of Chapter 5 demonstrates a practical real-time solution to the same problem. Using a greedy approach, the algorithm is successful to provide a near-optimal with lower complexity.

In the first part of Chapter 6, we propose a delay-sensitive alternative to the formulation in Chapter 5. The goal is to find the optimal placement of content without violating application delay requirements. In the second part, a robust framework is proposed to handle errors in predictions. First, a stochastic optimization is used to find an optimal placement under erroneous predicted information. The results show that the stochastic scheme achieves a delay based gain of 28\% compared to literature in the worst scenario where all Producers are mobile. Then, a heuristic approach is proposed to find a near-optimal solution with reduced complexity. By compromising
7.2. FUTURE DIRECTIONS

The following are some future directions that can be followed to support the implementation of proactive caching for mobility support in practice:

1. **Joint Consumer & Producer mobility:**

   The research proposed in this thesis tackles Consumer and Producer mobilities as two separate problems in order to evaluate their individual impact on network performance and assess the ability of proactive caching to handle each type. However, Consumers and Producers move in the network with no restrictions. Hence, a scheme that considers both types at the same time is worth investigating.

2. **Consider video applications:**

   As mentioned in Chapter 1, video content has a big share of the global Internet traffic. Moreover, streaming videos is considered as a delay-sensitive application and mobility of any of the Consumer or Producer may affect the overall experience of the user. Studying the network with such application can demonstrate
the real gain of the proposed schemes [11].

3. *Implement a proof-of-concept experiment*:

One of the motivations behind choosing NDN architecture is the availability of a testbed and open-source software that uses NDN over the Internet. Our real-time scheme proposed in Chapter 6 can be implemented in one of the nodes that can proactively place data in the network.

4. *Consider other Stochastic Optimization methods*:

The method used to obtain a deterministic form equivalent of the stochastic problem in Chapter 6 is Scenario Approximation. Other methods can be used that may provide different results which are worth looking at. For example, Gaussian Approximation (GA) that uses the inverse of Cumulative Density Function (CDF), variance and satisfaction level $\beta$ to find a deterministic form. Such comparison provides guidelines to service providers on how to choose the prediction error model and how much effort can be invested in improving the prediction [15].

5. *Consider Mobility Predictions errors*:

In this research, we have proposed a robust scheme that considers erroneous request predictions, since errors in mobility predictions have less impact. Designing a fully resilient scheme that is robust to both types of predictions is an important next step, especially in scenario in which location prediction is challenging such as indoor network.

6. *Adaptive Robust Scheme*:
The level of satisfaction $\beta$ in the robust formulation provides a trade-off between Consumer experience and network overhead. In this work, we assume that $\beta$ is static and does not change. Considering an adaptive $\beta$ where the value changes over the optimization window based on a feedback from the network enables the service provider to control the trade-off and achieve a uniform user experience among the users.

7.3 Concluding Remarks

We conclude this thesis with the following remarks:

1. Supporting seamless mobility is a core property in any design of the future Internet.

2. Reactive mobility schemes can provide basic mobility support in NDN. However, the long delays and interests retransmissions generated in the process make it hard to support seamless user experience. This work has shown that there is a gap of performance between these schemes and the benchmark and this gap can be filled by utilizing the cache resources in the network.

3. Proactive proposals are promising schemes which can guarantee the QoS of users. However, they require extra consideration to handle errors in predictions. Stochastic optimization can provide a robust solution that fulfills the QoS requirements at the expense of a slight increase in network overhead (referred to as cost of robustness). Prediction gains are still retained compared to the state-of-the-art reactive solutions.
4. Commercial solvers can be used only to obtain the optimal placement for proactive caching, which can provide a benchmark for the optimal mobility scheme performance. However, polynomial-time solutions are essential for practical schemes since decisions should be taken frequently and in sub-seconds.
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