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In this paper, we improve the collocation method for computing vibrational spectra that was presented in Avila and Carrington, Jr. [J. Chem. Phys. 139, 134114 (2013)]. Using an iterative eigensolver, energy levels and wavefunctions are determined from values of the potential on a Smolyak grid. The kinetic energy matrix-vector product is evaluated by transforming a vector labelled with (nondirect product) grid indices to a vector labelled by (nondirect product) basis indices. Both the transformation and application of the kinetic energy operator (KEO) scale favorably. Collocation facilitates dealing with complicated KEOs because it obviates the need to calculate integrals of coordinate dependent coefficients of differential operators. The ideas are tested by computing energy levels of HONO using a KEO in bond coordinates.

I. INTRODUCTION

This paper is about a new collocation method for solving the Schrödinger equation that describes the motion of nuclei on a potential energy surface (PES). All collocation methods determine solutions by requiring that the equation being solved be satisfied at a set of points. Although collocation was introduced into chemical physics decades ago, it is rarely used. The two most important reasons are: (1) the standard collocation approach requires solving a generalized eigenvalue problem; (2) collocation has not been used with structured basis sets and grids that make it possible to reduce the cost of evaluating the matrix-vector products required to solve the eigenvalue problem with an iterative eigensolver. Owing to these problems, variational methods have thrived. They come in various types, e.g., vibrational self-consistent field, vibrational configuration interaction, multi-configuration time dependent Hartree, etc., but all share the essential idea that wavefunctions are represented as a sum of basis functions, \( b_i(x_1, x_2, \ldots, x_D) \), and coefficients are obtained from a matrix representation of the Hamiltonian operator in the basis. Such methods require computing integrals \( \langle b_i(x_1, x_2, \ldots, x_D) | \hat{H} | b_j(x_1, x_2, \ldots, x_D) \rangle \). When \( D \), the number of coordinates, is larger than about nine, computing integrals of the potential is costly. To implement this approach, it is common to approximate the potential as a sum of products (SOP) of low dimensional functions. Vibrational coupled cluster calculations can also be used with a SOP potential. Full dimensional quadrature is possible, but remains a significant barrier. Collocation obviates the need for integrals, but one must confront the two problems listed above. In Ref. 14, a collocation method is presented that bypasses both problems. In this paper, we generalize and refine that method.

In a standard collocation calculation, wavefunctions are represented,

\[
\Psi_n(x_1, x_2, \ldots, x_D) = \sum_i F_i b_i(x_1, x_2, \ldots, x_D); \tag{1}
\]

the collocation grid has as many points as there are for basis functions, and the eigenvalue problem one must solve is generalized because the matrix obtained by evaluating basis functions at points is full. It is also possible to solve a rectangular generalized eigenvalue problem and use more points than basis functions. If the matrices are large, solving a generalized eigenvalue problem is costly. The generalized eigenvalue problem can be avoided by using a direct product discrete variable representation (DVR) (Lagrange-type) basis. Because each 1D DVR function is at one point and zero at all other points, the matrix obtained by evaluating basis functions at points is an identity matrix. Regrettably, this simple idea, which enables one to use the collocation idea without solving a generalized eigenvalue problem, is useless, because the size of the direct product basis and grid is huge. In Ref. 14, we present a collocation method that uses Lagrange-type functions, to avoid the need to solve a generalized eigenvalue problem; however, rather than combining them to make a direct product basis, they are combined to make interpolants that exactly represent functions that satisfy certain conditions. When \( D \) is large, the size of the collocation grid of Ref. 14 is many orders of magnitude smaller than the size of the direct product grid. The eigenvalue problem one derives from the Schrödinger equation (see Section IV) by replacing the wavefunction with the interpolant is simple: \((K + V)U = UE\), i.e., it is not generalized. The potential matrix is diagonal. \( K \), for the kinetic energy operator (KEO), is not simple.

In this paper, we evaluate matrix-vector products for the KEO by using a new idea for writing the interpolant of Ref. 14 as a sum of product basis functions. The sum-of-basis functions form is obtained, using a sequential summation.
approach, without solving a linear system whose size is the number of basis functions. The sequential evaluation of sums has been used with direct-product\textsuperscript{5,11,20–25} and nondirect product\textsuperscript{12,26–29} bases. In this paper, in contrast to what was done in Ref. 14, rather than evaluating a matrix-vector product for a term in the KEO by implicitly constructing a grid representation of the operator and applying it to a vector labelled by points, we instead apply the operator to basis functions, evaluate at collocation points, and multiply by a vector labelled by basis indices obtained by transforming the vector labelled by points. Obitiating the need to do matrix-vector products with vectors labelled by points reduces the central processing unit cost by orders of magnitude. Transforming the grid vector to a basis vector is not simple because the basis is not a direct product basis (it is pruned) and the grid is not a direct product grid (it is a Smolyak grid). The transformation is the subject of Section V. It is of interest in and of itself. It could be used, for example, to represent a PES as a (pruned) sum of products of 1D basis functions along the coordinates used. The results presented in Ref. 31 are better suited for describing large amplitude motion and the quality of the basis set improves.

Another distinction between this paper and Ref. 14 is the coordinates used. The results presented in Ref. 14 were obtained with normal coordinates, and in this paper, we use curvilinear internal coordinates. A collocation approach should be most advantageous when used with curvilinear internal coordinates. This is due to the fact that coupling will often be less important in curvilinear coordinates\textsuperscript{30} and that it is therefore possible to choose better basis functions and reduce the number of required points. When using collocation, the error introduced by using non-optimal points decreases as the quality of the basis set improves.\textsuperscript{31} Curvilinear coordinates are better suited for describing large amplitude motion and high-lying states, and it is important to demonstrate that the Smolyak-based collocation method can also be used with these coordinates. Using normal coordinates, it would be very difficult to calculate the HONO vibrational levels reported in Section VII.

Collocation has several advantages: (1) there is no need to compute potential matrix elements by quadrature and therefore no need to choose good quadrature weights; (2) there is no need to either choose coordinates and basis functions so that matrix elements of the KEO can be obtained from simple closed-form equations or use quadrature to compute integrals for terms in complicated KEOS; (3) coordinate-dependent coefficients in the KEO do not complicate calculations; (4) there is great freedom in the choice of basis functions, e.g., they need not be orthogonal; and (5) if the basis is good then one needs fewer collocation points than the number of quadrature points that would be required using a variational method and quadrature.

II. MULTIDIMENSIONAL SMOLYAK INTERPOLATION

In a collocation approach for solving the Schrödinger equation, one replaces wavefunctions with interpolants and determines values of the wavefunctions at interpolation points and the corresponding energies by requiring that the Schrödinger equation be satisfied at the points. The crux of collocation is interpolation. We therefore begin with a presentation of interpolation methods.

It is, in principle, possible to easily find an interpolant that approximates a function, $F(x_1,x_2,\ldots,x_D)$, whose value is known only on a direct product grid, without solving a large linear system. This is done by using a direct product of 1D Lagrange functions. 1D Lagrange functions are reviewed in Ref. 32 and many textbooks. This direct product Lagrange idea is not practical if $D$ is large, but it motivates the Smolyak-based approach, which is practical. Let $a_k(x)$ be a 1D Lagrange function, equal to one at one interpolation point and zero at the other interpolation points. The Lagrange interpolant for a 1D function $f(x)$ is

$$\tilde{F}(x) = U^m f(x) = \sum_{k=1}^{m} a_k(x) f(x_k),$$

where $U^m$ is a 1D operator that performs the interpolation using $m$ points and $x_k$ is one of the $m$ grid points. The $a_k(x)$ might be standard Lagrange functions,\textsuperscript{32} or weighted Lagrange functions,\textsuperscript{14,33} or combinations of 1D basis functions, $\varphi_n(x)$,

$$a_k(x) = \sum_{n=0}^{n_{\text{max}}} B_{k,n} \varphi_n(x), \; k = 1,2,\ldots,m = n_{\text{max}} + 1. \tag{3}$$

In this paper, we shall use Lagrange type functions of the form of Eq. (3). Note that the $\varphi_n(x)$ (and the $a_k(x)$) need not be orthogonal. The $B_{k,n}$ coefficients are elements of the inverse of the matrix whose elements are $\varphi_n(x)$.

The most obvious way to use Lagrange interpolation in $D$ dimensions is to use a direct product basis whose functions are products of 1D Lagrange functions. The coefficients are simply values of the function being interpolated,

$$\tilde{F}(x_1,x_2,\ldots,x_D) = U^{m_1} \otimes U^{m_2} \otimes \cdots \otimes U^{m_D} F(x_1,x_2,\ldots,x_D) = \sum_{k_1=1}^{m_1} \cdots \sum_{k_D=1}^{m_D} a_{k_1}(x_1) a_{k_2}(x_2) \cdots a_{k_D}(x_D) \times F(x_{k_1},x_{k_2},\ldots,x_{k_D}). \tag{4}$$

The multi-D interpolant is built from 1D interpolation operators, $U^{n_c}(x_c)$, using 1D basis functions $\varphi_{n_c}(x_c)$, $n_c = 0,\ldots,n_{\text{max}}^{n_c}$ and a set of points $x_{k_c}$, $k_c = 1,2,\ldots,n_{\text{max}}^{n_c} + 1$ for each coordinate ($c = 1,2,\ldots,D$). Although it is necessary to solve linear systems with $n_{\text{max}}^{n_c} + 1$ equations, there is no need to solve a linear system whose size depends on the total number of multi-D Lagrange functions. Nevertheless, the direct product basis is large if $D$ is large, and when $D \sim 12$, it is not possible to store all the function values in memory. To avoid this problem, one must use a nondirect product interpolation method.

A Smolyak-based interpolation is a nondirect product interpolation,\textsuperscript{14,34–39} A multidimensional Smolyak interpolant is defined as
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The upper limits of the sums over $n_c$ must be constrained because in Eq. (10) they depend on $i_c$ indices which are themselves constrained. For a general $g(i_1,i_2,\ldots,i_D)$, a product $\varphi_{n_c}(x_1)\varphi_{n_2}(x_2)\cdots\varphi_{n_D}(x_D)$ will occur in the sum if

$$g(M^1(n_1+1), M^2(n_2+1), \ldots, M^D(n_D+1)) \leq H,$$

(12)

where $M^c(n_c+1)$ is an integer that is the index of the interpolation rule $U^c$ with the smallest value of $i_c$ containing the function $n_c+1$. For interpolation A (vide supra), $M^c_i(n_c) = n_c + 1$. For interpolation B (vide supra), $M^c(1) = M^c(2) = 1$, $M^c(3) = 2$, $M^c(4) = M^c(5) = 3$, etc. If $g(i_1,i_2,\ldots,i_D) = i_1 + i_2 + \cdots + i_D$, then the upper limits one must use to write Eq. (11) with sums over the individual $n_c$ are $n_c^\text{max} = m_c[H - M^{c-1}(1) \cdots M^D(1) - M^1(n_1 + 1) - M^2(n_2 + 1) - \cdots - M^c(n_c + 1) - 1].$ In the simplest case, $m_c(i_c) = i_c$.

$\begin{align*}
&\quad n_1^\text{max} = H - D, n_2^\text{max} = H - D - n_1, \\
&\quad n_3^\text{max} = H - D - n_1 - n_2, \ldots,
\end{align*}$

(13)

It is important that it be possible to efficiently compute $C_{n_1,n_2,\ldots,n_D}$ from $F(x_1^1,x_2^1,\ldots,x_D^1)$. This transformation is the subject of Section VI. It is somewhat similar to transforming from a vector labelled by DVR points to a vector labelled by variational basis representation (VBR) indices. However, $F(x_1^1,x_2^1,\ldots,x_D^D)$ in Eq. (10) is not a coefficient in a direct product DVR and $C_{n_1,n_2,\ldots,n_D}$ is not a coefficient in a direct product VBR. The transformation is only efficient if we use nested points, in which case the number of $F(x_1^1,x_2^1,\ldots,x_D^D)$ values is equal to the number of $C_{n_1,n_2,\ldots,n_D}$ values. When the points are nested, some points on the multi-D grids that contribute to Eq. (5) are on many grids. The unique points will be written $(x_{k_1},x_{k_2},\ldots,x_{k_D-1},x_{k_D})$ and such a point will be referred to as a point on the Smolyak grid. There are no superscripts because the points from all contributing grids are included. If the points are nested, $F(x_1^{k_1},x_2^{k_2},\ldots,x_D^{k_D})$ in Eq. (10) can be replaced by $F(x_{k_1},x_{k_2},\ldots,x_{k_{D-1}},x_{k_D})$. Just as Eq. (12) determines whether a product of $\varphi_{n_c}(x_c)$ functions is included in Eq. (11),

$$g(M^1(k_1), M^2(k_2), \ldots, M^D(k_D)) \leq H$$

(14)

determines if a point $k_1,k_2,\ldots,k_D$ is on the Smolyak grid. $M^c(k_c)$ is the smallest $i_c$ that contains the point $k_c$.

III. HIERARCHICAL BASIS FUNCTIONS

It is advantageous to replace the $\varphi_{n_c}(x_c)$ used to make the Lagrange type functions in Eq. (9) with linear combinations of the $\varphi_{n_c}(x_c)$, denoted $\tilde{\varphi}_{n_c}(x_c)$, and to replace Eq. (11) with

$$\sum g(M^1(n_1+1), M^2(n_2+1), \ldots, M^D(n_D+1)) \leq H \times \tilde{C}_{n_1,n_2,\ldots,n_D} \tilde{\varphi}_{n_1}(x_1)\tilde{\varphi}_{n_2}(x_2)\cdots\tilde{\varphi}_{n_D}(x_D).$$

(15)

Introducing the $\tilde{\varphi}_{n_c}(x_c)$ is helpful because it simplifies obtaining $C_{n_1,n_2,\ldots,n_D}$ from $F(x_1^1,x_2^1,\ldots,x_D^D)$ (see Section VI). Because $\tilde{\varphi}_{n_c}(x_c)$ is a linear combination of $\varphi_{n_c}(x_c)$, $n_c^\prime = 0,1,\ldots,n_c$, the interpolant $\tilde{U}^{i_c}$ built, as in Eq. (2), but using $\tilde{a}^{i_c}(x)$ Lagrange functions constructed as in Eq. (9), but from $\tilde{\varphi}_{n_c}(x_c)$ instead of $\varphi_{n_c}(x_c)$, is equivalent to the interpolant $U^{i_c}$. Because the 1D interpolants are equivalent, for all coordinates and levels, Eqs. (15) and (11) are also equivalent. In other words, any function that can be represented as Eq. (11) can also be written as Eq. (15).

The $\tilde{\varphi}_{n_c}(x_c)$ we use are defined as follows:

$$\tilde{\varphi}_0(x_c) = \varphi_0(x_c),$$

(16)

and for $n_c > 0$,

$$\tilde{\varphi}_{n_c}(x_c) = \sum_{p_c=0}^{n_c-1} \tilde{A}_{n_c,p_c} \varphi_{p_c}(x_c) + \varphi_{n_c}(x_c).$$

(17)

The $\tilde{A}_{n_c,p_c}$ are determined so that

$$\tilde{\varphi}_{n_c}(x_{p_c}) = 0, \text{ if } n_c > 0, p_c = 1,\ldots,n_c.$$ (18)

When the $\tilde{\varphi}_{n_c}(x_c)$ are organized into levels, as in interpolation A, a function in level $i$ will be zero at the points in levels $1,2,\ldots,i-1$ and, if $n_c^{\text{max}}(i) > n_c^{\text{max}}(i-1) + 1$, $\tilde{\varphi}_{n_c}(x_c)$ in level $i$ will also be zero at points $x_{k_c}$ in level $i$ for which $k_c < n_c$. Note that the $\tilde{\varphi}_{n_c}(x_c)$ depend on the interpolation points and the $\varphi_{n_c}(x_c)$ do not.

Several groups have used similar hierarchical functions. They, however, differ from our hierarchical functions in important ways. (1) It is most common to make a hierarchical basis with piecewise linear basis functions. (2) Smooth basis functions are better for our purposes. Some authors have used hierarchical bases built from Fourier or polynomial basis functions. (2) Our hierarchical basis functions can be made from any $\varphi_{n_c}(x_c)$. They are general and flexible. The $\varphi_{n_c}(x_c)$ from which our hierarchical functions are made are not polynomials whose degree is linked to $n_c$. The degree of our $\varphi_{n_c}(x_c)$ may be the same in all levels. (3) We have complete control over the number of functions in level $i_c + 1$ that are not in level $i_c$. In the standard hierarchical bases made from piecewise linear functions or Fourier or polynomial functions, the number of functions per level increases exponentially with $i_c$ (without “delay”).

We are able to define levels so that the number of functions increases by one or two when the level index is augmented by one. By minimizing the number of functions in level $i_c + 1$ that are not in level $i_c$, we significantly reduce the number of points in the Smolyak grid. (4) Unlike all previous hierarchical bases, our hierarchical functions in level $i_c$ are zero not only at points in level $i_c - 1$ but, if $n_c^{\text{max}}(i) > n_c^{\text{max}}(i-1) + 1$, also at some points in level $i_c$ that are not in level $i_c - 1$. This makes it possible to make a full set of functions and then divide it up into levels as one wishes (any choice of $m_c(i_c)$ is possible).

When the interpolant is written as the first line of Eq. (5), using the hierarchical basis has the advantage that each term in the sum is a sum of a small number of products of $\tilde{\varphi}_{n_c}(x_c)$ factors. If $m_c(i_c) = m_c(i_c) + 1$, then each term in the sum in Eq. (5) is a single product of $\tilde{\varphi}_{n_c}(x_c)$ factors. To see why...
This is true, consider $\Delta \tilde{U}^{i_2}(x_c) = \tilde{U}^{i_2}(x_c) - \tilde{U}^{i_1}(x_c),$

$$\Delta \tilde{U}^{i_2}(x_c) f(x_c) = \tilde{U}^{i_2}(x_c) f(x_c) - \tilde{U}^{i_1}(x_c) f(x_c)$$

$$= \sum_{n_c=0}^{n_{\text{max}}(i_c)} \tilde{D}_{n_c} \tilde{\varphi}_{n_c}(x_c) = \sum_{n_c=0}^{n_{\text{max}}(i_c)-1} \tilde{D}_{n_c} \tilde{\varphi}_{n_c}(x_c),$$

$$= \sum_{n_c=n_{\text{max}}(i_c)-1}^{n_{\text{max}}(i_c)+1} \tilde{D}_{n_c} \tilde{\varphi}_{n_c}(x_c), \quad \text{(19)}$$

where

$$\tilde{U}^{i_2}(x_c) f(x_c) = \sum_{n_c=0}^{n_{\text{max}}(i_c)} \tilde{D}_{n_c} \tilde{\varphi}_{n_c}(x_c). \quad \text{(20)}$$

The $\tilde{D}_{n_c}$ coefficients are determined by resolving a system of $n_{\text{max}}(i_c) + 1$ equations

$$f(x_{k_c}) = \sum_{n_c=0}^{n_{\text{max}}(i_c)} \tilde{D}_{n_c} \tilde{\varphi}_{n_c}(x_{k_c}), \quad k_c = 1, \ldots, n_{\text{max}}(i_c)+1, \quad \text{(21)}$$

Each of these terms can be written as a sum of products of $\tilde{\varphi}_{n_c}(x_c),$

$$\tilde{U}^{3}(x_1) \otimes \tilde{U}^{3}(x_2) F(x_1, x_2) = [\tilde{U}^{3}(x_1) - \tilde{U}^{2}(x_1)] \otimes [\tilde{U}^{3}(x_2) - \tilde{U}^{2}(x_2)] F(x_1, x_2)$$

$$= \tilde{U}^{3}(x_1) \otimes \tilde{U}^{3}(x_2) F(x_1, x_2) - \tilde{U}^{3}(x_1) \otimes \tilde{U}^{2}(x_2) F(x_1, x_2)$$

$$- \tilde{U}^{2}(x_1) \otimes \tilde{U}^{3}(x_2) F(x_1, x_2) + \tilde{U}^{2}(x_1) \otimes \tilde{U}^{2}(x_2) F(x_1, x_2). \quad \text{(23)}$$

Upon combining Eqs. (24)–(27), as indicated in Eq. (23), and exploiting the fact that the $\tilde{D}$ coefficients are independent of $i_1$ and $i_2$, one finds

$$\Delta \tilde{U}^{3}(x_1) \otimes \Delta \tilde{U}^{3}(x_2) F(x_1, x_2) = \tilde{D}_{2,2} \tilde{\varphi}_2(x_1) \tilde{\varphi}_2(x_2). \quad \text{(29)}$$

Thus, the $i_1 = i_2 = 3$ term in Eq. (5) contains just one product of $\tilde{\varphi}_{n_c}(x_c)$ factors. In 3D, with $m_c(i_c) = i_c,$

$$\Delta \tilde{U}^{3}(x_1) \otimes \Delta \tilde{U}^{3}(x_2) \otimes \Delta \tilde{U}^{10}(x_3), \quad \text{(30)}$$

for example, is proportional to $\tilde{\varphi}_3(x_1) \tilde{\varphi}_3(x_2) \tilde{\varphi}_3(x_3).$ \(\text{(30)}\) (When the original $\varphi_{n_c}(x_c)$ functions are used (instead of the $\tilde{\varphi}_{n_c}(x_c)$), $\Delta U(x_1) \otimes \Delta U(x_2) \otimes \Delta U(x_3)$ is a sum of 100 $\varphi_{n_1}(x_1) \varphi_{n_2}(x_2) \varphi_{n_3}(x_3)$ terms.) When there are $D$ coordinates, the $D_{n_1,n_2,\ldots,n_D}$ coefficients could be obtained by inverting a matrix whose size is $(n_{\text{max}}^1+1)(n_{\text{max}}^2+1)\cdots(n_{\text{max}}^D+1)$ or alternatively from direct product Lagrange interpolation. Neither is required when we solve the Schrödinger equation, instead we make use of the transformation outlined in Section VI.

IV. DEFINING THE INTERPOLANTS TO USE SMOLYAK-BASED COLLOCATION

To make the Smolyak interpolant of Sec. III, we choose basis functions and points, define 1D interpolation rules, and choose the function $g(i_1, i_2, \ldots, i_D)$ to minimize the
number of points (and functions) required to represent wavefunctions.

A. Choosing basis functions

For every coordinate, one must make basis functions \( \varphi_n(x_c) \), \( n = 0, \ldots , N_{c_{max}}^c \). At level \( i_c \), Lagrange type functions like those of Eq. (9), \( \tilde{\phi}^c_{k}(x) \), span the same space as \( \varphi_n(x_c) \), \( n_c = 0,1, \ldots , n_{max}^{c_{max}}(i_c) \), from which they are made. The \( \tilde{\varphi}_n(x_c) \), \( n_c = 0,1, \ldots , n_{max}^{c_{max}}(i_c) \) span the same space as the \( \varphi_n(x_c) \), \( n_c = 0,1, \ldots , n_{max}^{c_{max}}(i_c) \). The \( \tilde{\phi}^c_{k}(x) \) are made from \( \tilde{\varphi}_n(x_c) \), which are made from \( \varphi_n(x_c) \); everything depends on the choice of the \( \varphi_n(x_c) \). We choose \( \varphi_n(x_c) \) that are eigenfunctions of the 1D Schrödinger equation whose potential is a cut through the full PES. They are ordered so that functions with lower 1D energies have smaller \( n_c \) indices. It is ideal to choose the \( \varphi_n(x_c) \) so that all wavefunctions can be represented with a small number of products. When coupling is weak, 1D cut eigenfunctions are certain to be good basis functions. It is sometimes useful to choose a minimized potential cut.

B. Choosing which functions are used at each level

\( \tilde{U}^{i_c} \) is made from \( m_i(i_c) \) \( \tilde{\phi}^c_{k}(x) \) functions, each of which is a linear combination of \( m_i(i_c) \) \( \tilde{\phi}^c_{k}(x) \) and each of which is a linear combination of \( m_i(i_c) \) \( \varphi_n(x_c) \). Which \( \tilde{\varphi}_n(x_c) \) functions are used to build \( \tilde{U}^{i_c} \) interpolants? We use the first \( m_i(i_c) \) functions in the \( \varphi_n(x_c) \) \( n = 0, \ldots , N_{c_{max}}^c \) list to make \( \tilde{U}^{i_c} \). The functions in the \( i_c \) family include the functions in the \( i_c - 1 \) family and \( n_{c_{max}}(i_c) - (n_{c_{max}}(i_c - 1) + 1) \) new functions. One simple way to choose the interpolation rules is to set \( m_i(i_c) = i_c \). \( \tilde{U}^1(x_c) \) uses \( \varphi_0(x_c) \); \( \tilde{U}^2(x_c) \) uses \( \varphi_0(x_c), \varphi_1(x_c) \); \( \tilde{U}^3(x_c) \) uses \( \varphi_0(x_c), \varphi_1(x_c), \varphi_2(x_c) \); etc. This is interpolation A. It is also possible to start with two functions, add one function when augmenting the level index from \( 2i \) to \( 2i + 1 \), and to add two points and functions when augmenting the level index from \( 2i \) to \( 2i + 1 \). In this case, \( \tilde{U}^1(x_c) \) has two functions; \( \tilde{U}^2(x_c) \) has three functions; \( \tilde{U}^3(x_c) \) has five functions; etc. This is interpolation B. It is also possible to “delays” the sequence of interpolants by using the same number of functions in \( \tilde{U}^i(x_c) \) and \( \tilde{U}^{i+1}(x_c) \).

C. Choosing the points used at each level

For every coordinate, and for each \( i_c \), one must choose points \( x_{c_k}^{i_c} \). The points of each level are linked to the functions in the same level. When piecewise linear functions are used to interpolate, as is frequently done by mathematicians, it is easy to link basis functions and points because the basis functions are localized and peaked at a single point. However, piecewise linear functions are poor basis functions if one wishes to accurately interpolate smooth functions; spectral basis functions are much better. We need a good procedure for choosing points when using spectral basis functions. Szabados argues that when using 1D spectral functions, Gauss points are close to points that minimize the Lebesgue constant and therefore probably good interpolation points. Owing to the link between collocation and variational methods, good quadrature points might also be good collocation points. Sequences of Gauss quadrature points are, nevertheless, not good collocation points for our purpose because we wish to use nested points. When new basis function(s) are added to those of level \( i_c \), to obtain \( \tilde{U}^{i_c+1}(x_c) \), the same number of points must be added to the points of level \( i_c \) to obtain the points of level \( i_c + 1 \). The question is how are those new points chosen? We use Pseudo-Gauss points. There are certainly other good ways of choosing the new points. Any good set of points will have the property that none of the \( \varphi_n(x_c) \) are very small when evaluated at all the points.

According to the Pseudo-Gauss procedure, the new points are obtained by optimizing the calculation of elements of an overlap matrix \( S_{n_c,n'_{c}} \) with \( n_c + n'_{c} \leq 2m_r(i_c) - 1 \) for \( \varphi_n(x_c) \) basis functions. We call these points Pseudo-Gauss because the \( m_r(i_c) - m_r(i_c - 1) \) new points are chosen to calculate, as accurately as possible, all overlap integrals between \( \varphi_n(x_c) \) functions, the sum of whose indices is less than or equal to \( 2m_r(i_c) - 1 \), and if the \( \varphi_n(x_c) \) were harmonic oscillator functions, then the overlap integrals for which points are optimized for level \( i_c \) would be exact if \( m_r \) Gauss points were used.

D. Choosing the \( g(i_1,i_2,\ldots,i_D) \)

The function \( g(i_1,i_2,\ldots,i_D) \) determines which combinations of the 1D interpolation rules are included in \( I(D,H) \) in Eq. (7). It is common to choose

\[
g(i_1,i_2,\ldots,i_D) = i_1 + i_2 + \cdots + i_D. \tag{31}\]

Better choices often exist. Which \( \varphi_n(x_1) \) \( \varphi_n(x_2) \cdots \varphi_n(x_D) \) terms occur in Eq. (11) depends not only on \( g(i_1,i_2,\ldots,i_D) \) but also on the choice of \( m_r(i_c) \), and of course also on \( H \). In Ref. 50, to obtain a sum-of-products interpolated potential, we set \( m_r(i_c) = i_c \) and the accuracy of the multi-D interpolations was controlled by carefully choosing a good \( g(i_1,i_2,\ldots,i_D) \). In this paper, to solve the Schrödinger equation, we make the simple choice, \( g(i_1,i_2,\ldots,i_D) = i_1 + i_2 + \cdots + i_D \), and control the quality of the interpolation by adjusting \( m_r(i_c) \).

V. SMOLYAK-BASED COLLOCATION TO SOLVE THE SCHÖDINGER EQUATION

Sections II–IV explain how to make multi-D interpolants from 1D Lagrange functions that themselves are made from hierarchical basis functions. We shall now use these interpolants to devise a Smolyak collocation method to solve the Schrödinger equation by requiring that

\[
(\hat{K} + \hat{V})(I(D,H)\Psi_n(x_1,x_2,\ldots,x_D)) = E_n(I(D,H)\Psi_n(x_1,x_2,\ldots,x_D)) \tag{32}
\]

be satisfied on the Smolyak grid built from the nested points that are also used to make \( I(D,H) \). To obtain, from this equation, an eigenvalue problem, we apply \( \hat{K} \).
and \( V \) and then evaluate both sides of the equation at \( x_{k_1'}, x_{k_2'}, \ldots, x_{k_D'} \). When evaluated at \( x_{k_1'}, x_{k_2'}, \ldots, x_{k_D'} \), the right hand side (RHS) is simply \( E_n \Psi_n(x_{k_1'}, x_{k_2'}, \ldots, x_{k_D'}) \). This is due to the fact that the Smolyak interpolant is designed to be equal to \( \Psi_n(x_{k_1'}, x_{k_2'}, \ldots, x_{k_D'}) \) at the interpolation point \( x_{k_1'}, x_{k_2'}, \ldots, x_{k_D'} \). For the same reason, applying \( V \) is simple. It is only applying \( \hat{K} \) that is difficult. Simplifying the \( V \) term and the RHS, one obtains

\[
\hat{K} I(D, H) \Psi_n(x_1, x_2, \ldots, x_D) \big|_{x_1=x_{k_1}'', x_2=x_{k_2}'', \ldots, x_D=x_{k_D}''} + V(x_{k_1}', x_{k_2}', \ldots, x_{k_D}') \Psi_n(x_{k_1}', x_{k_2}', \ldots, x_{k_D}') = E_n \Psi_n(x_{k_1}', x_{k_2}', \ldots, x_{k_D}').
\]

To obtain a matrix-eigenvalue problem from Eq. (33), we need to write \( \hat{K} I(D, H) \Psi_n(x_1, x_2, \ldots, x_D) \big|_{x_1=x_{k_1}'', x_2=x_{k_2}'', \ldots, x_D=x_{k_D}''} \). In a previous paper, we presented equations that enable one to do this. In Ref. 14, we implicitly work with a grid representation of the KEO and a grid representation of the wavefunctions.

In this paper, to apply \( \hat{K} \), we exploit the fact that the Smolyak interpolant can be written as in Eq. (15),

\[
\hat{K} I(D, H) \Psi_n(x_1, x_2, \ldots, x_D) = \sum_{g(M'(1)+M'(2)+\cdots+M'(D)+1) \leq H} \left[ \hat{K} \varphi_n(x_1(x_2(x_D))\Psi_n(x_1, x_2, \ldots, x_D) \big|_{x_1=x_{k_1}'', x_2=x_{k_2}'', \ldots, x_D=x_{k_D}''} \times \sum_{g(M'(1)+M'(2)+\cdots+M'(D)) \leq H} T_{(n_1, n_2, \ldots, n_D)}(k_1, k_2, \ldots, k_D) \Psi_n(x_{k_1}, x_{k_2}, \ldots, x_{k_D}) \right].
\]

Applying \( \hat{K} \) in this fashion, Eq. (33) becomes

\[
\sum_{g(M'(1)+M'(2)+\cdots+M'(D)) \leq H} \left( \sum_{g(M'(1)+M'(2)+\cdots+M'(D)+1) \leq H} \left[ \hat{K} \varphi_n(x_1(x_2(x_D))\Psi_n(x_1, x_2, \ldots, x_D) \big|_{x_1=x_{k_1}'', x_2=x_{k_2}'', \ldots, x_D=x_{k_D}''} \times T_{(n_1, n_2, \ldots, n_D)}(k_1, k_2, \ldots, k_D) \right] + V(x_{k_1}', x_{k_2}', \ldots, x_{k_D}') \delta_{k_1'} \delta_{k_2'} \cdots \delta_{k_D'} \right) \Psi_n(x_{k_1}, x_{k_2}, \ldots, x_{k_D}) = E_n \Psi_n(x_{k_1}', x_{k_2}', \ldots, x_{k_D}').
\]

where we have pulled \( \Psi_n(x_{k_1}, x_{k_2}, \ldots, x_{k_D}) \) to the right on the left hand side (LHS). Energies are eigenvalues of the matrix in brackets on the LHS. The eigenvalue problem is

\[
[K + V] \textbf{U} = \textbf{E} \textbf{U}.
\]

where \( \Psi_n(x_{k_1}, x_{k_2}, \ldots, x_{k_D}) \) is a column of \( \textbf{U} \).

Because the Smolyak grid will be large if \( D \geq 6 \), it is best to use an iterative eigensolver to compute energies. Iterative methods are frequently used because they make it possible to work with large basis sets. Because \( K + V \) is not symmetric, the eigenvalue problem is solved with an Arnoldi method; we use ARPACK. Matrix-vector products, \( \textbf{w} = (K + V) \textbf{z} \), must be evaluated. \( \textbf{w} \) and \( \textbf{z} \) have as many elements as there are points on the Smolyak grid (or basis functions in Eq. (15)). The matrix-vector product with \( \textbf{w} \) is trivial because it is diagonal. For the matrix-vector product with \( K \), we need

\[
\hat{K} = \sum_{c=1}^{D} K_c^c(x_1, x_2, \ldots, x_D) \frac{\partial}{\partial x_c} + \sum_{c=1}^{D} \sum_{c'=1}^{D} K^{c,c'}(x_1, x_2, \ldots, x_D) \frac{\partial^2}{\partial x_c \partial x_{c'}}.
\]
For example, for the term $K_{12} = \mathcal{K}_{k_1}^{1,2}(x_1, x_2, \ldots, x_D) \frac{\partial^2}{\partial x_1 \partial x_2}$, the matrix-vector product is

\[
w^{1,2}(k'_1, k'_2, \ldots, k'_D) = \mathcal{K}_{k_1}^{1,2}(x'_1, x'_2, \ldots, x'_D) \times \sum_{g(M^1 n_1+1), M^2 n_2+1, \ldots, M^D n_D+1 \leq H} \frac{\partial \tilde{\varphi}_n(x_1)}{\partial x_1} |_{x_1 = x'_1} \frac{\partial \tilde{\varphi}_n(x_2)}{\partial x_2} |_{x_2 = x'_2} \tilde{\varphi}_n(x'_1) \cdots \tilde{\varphi}_n(x'_D) \tilde{C}_{n_1 n_2 \ldots n_D}.\]

Derivatives of $\tilde{\varphi}_n(x_c)$ are straightforwardly obtained from derivatives of $\varphi_n(x_c)$. It is best to evaluate the sums in Eq. (40) sequentially.\(^{12,26,64}\) The vector $w = (K + V)x$ is calculated by

by summing contributions from the potential and each of the terms in the KEO.

To evaluate the sums in Eq. (40) sequentially, we use ideas similar to those used to evaluate potential matrix-vector products with a variational method.\(^{12}\) For example, for a 6D problem, one evaluates sequentially (the order is important) sums over $n_0, n_3, \ldots, n_1$ to generate six intermediate vectors. The upper limit on all but one of the sums depends on values of other $n_i$ indices. The allowed values of the indices of the intermediate vectors are determined by Eqs. (14) and (12). For the term of Eq. (40), the steps are outlined for a 6D case, in the supplementary material.\(^{72}\)

To apply one term in the KEO to $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$, one requires $D + 1$ nested loops. If neither the basis nor the grid were pruned the cost of evaluating, a matrix-vector product would be $n^{D+1}$. If $g(i_1, i_2, \ldots, i_D) = i_1 + i_2 + \cdots + i_D$ and $m_0(i_c)$, then the true cost, accounting for the pruning, can be estimated by using the fact that the number of functions (points) is equal to $\frac{H^{D+1}}{M^{D+1}}$. Of course, if more than $D + 1$ loops were required to obtain $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$ then the cost of transforming from a grid vector to a basis vector would dominate (see Section VI). The application of the KEO is parallelized over the terms in Eq. (39). The number of terms is the number of differential operators.

An important advantage of collocation is that the $\mathcal{K}_{k_1}$ and $\mathcal{K}_{k_1'}$ coefficients in Eq. (39) need only be evaluated at points. However, if the coefficients are simple enough that the $\varphi_n(x_c) \varphi_n(x_1) \varphi_n(x_2) \cdots \varphi_n(x_D)$ representation of the KEO is sparse, then the matrix-vector product with $K$ can be simplified. In that case, it is better to transform $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$ to $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$, then apply the sparse KEO matrix, and finally evaluate on the Smolyak grid.

VI. TRANSFORMING FROM A VECTOR LABELLED BY POINTS TO A VECTOR LABELLED BY BASIS INDICES

In Section V, we explain that to evaluate a matrix-vector product $Kz$, it is advantageous to transform $z$, which is labelled by points to $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$, a vector labelled by basis indices. See Eq. (38). In this section, we present ideas for obtaining $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$. The transformation is useful not just for evaluating $Kz$, but whenever one needs to evaluate a Smolyak interpolant at points that are not interpolation points. When the sum-of-products PES generated from a Smolyak interpolation has so many terms that it is not efficient to exploit the SOP structure, it is better to use quadrature (or collocation) to solve the Schrödinger equation. It would be foolish to use the quadrature (collocation) grid dense enough to represent wavefunctions to interpolate the potential and it is therefore necessary, in this case, to evaluate the PES at points that are not interpolation points.\(^{65}\) Although it is possible to evaluate Eq. (7) at any point, it is costly to evaluate it at many points because the summand has both $i_c$ and $k_c$ labels. It is less costly to evaluate Eqs. (11) and (15) than to evaluate Eq. (7). Eqs. (11) and (15) have the important advantage that they require only a sum over basis labels $(n_1, n_2, \ldots, n_D)$.

In the two subsections of this section, we present two methods of obtaining $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$. Both rely on using nested points. If transforming from a vector labelled by points to a vector labelled by basis indices were costly, then collocation calculations would be more expensive than variational (quadrature) calculations. However, the scaling of the methods of this section and the scaling of the quadrature matrix-vector product of Ref. 12 are identical. This opens the door to exploiting the advantages of collocation reviewed in the introduction.

For the purpose of applying the KEO, there is no need to obtain $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$, it is enough to have $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$. However, there are situations in which one would like to be able to transform from the Smolyak grid to a pruned basis of one’s choice, perhaps one that is not hierarchical. That is, it is sometimes desirable to have $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$ rather than $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$. For example, after solving the Schrödinger equation, we may wish to use the $\varphi_n(x_1) \varphi_n(x_2) \cdots \varphi_n(x_D)$ basis to assign wavefunctions. To do this, we need $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$. The $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$ transform makes it possible to efficiently calculate $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$, but unlike the $\varphi_n(x_1) \varphi_n(x_2) \cdots \varphi_n(x_D)$ basis, its functions do not have physical meaning. Fortunately, $\tilde{C}_{n_1 n_2 n_3 n_4 n_5}$ can be obtained easily from $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$ by doing sums sequentially:

\[
\tilde{C}_{n_1 n_2 n_3 n_4 n_5} = \sum_{n_1' = 0}^{n_1^{\text{max}}} \sum_{n_2' = 0}^{n_2^{\text{max}}} \sum_{n_3' = 0}^{n_3^{\text{max}}} \sum_{n_4' = 0}^{n_4^{\text{max}}} \sum_{n_5' = 0}^{n_5^{\text{max}}}, \tilde{C}_{n_1' n_2' n_3' n_4' n_5'}, \times \sum_{n_D' = 0}^{n_D^{\text{max}}} \tilde{A}_{n_D', n_1' n_2' n_3' n_4' n_5'}, \tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6},
\]

(41)

where $n_i^{\text{max}} = m_c[H - M^{-1}(1) \cdots - M^{D-1}(2n_i + 1) - M^{D}(n_i + 1) - \cdots - M^{D}(1 - 1)] + 1$ and $\tilde{A}$ is the inverse of the $\tilde{A}$ matrix in Eq. (17).

A. Computing $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$ separately

If the points are nested, it is straightforward to obtain an equation for $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$ from Eq. (10), by moving the sums over $n_c$ to the left and comparing it to Eq. (11). $\tilde{C}_{n_1 n_2 n_3 n_4 n_5 n_6}$ is obtained by replacing $B_{k_c n_c}$ with $\tilde{B}_{k_c n_c}$, which is defined using $\tilde{\varphi}_n(x_c)$. One finds
\[ \tilde{C}_{n_1, n_2, \ldots, n_D} = \sum_{g(i_1, i_2, \ldots, i_D) \leq H} \sum_{k_D = 1}^{m_D(i_D)} \left[ \tilde{B}_{k_D, n_D}^{i_1} - \tilde{B}_{k_D, n_D}^{i_1-1} \right] \times \sum_{k_{D-1} = 1}^{m_D(i_{D-1})} \left[ \tilde{B}_{k_{D-1}, n_{D-1}}^{i_2} - \tilde{B}_{k_{D-1}, n_{D-1}}^{i_2-1} \right] \cdots \sum_{k_2 = 1}^{m_D(i_2)} \left[ \tilde{B}_{k_2, n_2}^{i_3} - \tilde{B}_{k_2, n_2}^{i_3-1} \right] \sum_{k_1 = 1}^{m_D(i_1)} \left[ \tilde{B}_{k_1, n_1}^{i_1} - \tilde{B}_{k_1, n_1}^{i_1-1} \right] \tilde{c}_{k_1, k_2, \ldots, k_D}. \] (42)

\( \tilde{B}^k \) in Eq. (42) is \((\tilde{P}^{0})^{-1}\) (see Eq. (22)). To account for the fact that for a given \( \tilde{C}_{n_1, n_2, \ldots, n_D} \), not all \( i_1, i_2, \ldots, i_D \) values that satisfy the constraint in Eq. (42) contribute, one can either set \( \tilde{B}^{i_c} \) equal to zero if \( k_c > n_c(i_c - 1) \) or \( n_c > n_c^{\text{max}}(i_c - 1) \) or impose in addition the constraint (for all \( c \)) \( m_c(i_c - 1) \geq n_c + 1 \).

It is useful to store,

\[ \Delta \tilde{B}^{i_c}_{k_c, n_c} = \tilde{B}^{i_c}_{k_c, n_c} - \tilde{B}^{i_c-1}_{k_c, n_c}. \] (43)

The \( \Delta \tilde{B}^{i_c}_{k_c, n_c} \) have two properties that make it easy to calculate the \( \tilde{C}_{n_1, n_2, \ldots, n_D} \). First,

\[ \Delta \tilde{B}^{i_c}_{k_c, n_c} = 0 \quad \text{if} \quad n_c = 0, 1, \ldots, n_c^{\text{max}}(i_c - 1) \] (44)

and second,

\[ \Delta \tilde{B}^{i_c}_{k_c, n_c} = 0 \quad \text{if} \quad n_c > n_c^{\text{max}}(i_c - 1) \quad \text{and} \quad k_c > n_c + 1. \] (45)

Where do these properties come from? The top left block of \((\tilde{P}^{0})^T\) whose size is \( m_c(i_c - 1) \times m_c(i_c - 1) \) is identical to \((\tilde{P}^{0})^{-1})^T\). This is due to the fact that the top right \( m_{c}(i_c - 1) \times (m_{c}(i_c - 1) - m_{c}(i_c - 1)) \) block of \((\tilde{P}^{0})^T\) is zero. This establishes Eq. (44). According to Eq. (45), satisfied by the hierarchical functions, we use, but not by those used by other authors, the bottom right corner of \((\tilde{P}^{0})^T\) is lower triangular. This is due to Eq. (18).

One way to obtain \( \tilde{C}_{n_1, \ldots, n_D} \) is to start with Eq. (42) and evaluate sums sequentially. As an example, consider a case with \( D = 3 \) and with \( m_c(i_c) = i_c \) and calculate \( \tilde{C}_{4,1,9} \). The only non-zero term in the sum over the \( i_c \) indices in Eq. (42) has \( i_1 = 5, i_2 = 2, i_3 = 10 \). \( \tilde{C}_{4,1,9} \) is obtained in three steps. First, one transforms \( k_1 \rightarrow n_1 = 4 \) by calculating the array

\[ w^1(4, k_2, k_3) = \sum_{k_1 = 1}^{5} \Delta \tilde{B}^5_{k_1, k_2, k_3} \] (46)

with \( 1 \leq k_2 \leq 2 \) and \( 1 \leq k_3 \leq 10 \). Second, one transforms \( k_2 \rightarrow n_2 = 1 \) by calculating the array

\[ w^2(4, 1, k_3) = \sum_{k_2 = 1}^{2} \Delta \tilde{B}^2_{k_2, k_3} w^1(4, k_2, k_3) \] (47)

with \( 1 \leq k_3 \leq 10 \). Third, one transforms \( k_3 \rightarrow n_3 = 9 \) and calculates

\[ \tilde{C}_{4,1,9} = \sum_{k_3 = 1}^{10} \Delta \tilde{B}^9_{k_3, 4, k_3} w^2(4, n_2 = 1, k_3). \] (48)

Parallelization of this calculation of \( \tilde{C}_{n_1, n_2, \ldots, n_D} \) is simple. Because only one term in Eq. (42) contributes to a given \( \tilde{C}_{n_1, n_2, \ldots, n_D} \), different \( \tilde{C}_{n_1, n_2, \ldots, n_D} \) can be computed in different threads with no communication. When there are many terms in Eq. (11), it is possible to take full advantage of a large number of processors. However, because we parallelize over only 13 threads, in our calculations, the method of Subsection VI B is faster. The first step is the most costly. If \( k_c^{\text{max}} \) were \( n_c \), for all \( c \), then for the \( D \)-coordinate case, its cost would be \( n_c D \). The steps must be repeated for each \( \tilde{C}_{n_1, n_2, \ldots, n_D} \). In actuality, \( k_c^{\text{max}} \) is different for each \( \tilde{C}_{n_1, n_2, \ldots, n_D} \). In practice, the cost of obtaining \( \tilde{C}_{n_1, n_2, \ldots, n_D} \), with the method of this subsection, and the cost of evaluating the matrix-vector product for one term in the KEO (Section V) are comparable.

When \( m_c(i_c) - m_c(i_c - 1) > 1 \), obtaining \( \tilde{C}_{n_1, n_2, \ldots, n_D} \) is not as easy. Although it is true also in this case that only one term on the RHS of Eq. (42) is nonzero, now one term in the sum over \( g(i_1, i_2, \ldots, i_D) \) contributes to several \( \tilde{C}_{n_1, n_2, \ldots, n_D} \). In general, a term with \( i_1, i_2, \ldots, i_D \) will contribute to all \( \tilde{C}_{n_1, n_2, \ldots, n_D} \) for which \( n_c^{\text{max}}(i_c - 1) < n_c \leq n_c^{\text{max}}(i_c) \). Note that two terms do not contribute to the same \( \tilde{C}_{n_1, n_2, \ldots, n_D} \). For example, if \( m_c(i_c) = 2i_c - 1 \), then the term on the RHS of the 3D version of Eq. (42) with \( i_1 = 5, i_2 = 2, \) and \( i_3 = 10 \) contributes to \( \tilde{C}_{n_1, n_2, n_3} \) for which \( n_1^{\text{max}}(4) < n_1 \leq n_1^{\text{max}}(5) \), \( n_2^{\text{max}}(2) < n_2 < n_2^{\text{max}}(2) \), \( n_3^{\text{max}}(9) < n_3 \leq n_3^{\text{max}}(10) \), i.e., to \( \tilde{C}_{7,1,17}, \tilde{C}_{7,1,8}, \tilde{C}_{7,2,17}, \tilde{C}_{7,2,8}, \tilde{C}_{8,1,17}, \tilde{C}_{8,1,8}, \tilde{C}_{8,2,17}, \) and \( \tilde{C}_{8,2,8} \). These coefficients are calculated sequentially in three steps as in the example above. Parallelization is efficient also in this case.

**B. Computing \( \tilde{C}_{n_1, n_2, \ldots, n_D} \) simultaneously**

We shall now present an alternative method of computing \( \tilde{C}_{n_1, n_2, \ldots, n_D} \). The method of the Section VI A is simple, but it has the disadvantage that identical intermediate vectors used to obtain different \( \tilde{C}_{n_1, n_2, \ldots, n_D} \) are calculated more than once. Consider the example of Eqs. (46)–(48) at the end of Section VI A. To compute \( \tilde{C}_{4,1,9} \), we need \( w^1(4, 1, k_3) \) for all possible \( k_3 \). To compute \( \tilde{C}_{4,1,10} \) we need \( w^1(4, 1, k_3) \) for some of the same \( k_3 \). The same idea applies to \( w^1(4, k_2, k_3) \). One could store intermediate vectors to avoid recomputing them, but this would require communication when the method of Section VI A is parallelized. The method of this subsection obviates the need to recompute elements of vectors.

The ideas are outlined here for the case \( g(i_1, i_2, \ldots, i_D) = i_1 + i_2 + \cdots + i_D \leq H \). Eq. (42) can be re-written by applying the constraint directly to the grid labels,
There are no sums on $i_c$ because, when $n_c$ is fixed, it is only when $i_c = M^c(n_c + 1)$ that the summand is nonzero. This is due to property 1 (Eq. (44)). If $m_c(i_c + 1) - m_c(i_c) > 1$ and one uses standard hierarchical functions, rather than those defined in Eq. (17), the second argument in the upper limits $k_{c}^{Max}$ is $m_c(M^c(n_c + 1))$.

In a six dimensional case, Eq. (49) is implemented in 6 steps that generate five intermediate vectors and finally generate a vector labeled $\tilde{c}_{n_1,n_2,...,n_{D-1},n_D}$. The possible values of the indices labeling the vectors are limited by Eqs. (12) and (14). The upper limit of the sum over $k_c$ is $M(n_c + 1)$ and $a_c$ is determined from Eq. (14) and $m_c(i_c)$. A 6D example is given in the supplementary material.22

Note that in each step, the method of this subsection requires a single sum and every vector has $D$ indices. Each step therefore requires $D + 1$ loops. If neither the basis nor the grid were pruned the cost of evaluating a matrix-vector product would be $n^{D+1}$. If $g(i_1,i_2,...,i_D) = i_1 + i_2 + \cdots + i_D$ and $m_c(i_c) = i$, then the true cost, accounting for the pruning, can be estimated by using the fact that the number of functions (points) is equal to $\frac{n^{D+1}}{\sum_{i=1}^{D} G^{i}(r_1,r_2,r_3,r_4,r_5,r_6)}$. Thus, the cost of this method for obtaining $\tilde{c}_{n_1,n_2,n_3,n_4,n_5,n_6}$ is also comparable to the cost of a matrix-vector product for one term in the KEO (Section IV).

### VII. COMPUTING THE SPECTRUM

We have used the ideas of Section V to compute vibrational energy levels of HONO with the PES of Ref. 50. Both methods (Section VI) of obtaining a vector labeled by basis indices from a vector labeled by point indices have been tested in order to apply the KEO. We use bond coordinates. Because curvilinear coordinates are better suited to the description of large amplitude motion, it is important to demonstrate that Smolyak collocation works not only in normal coordinates but also in curvilinear coordinates. An approach that works only with normal coordinates is only applicable to molecules with one minimum and for which vibration is of small enough amplitude that coupling is not too large. A well-known disadvantage of curvilinear coordinates is the associated complicated KEO. When a variational method is used, complicated coordinate dependence of the coefficients of the KEO makes computing matrix elements costly when it is necessary to evaluate integrals for terms in the KEO by quadrature. When collocation is used, it is only necessary to evaluate the coefficients at points: no integrals are required. In Ref. 14, it has been shown that this advantage of collocation can be exploited, without solving a generalized eigenvalue problem, which was heretofore required to use a collocation method; however, in that paper, normal coordinates were used.

The coordinates we use for HONO are $r_2$ for the outer NO bond, $r_3$ for the inner ON bond, $r_4$ for the OH bond, $\theta_2$ for the ONO angle, $\theta_1$ for the HON angle, and $\tau$ for the dihedral angle, $0^\circ \leq \tau \leq 360^\circ$.

These coordinates are less strongly coupled than Jacobi coordinates. Although even better coordinates can certainly be found, the coordinates we use do make it possible to show that our internal coordinate collocation method works. The KEO is written, not in terms of the bending coordinates $\theta_i$, $i = 1, 2$, but instead, as did Ritcher et al., in terms of $\xi_i = \cos(\theta_i)$, $i = 1, 2$ since this simplifies the KEO. The full Hamiltonian has the form,

$$
H = \sum_{i=1}^{6} \sum_{j \leq i} G^{i,j}(r_1,r_2,r_3,r_4,r_5,r_6) \frac{\partial^2}{\partial r_i \partial r_j} + \sum_{i=1}^{6} G^{i}(r_1,r_2,r_3,r_4,r_5,r_6) \frac{\partial^2}{\partial r_i} + V^{PS}(r_1,r_2,r_3,r_4,r_5,r_6) + V(r_1,r_2,r_3,r_4,r_5,r_6)
$$

with $r_4,r_5,r_6 = \xi_1,\xi_2,\tau$. $V^{PS}$ is the pseudo-potential term obtained by changing the volume element.56

The 1D $\varphi_{n_c}(x_c)$ basis functions are eigenfunctions of 1D Hamiltonians, $\hat{H}_c^0$, $c = 1, \ldots, 6$. For $r_1$, we use

$$
\hat{H}_c^0 = -\frac{m_H + m_O}{2m_H m_O} \frac{\partial^2}{\partial r_1^2} + V^1(r_1),
$$

where

$$
V^1(r_1) = V(r_1,r_2^{eq},r_3^{eq},r_4^{eq},\xi_1^{eq},\xi_2^{eq},\tau = 180^\circ).
$$

In this section, $eq$ refers to cis equilibrium values: $r_1^{eq} = 1.823$ bohrs, $r_2^{eq} = 2.213$ bohrs, $r_3^{eq} = 2.697$ bohrs, $\xi_1^{eq} = \cos(110.7^\circ)$, $\xi_2^{eq} = \cos(101.9^\circ)$.50 Although the 1D potential we use is evaluated at cis values, it enables us to compute cis-like and trans-like wavefunctions. For $r_2$, we use

$$
\hat{H}_c^0 = -\frac{m_N + m_O}{2m_N m_O} \frac{\partial^2}{\partial r_2^2} + V^2(r_2),
$$

where

$$
V^2(r_2) = V(r_1^{eq},r_2,r_3^{eq},\xi_1^{eq},\xi_2^{eq},\tau = 180^\circ).
$$
For $r_3$, we use

$$\hat{H}_3^0 = -\frac{m_N + m_O}{2m_N m_O} \frac{\partial^2}{\partial r_3^2} + V^3(r_3),$$

where

$$V^3(r_3) = V(r_1^q, r_2^q, r_3, \xi_1^q, \xi_2^q, \tau = 180^\circ).$$

$\hat{H}_4^0$ for $\xi_1$ is a sum of a 1D potential and the Hermitian terms in the full KEO with derivatives with respect to $\xi_1$,

$$\hat{H}_4^0 = -\left[ \left( \frac{1}{m_H} + \frac{1}{m_O} \right) \frac{1}{2(r_1^q)^2} + \left( \frac{1}{m_O} + \frac{1}{m_N} \right) \frac{1}{2(r_3^q)^2} \right] \times \frac{\partial}{\partial \xi_1} (1 - \xi_1^q) \frac{\partial}{\partial \xi_1}$$

$$+ \frac{1}{m_O r_3^q r_1^q} \frac{\partial^2}{\partial \xi_1^2} + V^4(\xi_1).$$

$V^4(\tau)$ is the potential obtained by finding values of the other coordinates that minimize the potential for each value of $\tau$ from $\tau = 0^\circ$ to $\tau = 180^\circ$. Minimized potentials of this type would probably be better for the other coordinates as well, but holes in the PES made using such minimized cut potentials impossible.

The 1D eigenfunctions are computed by diagonalizing large matrix representations of the 1D Hamiltonians. Matrix elements are calculated with Gauss quadrature. For the $r_1$, $r_2$, and $r_3$ coordinates, tridiagonal Morse basis sets and large (1D) Gauss quadratures were used. For the $\xi_1$ and $\xi_2$ coordinates, Jacobi functions with $a$ and $b$ parameters larger than unity were used, and for $\tau$, a Fourier basis was used. The 1D eigenfunctions are sorted by energy and used to make $\tilde{\varphi}_{n_c}(x_c)$ and Lagrange type functions $\tilde{\alpha}_k(x_c)$.

As explained earlier, we use, $g(i_1, i_2, \ldots, i_D) = i_1 + i_2 + \cdots + i_D$, and control the quality of the interpolation by adjusting $m_c(i_c)$ and $H$. With $g(i_1, i_2, \ldots, i_D) = i_1 + i_2 + \cdots + i_D$, we can use Eq. (49) without modification. The point to basis index transformation can also be done for other $g(i_1, i_2, \ldots, i_D)$, but the equation that replaces Eq. (49) is more complicated. The coordinates $r_1$ and $r_2$ are not strongly coupled to the other coordinates and have large zeroth-other energies and therefore require rather few basis functions. The coordinates $r_3$, $\xi_1$, and $\xi_2$ are strongly coupled among themselves and therefore we need to use many basis functions for these three coordinates. The 1D $\tau$ energies are closely spaced and low. The low-lying 1D torsional states are localized in the trans or the cis well, whereas the high-lying excited torsional vibrational states are de-localized. Therefore, a large number of 1D $\tau$ functions are required. We have done calculations with $H = 29, 28, 27, 26$ (and maximum levels, $i_{max} = 24, 23, 22, 21$) and $m(i) = m_2(i) = i$ for $r_1$ and $r_2$, and

$$m_c(1) = 1, m_c(2) = 4, m_c(3) = 7, m_c(4) = 10, m_c(5) = 12, m_c(6) = 14, m_c(7) = 16, m_c(8) = 18, m_c(9) = 20, m_c(10) = 21, m_c(11) = 22, m_c(12) = 23, m_c(13) = 24, m_c(14) = 25, m_c(15) = 26, m_c(16) = 27, m_c(17) = 28, m_c(18) = 29, m_c(19) = 30, m_c(20) = 31, m_c(n_c \geq 21) = 32,$$
\begin{table}
\centering
\begin{tabular}{llllllll}
Well & Assignment & \(E^{H=29} - ZP\) & \(E^{H=29}\) & \(\Delta E^{H=28}\) & \(\Delta E^{H=27}\) & \(\Delta E^{H=26}\) \\
\hline
trans & (0, 0, 0, 0, 0, 0) & 0.00 & 4366.89 & 0.00 & 0.00 & 0.01 \\
trans & (0, 0, 0, 0, 0, 1) & 537.72 & 4904.61 & 0.00 & 0.00 & 0.01 \\
trans & (0, 0, 0, 1, 0, 0) & 600.77 & 4967.67 & 0.00 & 0.01 & 0.01 \\
trans & (0, 0, 1, 0, 0, 0) & 795.72 & 5162.61 & 0.00 & 0.01 & 0.01 \\
trans & (0, 0, 0, 0, 2) & 1055.35 & 5422.25 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 0, 0, 1, 1) & 1131.32 & 5498.21 & 0.00 & 0.01 & 0.00 & \text{trans} \\
trans & (0, 0, 0, 2, 0) & 1187.87 & 5554.76 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 1, 0, 0, 0) & 1267.27 & 5634.16 & 0.00 & 0.00 & 0.01 & \text{trans} \\
trans & (0, 1, 0, 1, 0) & 1323.07 & 5689.96 & 0.00 & 0.01 & 0.00 & \text{trans} \\
trans & (0, 0, 1, 1, 0) & 1384.86 & 5751.76 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 0, 0, 0, 3) & 1551.60 & 5918.49 & 0.00 & 0.01 & 0.00 & \text{trans} \\
trans & (0, 0, 0, 2, 0) & 1574.26 & 5941.15 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 0, 0, 1, 2) & 1640.75 & 6007.64 & 0.00 & 0.01 & 0.00 & \text{trans} \\
trans & (0, 1, 0, 0, 0) & 1689.56 & 6056.45 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 0, 0, 2, 1) & 1710.20 & 6077.10 & 0.00 & 0.01 & 0.00 & \text{trans} \\
trans & (0, 0, 0, 3, 0) & 1761.27 & 6128.16 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 1, 0, 0, 1) & 1797.63 & 6164.52 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 0, 1, 0, 2) & 1828.72 & 6195.61 & 0.00 & 0.00 & 0.00 & \text{trans} \\
trans & (0, 0, 1, 1, 0) & 1857.86 & 6224.76 & 0.00 & 0.01 & 0.01 & \text{trans} \\
trans & (0, 0, 0, 3, 1) & 1938.56 & 6271.45 & 0.00 & 0.01 & 0.00 & \text{trans} \\
trans & (0, 0, 0, 0, 0) & 3589.49 & 7957.39 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 2, 1, 1, 0) & 3849.71 & 8216.61 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 2, 0, 0, 0) & 3856.01 & 8222.91 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 2, 1, 1, 1) & 3872.02 & 8238.92 & 0.02 & 0.01 & 0.02 & \text{trans} \\
trans & (0, 0, 1, 2, 1, 1) & 3879.58 & 8246.48 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 1, 0, 0, 1, 4) & 3915.61 & 8284.49 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 0, 1, 2, 1) & 3882.58 & 8249.47 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 1, 2, 1, 2) & 3892.55 & 8259.44 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 2, 1, 0, 2, 2) & 3979.58 & 8263.92 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 2, 0, 0, 1, 2) & 3922.75 & 8289.64 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 0, 0, 1, 1) & 3929.64 & 8296.53 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 1, 0, 2, 0, 1) & 3932.31 & 8302.21 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (1, 1, 0, 1, 2) & 3949.23 & 8316.12 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 2, 0, 0, 1, 0) & 3949.50 & 8316.39 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 1, 0, 2, 3) & 3959.23 & 8326.12 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 0, 2, 1, 1) & 3960.38 & 8327.27 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 1, 0, 1, 3) & 3972.27 & 8340.16 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (1, 1, 0, 0, 2) & 3976.77 & 8343.67 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 0, 2, 6) & 3990.61 & 8357.50 & \text{trans} & \text{trans} & \text{trans} & \text{trans} \\
trans & (0, 0, 0, 0, 3) & 4005.14 & 8372.04 & 0.01 & 0.00 & 0.00 & \text{trans} \\
\hline
\end{tabular}
\caption{Vibrational levels of HONO for which normal mode assignments are possible. The 20 lowest and the 20 highest assignable levels for each well are shown. A full set of levels is given in the supplementary material. The corresponding wavefunctions are mostly localized in either the \textit{cis} or the \textit{trans} well. \(\Delta E^{H=28} = E^{H=29} - E^{H=28}\), \(\Delta E^{H=27} = E^{H=29} - E^{H=27}\), \(\Delta E^{H=26} = E^{H=29} - E^{H=26}\).}
\end{table}
TABLE I. (Continued.)

<table>
<thead>
<tr>
<th>Well</th>
<th>Assignment</th>
<th>$E_{H=29} - ZP_{E_{H=29}}$</th>
<th>$E_{H=29}$</th>
<th>$\Delta E_{H=28}$</th>
<th>$\Delta E_{H=27}$</th>
<th>$\Delta E_{H=26}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cis</td>
<td>(0, 0, 1, 0, 1, 0)</td>
<td>1907.90</td>
<td>6368.65</td>
<td>0.00</td>
<td>-0.07</td>
<td>-0.08</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 1, 0, 0, 1)</td>
<td>1944.00</td>
<td>6404.75</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.08</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 1, 0, 2)</td>
<td>2025.69</td>
<td>6486.44</td>
<td>-0.01</td>
<td>-0.06</td>
<td>-0.08</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 1, 2, 0)</td>
<td>2041.84</td>
<td>6502.58</td>
<td>-0.00</td>
<td>-0.09</td>
<td>-0.09</td>
</tr>
<tr>
<td>cis</td>
<td>(1, 0, 0, 0, 0, 0)</td>
<td>3373.02</td>
<td>7895.77</td>
<td>0.00</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 1, 1, 2, 0)</td>
<td>3872.27</td>
<td>8333.01</td>
<td>-0.03</td>
<td>-0.05</td>
<td>-0.12</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 3, 0, 0, 0)</td>
<td>3878.39</td>
<td>8339.13</td>
<td>-0.01</td>
<td>-0.05</td>
<td>-0.06</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 0, 2, 5)</td>
<td>3887.16</td>
<td>8437.91</td>
<td>-0.09</td>
<td>-0.18</td>
<td>-0.30</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 0, 0, 4)</td>
<td>3896.46</td>
<td>8357.21</td>
<td>-0.04</td>
<td>-0.11</td>
<td>-0.06</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 2, 0, 1)</td>
<td>3901.15</td>
<td>8361.90</td>
<td>-0.02</td>
<td>-0.09</td>
<td>-0.12</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 1, 1, 1, 2)</td>
<td>3902.59</td>
<td>8363.34</td>
<td>-0.07</td>
<td>-0.17</td>
<td>-0.17</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 2, 0, 4)</td>
<td>3915.61</td>
<td>8376.36</td>
<td>-0.07</td>
<td>-0.34</td>
<td>-0.36</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 1, 2, 5)</td>
<td>3923.59</td>
<td>8384.34</td>
<td>-0.11</td>
<td>-0.10</td>
<td>-0.38</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 2, 1, 4)</td>
<td>3924.19</td>
<td>8384.94</td>
<td>-0.03</td>
<td>-0.09</td>
<td>-0.10</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 2, 1, 1, 0)</td>
<td>3979.95</td>
<td>8440.70</td>
<td>-0.00</td>
<td>-0.07</td>
<td>-0.09</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 0, 4, 0)</td>
<td>4000.15</td>
<td>8460.90</td>
<td>-0.12</td>
<td>-0.04</td>
<td>-0.09</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 2, 2)</td>
<td>4004.73</td>
<td>8465.48</td>
<td>-0.06</td>
<td>-0.02</td>
<td>-0.13</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 2, 1, 0, 1)</td>
<td>4017.18</td>
<td>8477.92</td>
<td>-0.07</td>
<td>-0.48</td>
<td>-0.65</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 0, 4, 1)</td>
<td>4021.11</td>
<td>8481.86</td>
<td>-0.09</td>
<td>-0.11</td>
<td>-0.09</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 1, 0, 5)</td>
<td>4031.60</td>
<td>8492.35</td>
<td>-0.25</td>
<td>-0.32</td>
<td>-0.65</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 1, 4)</td>
<td>4045.45</td>
<td>8506.20</td>
<td>-0.25</td>
<td>-0.18</td>
<td>-0.22</td>
</tr>
<tr>
<td>cis</td>
<td>(1, 0, 0, 0, 1, 0)</td>
<td>4064.04</td>
<td>8506.79</td>
<td>-0.14</td>
<td>-0.07</td>
<td>-0.41</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 1, 0, 3, 0, 0)</td>
<td>4064.19</td>
<td>8524.94</td>
<td>-0.05</td>
<td>-0.07</td>
<td>-0.10</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 1, 2, 0)</td>
<td>4084.47</td>
<td>8545.22</td>
<td>-0.07</td>
<td>-0.05</td>
<td>-0.12</td>
</tr>
<tr>
<td>cis</td>
<td>(0, 0, 0, 5, 0, 0)</td>
<td>4151.14</td>
<td>8611.89</td>
<td>-0.11</td>
<td>-0.19</td>
<td>-0.35</td>
</tr>
</tbody>
</table>

for $r_3$, $\xi_1$ and $\xi_2$, and

$$m_0(1) = 1, m_0(2) = 5, m_0(3) = 9, m_0(4) = 13, m_0(5) = 17, m_0(6) = 21, m_0(7) = 25, m_0(8) = 27,$$

$$m_0(9) = 29, m_0(10) = 31, m_0(11) = 33, m_0(12) = 35, m_0(13) = 37, m_0(14) = 39, m_0(15) = 41,$$

$$m_0(16) = 43, m_0(17) = 45, m_0(18) = 47, m_0(19) = 49, m_0(20) = 51, m_0(i_c \geq 21) = 53,$$

for $\tau$.

For $\tau$, the pseudo-Gauss procedure is used to determine pairs of new points. When $m_0(i + 1) - m_0(i) = 4$, the points added to those of level $i$ are two pairs. Each pair is composed of a point $\tau$ and its partner $2\tau - \tau$. Let $N$ be the number of points in the set being extended (when $m_0(i) - m_0(i - 1) = 2$, then $N = m_0(i - 1)$). The size of the overlap matrix used to determine (see Ref. 12) the two new points is $N + 2$. One of the new functions is symmetric and the other is antisymmetric with respect to reflection with respect to $\tau = 180^\circ$. Only one point position is optimized. The partner point is obtained by symmetry. When one or two pairs of points are added to the points of level $i$ to obtain the points of level $i + 1$, $\bar{A}$ in Eq. (17) is sometimes nearly singular. This occurs when rows of $\bar{A}$ are linearly dependent because when $\phi_i(\tau)$ have amplitude in both wells it sometimes happens that $\phi_i(\tau) = \phi_i(2\pi - \tau)$. To avoid the singularity, we switch the pseudo-Gauss point responsible for the singularity with one in an interpolation rule $U^{i'}$ for which $i' > i + 1$. Owing to the switch, the points we use at each level are not the pseudo-Gauss points we think would be best; however, we have verified that the switch affects energy levels very little.

At least 400 levels are converged to a fraction of a cm$^{-1}$. The first 20 and last 20 assigned levels, for each well, are reported in Table I. The complete set is given in the supplementary material.12 In the tables, we compare levels computed with $H = 29$ (total number of basis functions is 4229195) with those computed with $H = 28$ and $H = 27$ (basis functions 3434211 and 2761114). The average error is $2.5 \times 10^{-2}$ cm$^{-1}$ and the maximum error is 0.39 cm$^{-1}$. Average and maximum errors are defined with respect to the $H = 29$ calculation. Note that energy levels do not necessarily decrease when the basis and grid size are increased. Our energies agree rather well with those of Ref. 50, but our levels are systematically lower.

As a function of $H$ energy levels oscillate slightly. Small amplitude oscillations persist even for large $H$, due to holes in the PES. If it is possible to identify regions in which holes occur, the PES can be modified so that they do not cause problems.

The assignments in Table I are in terms of rectilinear normal coordinate labels. The normal coordinates for trans-HONO and cis-HONO are: $v_1$ is OH stretching, $v_2$ is NO stretching, $v_3$ is NOH bending, $v_4$ is ONO bending, $v_5$ is ON stretching, and $v_6$ is torsional mode. Only assigned levels are included in the table; we have calculated more. Assignment becomes meaningless at higher energies. Levels are assigned
by fitting each of the wavefunctions with a sum of products of 1D harmonic oscillator functions in normal coordinates. For a given wavefunction, between 100 and 1000 coefficients are chosen to nearly reproduce the largest wavefunction values evaluated at between 10,000 and 50,000 points on the Smolyak grid used in collocation. This is done by solving the normal least squares equations. This requires transforming the internal coordinates to normal coordinates.

VIII. CONCLUSION

The variational method, in which wavefunctions are represented as linear combinations of basis functions,

\[ \Psi_n(x_1, x_2, \ldots, x_D) = \sum_k f_k b_k(x_1, x_2, \ldots, x_D) \]  

with coefficients \( f_k \) determined by substituting Eq. (64) into the Schrödinger equation, multiplying on the left with \( b_k(x_1, x_2, \ldots, x_D) \), integrating, and solving an eigenvalue problem, has made it possible, over the last 35 years to calculate numerically exact (ro-)vibrational energy levels and intensities of polyatomic molecules. A numerical approach of this kind is most useful, e.g., for van der Waals molecules or high-lying states of semi-rigid molecules, when the effect of coupling is important. It is necessary, when one wishes to refine a PES. In this paper, we develop a competitive collocation method.

Collocation was introduced into chemical physics many years ago. Hereofore, it has usually been used by representing wavefunctions as in Eq. (64) and requiring that the Schrödinger equation be satisfied at a set of points. This is most straightforward if the number of points equals the number of basis functions, but rectangular collocation methods do exist. The standard collocation approach is disfavored for two reasons: (1) it requires solving a generalized eigenvalue problem; (2) the matrix-vector products required to use an iterative eigensolver are costly. In a previous paper, we deal with (1) by combining a Smolyak-type interpolation idea and Lagrange-type basis functions in a way that makes it possible to use collocation without solving a generalized eigenvalue problem. This is crucial because when matrices are too large to store in memory, iterative eigensolvers are imperative and, regrettably, iterative eigensolvers for the generalized eigenvalue problem are costly. For each coordinate, the Lagrange-type basis we use spans the space spanned by a set of eigenfunctions of a 1D cut Hamiltonian. The basis is certain to be good if the coupling is weak. In this paper, we focus on (2) and reduce the cost of the collocation matrix-vector product. Using hierarchical basis functions of Section III, the cost of the most expensive matrix-vector product required to use the collocation method is similar to the cost of the potential matrix-vector product of the variational approach. For a molecule with four atoms, the cost is about two orders of magnitude less than in Ref. 14.

Iterative eigensolvers are now commonly used to solve the time-independent Schrödinger equation. Because they enable one to compute (only) the desired eigenvalues without storing matrices, it might seem that they should always be eigensolvers of first resort. Why limit oneself to matrices small enough that they can be stored in memory? However, in practice, iterative eigensolvers are only efficient if matrix-vector products are cheap. To reduce the cost of matrix-vector products, engineers often exploit sparsity. If the PES can be massaged into sum-of-products form, then sparsity can be exploited. In chemical physics, mostly because product bases are often used, it is more common to take advantage of the structure of the Hamiltonian matrix. When one wishes to use a general potential, it is necessary that both the basis and the grid, used either to do quadrature or as a collocation grid, have structure. In conjunction with quadrature, it has long been understood how to exploit structure by doing sums sequentially when both the basis and the grid are a direct product. Provided that the quadrature grid is a direct product, the same idea works when the basis is a nondirect product (spherical harmonic type basis) with shared indices. It also efficacious when basis indices are constrained. When using collocation, it is also possible to use an iterative eigensolver and impose and exploit compatible structure on both the basis and the grid. Because the matrix whose eigenvalues are computed is non-symmetric, we cannot use the standard Lanczos eigensolver. In this paper, we use ARPACK. It should be possible to use a generalized two-sided Lanczos method. In the collocation case, it is imperative that one use an iterative method and takes advantage of structure because matrices are not sparse: exploiting sparsity is not an option. As in the quadrature case, one needs to use two different representations and to be able to efficiently transform between them. One representation is in terms of basis functions, cf. Eq. (11), and the other is a representation on a grid, cf. Eq. (10). These two representations are comparable to the well-known “VBR” and “DVR.” The principle difference between the VBR/DVR and the representations we use is that ours are not direct products. Of course, it is crucial to obviate the need to use direct products owing to the fact that the size of a direct product basis/grid scales as \( n^D \), where \( n \) is a representation number of functions/points in a single coordinate. To use an iterative eigensolver with collocation, one must evaluate matrix-vector products. It is obviously trivial to apply the potential in the grid representation. In this paper, we have applied the KEO by first transforming from the grid representation to the basis representation. The transformation is efficient because the grid and the basis have compatible structures. The structure of the basis is determined by \( g(M^1(n_1 + 1), M^2(n_2 + 1), \ldots, M^D(n_D + 1)) \) \( \leq H \) and the structure of the grid by \( g(M^1(k_1), M^2(k_2), \ldots, M^D(k_D)) \) \( \leq H \), and both structures are inherited from \( g(i_1, i_2, \ldots, i_D) \) \( \leq H \). When the KEO matrix-vector product is evaluated as in this paper, the scaling of the KEO matrix-vector product required to do a collocation calculation and the scaling of the potential (quadrature) matrix-vector product required to do a variational calculation are identical. Note, however, that all Smolyak-based methods will work best when it is possible to find a \( g(i_1, i_2, \ldots, i_D) = g(i_1) + g(i_2) + \cdots + g(i_D) \) \( \leq H \) condition that retains all of the important basis functions. When KEO and/or PES terms simultaneously couple many coordinates, Smolyak ideas will work less well.

Why bother with collocation if the scaling is not better? One important advantage of collocation is that it simplifies
reduces the cost of KEO matrix-vector products. Sometimes the variational KEO matrix-vector product is easy and inexpensive because coordinates and basis functions are chosen so that the variational KEO matrix is simple and sparse. Although these advantages can always be achieved, it is generally preferable to choose coordinates and basis functions to reduce the size of the basis and this is often not compatible with sparsity of the KEO matrix. In terms of the best coordinates, the KEO has the general form of Eq. (39). In general, to compute its matrix elements, one must calculate $D$ dimensional integrals. If many of the $K_{ij}^{c}$, $x_{1}, x_{2}, \ldots, x_{D}$ and $K_{ij}^{c} x_{1}, x_{2}, \ldots, x_{D}$ coefficients are complicated functions, then the quadrature problem is severe not only for the potential but also for the KEO. When using collocation, it is only necessary to evaluate $K_{ij}^{c} x_{1}, x_{2}, \ldots, x_{D}$ and $K_{ij}^{c} x_{1}, x_{2}, \ldots, x_{D}$ at collocation points.

It is not difficult to devise good sequences of quadrature rules when using 1D polynomial basis sets. This, however, is not possible if the 1D basis functions are more general, e.g., 1D cut eigenfunctions. The inability to use general 1D basis functions is a disadvantage of the Smolyak quadrature variational method and another reason to use collocation. Another advantage of collocation is that one often needs fewer collocation points than quadrature points. Wavefunctions that can be represented by the basis can be computed using only as many points as basis functions; there is no need to use a grid large enough to compute overlap and potential integrals accurately. Now that ideas are in place for using collocation without solving a generalized eigenvalue problem and without costly kinetic matrix-vector products, it will be possible to apply it to problems for which good coordinates and basis functions yield a costly and full variational KEO matrix.
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30See supplementary material at http://dx.doi.org/10.1063/1.4936294 for a table of all the assignable HONO vibrational levels.


