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Abstract

Mobile Edge Learning (MEL) has recently emerged as a paradigm to enable distributed parallelized learning (PL) and federated learning (FL) on resource-constrained wireless edge devices. The development of distributed learning is a result of the fact that the number of devices connected to IP networks is increasing exponentially. Though the individual computing powers of these devices may be limited, their collective power is potentially unlimited. This unlimited yet under-utilized computing power coupled with MEL is the future technology for application and host serving. In this work, we aim to jointly optimize the planning of the learning process and tasks and the allocation of physical resources for mobile edge learning scenarios with global training time constraints. The term emlearning task planning refers to the number of local iterations in each of these global cycles and the number of data samples to be used for training by each device within each local iteration. The allocation of physical resources involves the determination of the computing speeds of each device and its communications resources to the MEL orchestrator. We discuss the problem of jointly optimizing the learning task planning and physical resources with two different objectives. In objective 1, we provide a solution to maximize the number of local training cycles each device executes within a given time constraint, which was shown to achieve a faster convergence to the desired learning accuracy. In objective 2, we provide a solution to minimize the global loss function of the training process by the end of the global training time constraint. Where we propose two novel algorithms, the dynamic and the static algorithm to solve the problem. We finally show the performance of each objective compared to the results of optimizing the Task Planning (TP). Where we optimize the planning parameters and the allocation of tasks across the system and Equal Data Allocation (EDA), where we optimize the planning parameters and the physical resources allocation across the system.
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<td>5G</td>
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</tr>
<tr>
<td>BS</td>
<td>Base Station</td>
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1.1 Overview and Motivation

The Cisco annual internet report [1] projects that the number of devices connected to IP networks (e.g., sensors and wearable devices) will be more than three times the global population, growing from 22 billion in 2020 to 29.3 billion by 2023. Though the individual computing powers of these devices may be limited, their collective power is potentially unlimited, in most cases, highly under-utilized. On the other hand, these devices typically produce large amounts of data [2], a large portion of which is private not to be shared thus exposing it to a barrage of privacy breaches [3]. Even for non-private data, the cost of sending them to cloud data centers for analytics is prohibitive bandwidth and delay-wise standpoint. As a result, it is estimated that over 90% of this data will be stored and processed among these devices themselves. These facts motivated the emergence of several novel mobile edge learning (MEL) paradigms at the network edge.

The idea behind MEL is the distribution of the learning process over multiple mobile edge nodes (a.k.a. learners), by training a common model on these learners and aggregating the model parameters obtained from them at one master node (a.k.a. orchestrator) to compute the final aggregated model. MEL is thus clearly the solution to enable learning across devices baring private datasets without sharing these datasets with other nodes, thus maintaining their privacy. This defines the sub-paradigm of MEL known as federated learning (FL). On the other hand, MEL is also most suited for resource-constrained devices to offload their non-private data to neighboring devices (or even private data to trusted neighboring nodes) to parallelize the learning over multiple of these resource-constrained nodes, thus speeding up the learning process and reducing their consumed resources in it. This introduces the other sub-paradigm of MEL known as parallelized learning (PL). Though being clearly different in nature and purpose, it can be inferred that FL can be procedure-wise viewed as a special
1.2 MEL Learning Problem

MEL can be viewed as a distributed learning (DL) system that has been moved to the heterogeneous wireless and mobile edge setting. First, the orchestrator initiates the learning process by distributing the machine learning (ML) model on a set of learners (distributes ML model and data in PL). Next, each learner runs a number of local training iterations (which we will refer to local iterations for short), in each of which it applies the gradient descent approach to their local model using a number of data samples (whether sent by the orchestrator in PL or taken from the stored data points at the learner in FL). After a certain duration and/or number of local iterations, each learner sends that model back to the orchestrator to compute the aggregated model. These aforementioned steps constitute
one global cycle. These global cycles is repeated until the time constraint is met or until the desired accuracy/desired loss function target is achieved. The time needed to send the model and receive the weights is known as the transmission time, while the time needed to apply the gradient descent approach is known as the execution time.

The total size of tasks allocated to each learner is usually preset by the orchestrator based on it’s computational capabilities, the desired accuracy/loss function target and the time constraint of the training/learning process. The total number of local iterations and global cycles (a.k.a planning parameters) performed by all the learners, and the number of data samples each learner will use in its training per global cycle (a.k.a task allocation) will impact both the computation time and the transmission time. On the other hand, the communication bandwidth and compute power (a.k.a resource allocation) will impact the transmission time. The MEL learning problem is defined as the problem of evaluating the planning parameters and the allocation of tasks and resources to achieve the desired accuracy or to minimize the global loss function.

1.3 Challenges

MEL comes with a wide range of challenges, most of these challenges are shared between MEL and edge computing. We next describe three core challenges associated with MEL, including bottleneck, heterogeneity, and privacy.

1. **Costly Communication:** Communication is a critical bottleneck in MEL networks especially in federated learning. Where networks consists of a massive number of devices, this causes sluggishness in the communication and also makes it slower than local computation by many orders of magnitude [4]. In order to successfully fit a machine learning model to data on these devices, it would be efficient to have model updates or small messages sent throughout the learning process. Also, in parallelized learning concerns regarding the cost of sending a complete batch of the allocated data across the network to every learner arise.
2. **Systems Heterogeneity:** In a practical MEL system, heterogeneity is a challenge due to the variability in every aspect of the network. For example, each device would have differences in hardware, power needs and consumption, and connectivity causing incompatibility. Heterogeneity rise up as a problem when trying to allocate the tasks across the learners, this means that each learner needs to get the exact number of tasks that they can process in a given time constraint. Additionally, allocation of resources is important and also depends on the learners heterogeneity. Availability of the connected devices is another aspect to consider, for example hundreds of active devices in a million-device network [5]. Therefore, these aspects must be taken into consideration when designing a fully functional MEL system.

3. **Privacy Concerns:** Moving around sensitive data to run a centralized learning process has always been one of the challenges facing MEL. Privacy issues are of major concern in edge learning, with parallelized learning this issue becomes even greater as raw data is sent from the orchestrator to the learners across the system. On the other hand, federated learning mitigates this issue by sending only model updates across the networks, as in gradient information and model parameters [6, 7].

### 1.4 Objectives and Contributions

This work aims to solve the MEL learning problem by optimizing the planning of the learning process and tasks, and the allocation of physical resources for mobile edge learning in both FL and PL. We will compare the joint optimization performance with the performance of optimizing the task planning (TP), where we optimize the planning parameters and the allocation of tasks across the system and equal data allocation (EDA), where we optimize the planning parameters and the physical resources allocation across the system respectively. Our two main objectives are summarized below.

**Objective 1:** We consider the problem of joint task and resource allocation for both PL and FL, where we set a time constraint on the time of one global cycle. The aim of these
adaptive allocations is to maximize the number of local updates within the constrained
duration of a global cycle, which was shown to achieve a faster convergence to the desired
learning accuracy. We evaluate our solution’s performance with the TP or EDA solutions of
the same problem, for the MNIST dataset.

**Objective 2:** Given a global training time constraint, we consider the problem of jointly
optimizing the planning of the learning tasks and the allocation of physical resources over
a network of MEL devices using a multicarrier scheme (e.g., OFDMA) for multiple access.
We chose OFDMA because of its dominance as a multiple access scheme in the majority of
current wireless communication networks (e.g., 5G, Wi-Fi 6). With the aim of minimizing
the overall loss function within this global time constraint, the planning of the learning task
involves the determination of the number of global learning cycles within the constrained
global training time, the number of local iterations in each of these global cycles, and the
number of data samples to be used for training by each device in each of these local iterations.
On the other hand, the allocation of physical resources involves the determination of the
computing speeds of each device and its allocated OFDMA subcarriers and bit loading on
them. We evaluate the performance of our solution through simulations covering the MNIST
dataset, various machine learning models, and different system configurations with varied
numbers of learners. We also show that the proposed joint algorithms outperform the TP
or EDA solutions of the same problem.

### 1.5 Thesis Outline

The thesis is organized as follows: Chapter 2 provides a comprehensive literature review
of MEL, in particular the MEL system model and architecture. Chapter 3 provides our
system model, problem formulation, proposed solution and simulation results for objective 1.
Chapter 4 provides our system model, problem formulation, proposed solution and simulation
results for objective 2. Chapter 5 concludes and sheds light on future work.
Chapter 2

Mobile Edge Learning: System Model, Entities, and Literature Review

In this section we present the MEL system model, describe the different entities of a MEL system and review the current literature on MEL and it’s limitations.

2.1 MEL System Model

In this subsection, we elaborate on the system model of MEL. Firstly, we talk briefly about machine learning (ML). Secondly, we extend the ML discussion to distributed learning (DL) and lastly, we elaborate on how DL when moved to the edge settings is known as MEL.

2.1.1 Machine Learning

Machine learning (ML) algorithms are designed to automatically solve a problem, based on having been already trained on an available data set. There are three types of problems that ML can solve, which can be described as:

1. Supervised Learning: Supervised learning is learning a function where there is a set of inputs that relates to a set of outputs [8–10]. Supervised learning algorithms receive a dataset with a labeled feature column, where each sample in the dataset has a corresponding label or ground truth. Supervised learning can be further divided into classification and regression:

   - Classification: Classification models approximate a mapping from the input variables to a discrete output variable [11–13]. A classification model classifies the inputs into one of two or more classes. The performance of the model is often measured by classification accuracy.
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- **Regression**: Regression models approximate a mapping from the input variables to a continuous output variable [14–16]. The model’s performance is measured in terms of errors made in the model’s predictions.

2. **Unsupervised Learning**: Unsupervised learning algorithms receive a set of input variables with no output variable or label [17–19]. The objective of unsupervised learning is to learn the underlying structure of the data and find an efficient representation of the data. Two unsupervised learning tasks are clustering and dimensionality reduction:

  - **Clustering**: The task of clustering is the collection of datapoints that share similar features into one cluster [20–22]. This learning task also helps in identifying and matching a new datapoint to a cluster.

  - **Dimensionality Reduction**: The idea of dimensionality reduction is to project samples from a high-dimensional space onto a lower-dimensional space without losing more than 10% of the projected information [23–25], reducing the complexity of the data while retaining its structure.

3. **Reinforcement Learning**: Reinforcement learning is a class of machine learning where an agent interacts with the environment [26–28]. The goal of reinforcement learning is to train the agent to choose the optimum action for a given environmental state, that yields the highest reward.

   In general, every supervised learning task consists of a training phase, validation phase and a testing phase.

   At the beginning of a ML learning process, the data is usually distributed as 70% for training, 15% for validation and 15% for testing. For training, the ML model parameters keep being updated using an iterative procedure to minimize the loss function. Before the testing phase, there is usually a validation phase. In this phase, part of the training dataset is hidden from the model while training. The hidden part is given to the model after it has
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finalized its training. How well the model performs in the validation phase, is generally a
good indicator of how well this model will perform with unseen data. Usually a threshold
is set for the validation accuracy, if the model does not achieve that threshold, the model
retrains and test again until it’s validation accuracy is above the desired accuracy. Finally, in
the testing phase, the model is given the test dataset and the output of the model is compared
to the actual targets (The true value of each data sample). The model’s performance in the
testing phase is gauged by the level of accuracy or the F1-Score.

In a typical ML process, the model will be trained on a data set comprised of D samples.
Each sample will have its own set of features, which acts as an input to the ML model. In a
typical ML process, the model will be trained on each data sample \(d_n\) for \(n = 1, \ldots, D\), where
each sample will have its own set of \(F\) features that can be denoted by \(x_j\) where \(j = 1, \ldots, F\).
The set of features that belong to each sample \(n\) can be denoted as \(x_n = \{x_1, \ldots, x_j, \ldots, x_F\}\).

In ML, the objective can be summarized as using a set of parameters \(w\) to find a relation
between \(x_n\) and the target value \(y_n\) such that the loss function \(F(x_n, y_n, w)\) or \(F_n(w)\) is
minimized. From this, the total loss over the entire dataset can be defined as:

\[
F(w) = \frac{1}{D} \sum_{n=1}^{D} F_n(w)
\]  

(2.1)

It’s often difficult to find an analytical solution to the loss equation. Therefore, an iterative
gradient descent approach is used so that the model parameter set at any discrete time-step
\(l\), for \(l = 1, \ldots, L\) relates to the previous time-step and the gradient of the loss as:

\[
w[l] = w[l - 1] - \eta \nabla F(w[l - 1])
\]  

(2.2)

The learning rate represented by \(\eta\) is usually set on the interval (0, 1) and influences the
convergence rate and the final accuracy. Typically, the ML model will pass over the entire
dataset and this complete pass is known as an epoch.

The output of the ML algorithm differs depending on the application, it may be a real
number, a set of integers, or a binary number. In binary classification, the output is 0 or 1 (zero or one), which tells us whether a data sample belongs to a category or class. In multi-class classification, the output may be an integer representing the class label or a set of real numbers representing the probability of a data sample belonging to a class. In regression, curve fitting or time-series prediction, the output is simply a real number. Typically, a loss function is used to quantify the difference between the actual target and the ML model output.

2.1.2 Distributed Learning

Many ML techniques, including regression, support vector machine (SVM) and neural networks (NN) built on gradient-based learning. Because iterative approaches can be computationally intensive for a single device, especially if it has low computation power, DL has been introduced. Training an ML model on a large dataset in a distributed manner where subsets of the data are located across multiple learners or data parallelism (DP) is one plausible scenario for DL. Another scenario is, model parallelism (MP) which is training very large models in a distributed manner on one dataset co-located at each learner. Although both options apply to the wireless edge, most of the discussions focus on the DP scenario.

In DL, there is usually one centralized controller or orchestrator that has a specific problem that it solves (e.g. classification, prediction, image segmentation). First, the orchestrator distributes the ML model on a set of learners $\mathcal{K} = \{1, \ldots, k, \ldots, K\}$, where each learner $k$ may have a locally owned dataset of size $d_k$ or it may be supplied by the orchestrator. Next, the orchestrator initiates the learning process, sending a global model $w$ to each learner $k$. Each learner then applies the gradient descent approach to their local model $w_k$, then sends that model back to the orchestrator to start the aggregation process. One such cycle is known as a global cycle.

$$w_k[l] = w_k[l - 1] - \eta \nabla F_k(w_k[l - 1]) \quad (2.3)$$
The local model parameter set at learner $k$ is given by $w_k$, the local loss is given by $F_k$, and $\eta$ is the learning rate. At time-step $l$, the local model $w_k[l]$ depends on the model $w_k[l-1]$ at the previous time-step $l$, the gradient of the local loss $\nabla F_k(w) \forall k \in \mathcal{K}$ can be calculated using the local dataset of size $d_k$ as [29]:

$$F_k(w_k) = \frac{1}{d_k} \sum_{n=1}^{d_k} F_n(w_k)$$ (2.4)

The global model parameters will only be visible to learners after a global aggregation is performed, this can happen at any arbitrary time-step $l$. For that particular time-step, $w_k = w \forall k \in \mathcal{K}$. There are two scenarios for aggregation, the synchronous case where all learners return their model parameters after $\tau$ time-steps, and the asynchronous case where the global aggregation will occur after different $\tau_k$ for each learner $k$. Our work focuses on the synchronous case as it has been proven that it usually yields the better results [30]. The global optimal model for both scenarios can be obtained by applying the following aggregation mechanism [29]:

$$w[l] = \frac{1}{D} \sum_{k=1}^{K} d_k w_k[l]$$ (2.5)

The orchestrator can perform multiple global cycles until the objective is reached, whether it is a specific loss function value or a pre-set accuracy threshold or even if it keeps on working until the resources such as multi-core processors are no longer available.

### 2.1.3 MEL Description

Motivated by having a highly computational job on a low computational device and privacy concerns among data owners, the concept of MEL was introduced which refer to the transitioning of the DL setting to the heterogeneous device setting. This transition will be performed by defining the parameters related to the heterogeneity of the computing and communication capacities of wireless edge nodes (a.k.a. learners), and how they relate to
the steps of the global update clock duration. Two scenarios for DL’s data parallelism are Federated Learning (FL) and parallelized learning (PL).

- **Federated Learning**: Different datasets are already stored at the different learners. This scenario is motivated by the high cost and privacy risks of moving data across the network [31].

- **Parallelized Learning**: The orchestrator initially possesses the entire dataset and decides to distribute fragments of it to learners for learning purposes. This scenario is motivated by the limited computational capabilities of edge IoT devices that need to learn from own collected data. This limitation drives them to parallelize their learning jobs on multiple near-by and usually trusted learners (e.g., a home local network).

Figure 2 illustrates PL and FL and shows the difference between them [32].

![Figure 2.1: The difference between FL and PL.](image)

Though being different in nature and purpose, it can be inferred that FL can be procedure-wise viewed as a special case of PL in which datasets are already hosted at the learners, and need not be conveyed to these learners along with the common learning model (as in PL). Otherwise, the learning procedure is very similar. Therefore, we will be considering PL in our work and mentioning the variations in the model if FL was the paradigm chosen.

Consider a MEL system comprising of K learners, where each learner trains its local learning model to minimize the loss function on a batch size of $d_k$ samples. The total size of
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all batches is \( D = \sum_{k=1}^{K} d_k \), which is usually preset by the orchestrator based on it’s computational capabilities, the desired accuracy and the time constraint of the training/learning process. Number of local iterations performed by all the learners in the synchronous system is equivalent. There are many variables that can impact the time and may also impact the accuracy:

- The number of local updates will directly impact the execution time
- The dataset size will impact both the execution time and the transmission time
- The resource allocation will impact the transmission time.

To summarize, the global update process in MEL occurs in periodic cycles, that we will refer to as the global update cycles. This process should include the following steps:

1. Transmission of the global model to each learner \( k \in K \)

2. Computation of \( \tau \) local update cycles at each learner \( k \) and sending back their local model to the orchestrator

3. Global aggregation at the orchestrator.

The orchestrator will typically demand the results within a pre-set duration in which all three steps are completed. To this end, in the following two subsections we discuss the entities of a typical MEL system and discuss some of the previous work done on MEL and its limitations.

2.2 MEL Entities

MEL systems for both FL and PL consists of the same entities which is MEL orchestrator and MEL learner, both of which are defined as:

1. **MEL Orchestrator**: The MEL orchestrator is responsible for assigning tasks and physical resources to the MEL learners. Also, retrieving and aggregating the model
parameters produced by each MEL learner, and finally, sending back the aggregated model to the MEL learners to continue the MEL learning process.

2. MEL Learner: The MEL learner is responsible for running a machine learning model on it’s assigned datapoints. It’s usually a device registered as a MEL learner on the system and has it’s own set of data in FL or receives the data that it needs to work on from the MEL Orchestrator in PL.

Revisiting Figure 1, figure 3 illustrates the two entities and also shows the differences between the PL and FL systems.

![Figure 2.2: The architecture of the PL and FL algorithms that is executed over a wireless network in iteration l](image)

2.3 Literature Review

Though distributed learning has been widely investigated in wired and non-heterogeneous computing and communication environments [33,34], recently attention has shifted towards leveraging distributed learning in wireless, heterogeneous, edge communication and computing environments. This led to the emergence of FL, PL, and MEL. In [35], comprehensive surveys discussed the design of FL algorithms and introduced various solutions to enhance
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FL effectiveness. Yet, these works did not optimize the distribution of learning tasks nor have they addressed the relationship between the computing/communication resources and learning accuracy.

The work in [36] introduced partitioned edge learning (PARTEL), an MEL paradigm that partitions the learning global model into local models, is sent to different learners while considering their computing and communication heterogeneities. Yet, this model partitioning approach is limited only to learning models with decomposable loss functions (e.g., logistic regression), and is not easily applicable to models lacking such property (e.g., convolutional neural networks).

Another interesting study [37] focused on client scheduling and resource block allocation, where this problem was formulated to minimize the training loss and the channel state information uncertainties. They resorted to GPR-based channel prediction methods and derived an upper bound for the loss of accuracy in FL which minimized the loss. However, the analysis does not investigate whether training times are affected by different channel statistics.

The authors in [38] propose a federated learning-based optimization model design and analysis for the wireless network. they considered the sum learning and transmission energy minimization problem for FL, for a case in which all users transmit learning results to the BS. However, their solution requires all users to upload their learning model synchronously and also they did not provide any convergence analysis for FL.

In [39], to maximize the data rates of users authors used FL algorithms for traffic estimation. While interesting, they assumed that wireless networks can readily integrate FL algorithms. However, in practice, wireless channels and wireless resources are not always available where we not only can encounter training errors due to the wireless links, but also wireless resource limitations arises (e.g., in terms of bandwidth and power).

The global aggregation frequency varied dynamically in a networked system which was presented in [40]. Therefore, the authors tried to minimize the network traffic by doing
the aggregation step only when the model parameters changed beyond an empirically chosen threshold. However, there is no theoretical analysis performed to understand how the threshold values affects the learning. this approach only aims at reducing the network traffic, which is insufficient in MEL systems where the computation resource is also limited.

The work in [41] focused on the number of local iterations in resource-constrained edge environments to maximize the accuracy. This work was the first to jointly optimize the number of local iterations and global update cycles made in the learning process. They started by formulating a problem to minimize the loss function, where it was generally impossible to find an exact analytical expression to relate \( \tau \) which is the number of local iterations in one global cycle and \( T \) which is the total time available for the learning process with \( F(w(T)) \) because it depends on the convergence property of gradient descent. Although it is generally difficult, they were able to analyze the convergence rate upper bound of the gradient descent by making the following assumptions:

1. \( F_i(w) \) is convex

2. \( F_i(w) \) is \( \rho \)-Lipschitz, i.e., \( \|F_k(w) - F(w)\| \leq \rho \|w - w'\| \) for any \( w, w' \)

3. \( F_i(w) \) is \( \beta \)-smooth i.e., \( \|\delta F_k(w) - \delta F(w)\| \leq \beta \|w - w'\| \) for any \( w, w' \)

These assumptions facilitated their solution, and they were able to get a closed form expression for the problem. However, they overlooked the heterogeneities in the system and assumed having an identical learner system, this is never the case in MEL as heterogeneity is one of the core challenges that this paradigm faces.

The works in [42,43], aimed at jointly optimizing the learning and communication parameters to minimize the training completion time and the energy consumed in [42] and the loss function for the learning process in [43]. Convergence time minimization was also investigated in [44] for FL in wireless edge environments. Nonetheless, all these works focused only on FL and assumed that each learner must use all its stored data samples to train its model. They did not adapt the number of data samples used for training by the different learners.
according to their physical capabilities, which may be of critical importance especially in learning tasks with local or global training time deadlines. They also did not adopt realistic physical layer settings of modern wireless networks (e.g., OFDMA systems).

Another thread of research considering the adaptation component, mentioned above as part of task planning for both FL and PL, was presented in [45]. This work aimed to maximize the number of local iterations and adapt the number of samples used for training in each time-constrained global cycle. The work in [46] extended the work in [45] to a more general global training time-constrained setting, to optimize task planning (including data size adaptation) to minimize the training loss function. Details of both works can be presented as:

- In [45], the authors were able to formulate an integer linear program with quadratic constraints (ILPQC), which is well known to be NP-hard. They were able to calculate an upper bound on the relaxed problem using KKT conditions by calculating the Lagrangian function of the relaxed problem. They were able to prove their solution to the problem matches the original problem through extensive simulations.

- In [46], the authors proved that their problem was convex by using the convergence bounds derived in [41] and applying those convergence bounds to their problem, this solved the problem using basic numerical solvers. Furthermore, they were able to dynamically update their allocation by relating the loss function to the NN model updated after each global cycle.

Although these works [45, 46] addressed the heterogeneity of the learners while allocating their tasks, they were limited in the sense that they adapted to only the task planning of the learners and did not try to jointly optimize the physical resources alongside the task planning.
3.1 Learning and Data Model

Chapter 3

Objective 1: Maximizing the Number of Local Iterations

In this work, we consider the joint task and resource allocation problem for both time-constrained PL and FL to maximize the number of local updates $\tau$ within the constrained duration of a global aggregation cycle. To this end, we first study the system settings, problem formulation and then present our proposed solution. Finally, we illustrate our simulation results and compare them to our baselines TP and EDA.

3.1 System Settings

This work considers a system consisting of one orchestrator and $K$ learners that perform one FL or PL job in a mobile edge environment. We will first start by describing the learning and data settings and parameters and then discuss the parameters and implications of executing this learning job in the considered mobile edge environment.

3.1.1 Learning and Data Model

The learning setting considered in this work consists of any arbitrary DL model (e.g., linear regression, support vector machine, K-means, deep neural network) that can employ a stochastic gradient descent (SGD) approach to train the $K$ local models deployed by the orchestrator on the network’s $K$ learners. Unlike Gradient Descent (GD) approaches that require exhaustive iteration on all stored data samples to do one single update of the learners’ parameter (a.k.a. weight) vectors, SGD enables cycles of training using randomly selected samples from the training set to update these vectors in each of these cycles [47]. SGD is more suitable to both FL and PL as it allows the adaptation of allocated tasks to the learners according to their capabilities and resources. It also fits the PL concept as the orchestrator can distribute randomly selected sets of data samples to each learner in each
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cycle. Luckily, it has been proven that SGD often converges much faster than GD, though
the error function may not be as well minimized as in the case of GD. However, the close
approximation obtained using SGD for the parameter values is usually enough in most cases,
particularly in mobile edge environments where speed is typically more critical than absolute
accuracy [48].

The learning process for each global aggregation cycle occurs in three steps:

**Step 1:** The orchestrator conveys the global learning model parameters to the learners.
For PL, this step also involves sending a set of $d_k$ data samples to each learner $k \in \{1, \ldots, K\}$. Defining $F$ as the number of features in the data set, and $P_d$ as the precision of each data feature (i.e., the number of bits representing each feature), the total number of sent data bits in PL can be expressed as:

$$B^\text{data}_k = d_k F P_d$$  \hspace{1cm} (3.1)

note that in FL, these bits are not sent by the orchestrator, but rather each learner $k$ selects
a random set of $d_k$ data samples from its own stored data set to use them in the training
process explained in Step 2. Each data sample $i$ assigned/selected by learner $k$ is defined by
the input-output pair $\{x^k_i, y^k_i\}_{i=1}^{d_k}$, $k \in \{1, \ldots, K\}$. In addition, defining $S_d$ and $S_m$ as the
data-size dependent and data-size independent model parameters, and $P_m$ as the precision
of the learning model (i.e., number of bits representing each parameter/weight), the total
number of sent bits to convey the employed FL or PL model is:

$$B^\text{model}_k = P_m (d_k S_d + S_m)$$  \hspace{1cm} (3.2)

**Step 2:** Each learner starts training the received model with the $d_k$ received (in PL) or
selected (in FL) data samples for $\tau$ local cycles. The goal of the training is to minimize the
global loss function of the model expressed as:

$$L_{\text{global}} = \sum_{k=1}^{K} \sum_{i=1}^{d_k} f (w_k^k, x^k_i, y^k_i)$$  \hspace{1cm} (3.3)
where $\mathbf{w}_k \in \mathbb{R}^{B_{\text{model}}}$ is the local model parameter vector and $f(.)$ is a loss function in building the relationship between an $x_i^k$ and $y_i^k$ through $\mathbf{w}_k$. To achieve this target, each learner needs to $C_m$ flops to execute the training calculations per data sample in each local cycle, resulting in a total of:

$$X_k = d_k C_m$$

flop computations per local cycle. In a typical SGD algorithm, it has been shown that $L_{\text{global}}$ is a decreasing function of $\tau$, i.e., minimizing the loss function can be efficiently achieved by maximizing the number of learning iterations [49], which translates in our setting to maximize the number of local cycles.

**Step 3:** At the end of each global cycle of duration $T$, the orchestrator collects the local model parameter vectors from all learners and aggregates them to build the global model parameter vector. One popular method for such aggregation is the weighted averaging approach expressed as:

$$\mathbf{w} = \frac{\sum_{k=1}^{K} d_k \mathbf{w}_k}{D}$$

where $D = \sum_{k=1}^{K} d_k$ defines the total number of samples that need to be analyzed in each global cycle, this is usually imposed by the orchestrator given the considered learning job.

Once these three steps are completed, the orchestrator chooses to stop the process, typically, if it converged to the desired level of accuracy, or start another cycle. Interested readers in the local/global loss function minimization and local parameter aggregations are referred to [50] for more details.

### 3.1.2 Mobile Edge Settings

From the mobile edge environment viewpoint, the three learning steps and settings must be performed by wireless/mobile edge devices. These steps physically translates into three different time epochs to complete the above three steps of each global update cycle. The first epoch represents the time needed to send the model and data (in PL) to each learner given
their channel characteristics. If learner \( k \) is assigned forward bandwidth \( B_F^k \) and transmit power \( P_F^k \). This expression is for PL. For FL, the value of \( d_k \) in the first term of the numerator is set to zero. This epoch will take:

\[
t_k^S = \frac{d_k F P_d + P_m (d_k S_d + S_m)}{B_F^k \log_2 (1 + \frac{P_F^k h_k}{N_0})}
\]  

(3.6)

for learner \( k \), where \( h_k \) is the power gain of the channel between the orchestrator and learner \( k \). The second epoch represents the duration taken by each learner \( k \) to finish all its assigned computations to generate \( w_k \). If learner \( k \) has a CPU flop speed of \( f_k \), this duration is equal to:

\[
t_k^C = \frac{\tau X_k}{f_k} = \frac{\tau d_k C_m}{f_k}
\]  

(3.7)

the third and final epoch represents the time needed for each learner to send back its \( w_k \) to the orchestrator. If the assigned reverse bandwidth and power to learner \( k \) are \( B_R^k \) and \( P_R^k \), the duration of this epoch is:

\[
t_k^R = \frac{P_m (d_k S_d + S_m)}{B_R^k \log_2 (1 + \frac{P_R^k h_k}{N_0})}
\]  

(3.8)

### 3.2 Problem Formulation

This work aims is to minimize the global loss function in each global cycle by maximizing the number of local cycles in each global aggregation cycle, which should result in the maximum possible learning accuracy at the end of this global cycle [49]. This goal will be achieved by jointly optimizing the tasks allocated to each learner (i.e., \( d_k \forall k \)) and its assigned physical resources (i.e., \( f_k, B_F^k, B_R^k, P_F^k, P_R^k \forall k \)) to maximize \( \tau \). Thus, the general form of this optimization problem can be expressed as follows:

\[
\max_{\tau, d_k, f_k, B_F^k, B_R^k, P_F^k, P_R^k \forall k} \tau
\]  

(3.9)
The constraints in (3.9a) guarantee that the total time of the three process steps will not exceed the preset global cycle duration $T$ for any of the learners. Constraint (3.9b) ensures that the total no. of samples analyzed by all learners conforms with the bound $D$ set by the orchestrator for each global cycle. Constraints (3.9c) and (3.9d) assures that the total forward bandwidths and powers used by the orchestrator to complete Step 1 do not exceed its total bandwidth $B$ and power budgets (denoted by $B$ and $P$, respectively). Finally, the $K$ constraints in (3.9e) ensure that each learner does not exceed its maximum flop speed given its computational capabilities or allowance given its other loads. Similarly, the constraints in (3.9f) and (3.9g) ensure that each learner does not exceed its maximum reverse bandwidth nor transmit power, respectively, when returning its local model parameter vector to the orchestrator.

As per the above description, the considered problem is a linear integer program with nonlinear constraints (NLCLP), which is well known to be NP-Hard [51]. Therefore, solving this optimization problem is challenging, even when using numerical solvers, some simplification or reduction of variables is required.
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As in several prior works [43,52], the optimal values of several of the optimization parameters can be directly obtained from the formulation. For instance, maximizing $\tau$ is directly impacted by setting any variable to minimize each time expression $t^S_k$, $t^C_k$, and $t^R_k$ in Constraints (3.9b). This simple fact can result in the following determinations of the optimal values of some variables, thus eliminating them and their constraints from the problem:

- By examining the expression of $t^C_k$ in (3.7), we can see that it is minimized for every learner $k$ by setting its $f_k$ to its maximum possible value. By looking at the constraints in (3.9e), we can conclude that the optimal value for $f_k$ is to set it to $f_{k,\text{max}}$ for all $k$.

- By examining the expression of $t^R_k$ in (3.8), it can be inferred that it is minimized for every Learner $k$ by setting its $B^R_k$ and $P^R_k$ to the maximum possible values, which are defined in Constraints (3.9f) and (3.9g) to be $B^{R,\text{max}}_k$ and $P^{R,\text{max}}_k$, respectively.

The above facts enable the removal of the parameters from the set of optimization variables (3.9) and the set of constraints (3.9e), (3.9f), and (3.9g); decreasing the size of the problem as follows:

\[
\begin{align*}
\max_{\tau, d_k, B^F_k, P^F_k \forall k} & \quad \tau \\
\text{s.t.} & \quad t^S_k + t^C_k + t^R_k \leq T, \quad \forall k \\
& \quad \sum_{k=1}^K d_k = D \\
& \quad \sum_{k=1}^K B^F_k \leq B \\
& \quad \sum_{k=1}^K P^F_k \leq P
\end{align*}
\] (3.10)

Clearly, Problem (3.10) represents the joint optimization of allocated tasks to learners and
their assigned resources from the orchestrator to achieve the maximum possible $\tau$. Constraints (3.9a), (3.9b), (3.9c), and (3.9d) are the immediate equivalent to those in (3.10a), (3.10b), (3.10c), and (3.10d), respectively.

Though this problem is simpler than the one in (3.9), it is still very combinatorial. Finding closed-form expressions or approximate methods was not feasible for a simpler version of the problem in which only resources were optimized [42]. Thus, we use a numerical solver, namely the OPTI solver [53], to find the solution for the problem and identify its gains compared to the two related works TP and EDA.

3.4 Simulation Results

In this section, we present the simulation results of our joint task and resource allocation solution. We also compare our solution’s performance against two recent optimizations proposed in the literature.

- **Task Planning (TP):** This scheme optimizes task planning only (i.e., optimizes $\tau$ and $d_k \forall k$) given that each learner has a fixed heterogeneous physical resource.

- **Equal Data Allocation (EDA):** In this scheme, it assumed that all learners will analyze the same number of data samples (i.e., $d_k = d \forall k$). Given this setting, the scheme still optimizes the other task planning parameters (i.e., $\tau$) along with the physical resources.

The two figures of merit that we use in our comparisons are the maximum achievable number of local cycles per global aggregation cycle (i.e., $\tau$) and the achieved model accuracy at the end of each global aggregation cycle.

The dataset chosen to test our proposed scenarios is the MNIST [54] dataset which consists of 60,000 images where each image consists of 784 features. The employed neural network consists of three hidden layers with the following configuration $[784, 300, 124, 60, 10]$ For this network, the model size was calculated to be 8,974,080 bits and the required
Table 3.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Bandwidth $B$</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Node Bandwidth $B^R_k$</td>
<td>5 Mhz</td>
</tr>
<tr>
<td>Maximum $B^F_k$</td>
<td>5K Mhz</td>
</tr>
<tr>
<td>Device Proximity</td>
<td>50 m</td>
</tr>
<tr>
<td>Node Power</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Maximum $P^F_k$</td>
<td>23K dBm</td>
</tr>
<tr>
<td>Noise Power Density $N_o$</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Attenuation Model</td>
<td>$7+2.1\log(R)\text{dB}$</td>
</tr>
<tr>
<td>Computation Capability $f_k$</td>
<td>2.4 GHz and 700 MHz</td>
</tr>
<tr>
<td>MNIST dataset size $D$</td>
<td>60,000 images</td>
</tr>
<tr>
<td>MNIST dataset Features $F$</td>
<td>784 features</td>
</tr>
</tbody>
</table>

floating-points operations were 1,123,736. To ensure a fair comparison between all three schemes, the neural network was constructed from scratch in the simulation environment without using any predefined functions. This guarantees our ability to control different parameters and obtain the most accurate results for each of the three schemes without any impact from any hidden settings or variables.

From the physical perspective, the edge learners were divided into two groups, one simulating the computational capabilities of portable computing devices and the other simulating those of commercial micro-controllers. In addition, random distances (with a maximum distance of 50m) and fading conditions were generated for each learner with respect to the orchestrator. The employed channel model was chosen to emulate 802.11 links between the learners and the orchestrator. Table I summarizes the simulation parameters for both the physical resources/setup and the employed data set.

In Fig 3.1, $\tau$ is tested at different values of $K$ for $T=30s$ and $T=60s$. We observe that both sub-figures show that the gain between the three schemes remains almost the same as $K$ increases. For instance, at $K=10$, $T=30s$ the joint scheme performs five updates, the TP scheme performs three updates, and the EDA scheme performs two updates, resulting in a gain of 166% and 250%, respectively for the joint scheme over the TP and EDA schemes. When $K$ was increased to 20, the gains remained in the range of 150% and 225%, respectively.
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Figure 3.1: Number of local cycles for all schemes against $K$ for $T = 30$ and 60s.

Same gain ranges were also obtained for $T=60$s. These results show the consistency of the gains of our joint scheme for different values for $K$. Another interesting observation is that the performance of the joint scheme at $K=20$ and $T=30$s exceeds the performance for the resource scheme at $K=20$ and $T=60$s, which means that the joint scheme can achieve better performance at less duration than the EDA scheme.

In Fig 3.2, $\tau$ is tested at different values of $T$ for $K=10$ and $K=20$. Similar to Fig 3.1, the gains between the different schemes is almost the same as $T$ increases. One key observation is that at $K=10$ and $T=10$, the resource-only scheme was not able to perform even one local update, while the other two schemes were able to perform the same number of updates. However, the joint scheme outperforms the task-only scheme as $T$ increases.

In Fig 3.3, the progression of learning accuracy achieved by all three schemes at the end of
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Figure 3.2: Number of local cycles for all schemes against $T$ for $K = 10$ and 20. The figure shows higher accuracy for the joint scheme, especially for low global cycle indices. As the learning progresses, the accuracy of all the schemes starts to be equivalent when $K=20$, but not $K=10$. Yet, even for $K = 20$, the joint, TP, and EDA schemes reach 98% accuracy after three, four, and seven global cycles, thus, achieving a reduction of 25% (i.e., 30s) and 58% (i.e., 120s) as opposed to the other two schemes, respectively.

Finally, Fig 3.4 depicts the same progression of learning accuracy for $K=20$ and $T = 12s$ and 30s. Again, the joint scheme achieves better accuracy than the other schemes at low global indices for both cycle durations. It also converges to 98% faster than the other two schemes. For $T=12s$, the joint, TP, and EDA schemes exceeded 98% accuracy after four, seven, and nine cycles, resulting in a reduction of 43% (i.e., 36s) and 56% (i.e., 60s) for
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Figure 3.3: Learning accuracy achieved at the end of each global cycle for $T=30s$ and $K = 10$ and 20.

the joint scheme over the TP and EDA schemes, respectively. More interestingly, the joint scheme needed 4 $T=12s$ cycles to reach 98% accuracy, whereas the TP and EDA schemes needed four and seven $T=30s$ cycles to reach the same accuracy. Thus, the joint scheme is more practical when the amount of available time for the learning is restricted.
Figure 3.4: Learning accuracy achieved at the end of each global cycle for $K=20$ and $T = 12s$ and $30s$. 
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Chapter 4

Objective 2: Minimizing the Global Loss Function

This work considers jointly optimizing the planning of the learning tasks and allocating physical resources over a network of MEL devices using a multicarrier scheme for multiple access within a global training time constraint. We chose OFDMA as the multicarrier scheme because of its dominance as a multiple access scheme in current wireless communication networks (e.g., 5G, Wi-Fi 6). To minimize the overall loss function within a global time constraint, we begin by discussing the system model, formulating our problem, and proposing a solution. Next, we illustrate our simulation results and compare them to the two baselines TP and EDA. Lastly, we focus on the joint scheme in FL, comparing its performance using our proposed algorithms.

4.1 System Model and Parameters

The considered system consists of one edge orchestrator that aims to train a learning model in a distributed manner with the help of $K$ heterogeneous and resource-constrained mobile edge learners. Due to the time critically of edge applications and the limited connectivity time between edge nodes (due to their high mobility), the available time to train this model is assumed to be constrained by a global learning time $T$. The training is done on distributed subsets of data. These subsets are either already collected and stored at the different learners, or distributed to them by the orchestrator to help it in the training. These two scenarios delineate the boundary between the two considered MEL approaches, namely FL and PL, respectively.

4.1.1 Model Training Preliminaries

A learning model usually consists of parameters (a.k.a. weights) that are calculated through a recursive training process. In each recursion, dataset samples are inserted into the model, and are used with the model parameters to compute an output (e.g., classification
of objects or prediction of future values in a time series). The resulting error margin (a.k.a. the loss function) between this output and the ground-truth of the data samples (e.g., actual object classes or actual future values in the time series) is then used to update the model parameters before starting the next recursion. The training recursions are typically stopped whenever a target value of the loss function or (in our case) a global training time is reached.

Most recently, machine learning models, especially in edge environments, resorted to employing the more practical stochastic gradient descent (SGD) methods [55]. SGD enables the use of randomly selected samples from the dataset for training in each of these parameter update rounds. SGD is thus more suitable to MEL (for both FL and PL) as SGD allows the adaptation of the allocated tasks to the learners according to their capabilities and resources [47]. Consequently, many distributed learning machine learning models at the edge (e.g., linear regression, support vector machine, K-means, deep neural network) employ a stochastic gradient descent (SGD). Our work in this thesis thus can apply to all edge models.

The loss function is one of the most important merit metrics in machine learning, as it is used to determine how well the model is trained or more precisely how far it is from accurately identifying the target values of the dataset. For example, consider a dataset consisting of \( D \) samples that can be used to train a machine learning model, where each sample \( j, j = 1, ..., D \), has a set of features denoted by \( x_j \) and a target value \( y_j \). Throughout the learning process, the set of parameters \( w \) are updated to minimize the loss function, denoted by \( f(x_j, y_j, w) \) or \( f(w) \) for short.

### 4.1.2 Learning and Data Model

In this section, we use the same distributed learning process used in Chapter 3 to train the system’s desired model. The utilized model has a few adjustments to adapt itself to our second objective, that is why we present the three steps and discuss the relevant changes.

**Step 1**: The orchestrator transmits the (initial or current) global learning model pa-
parameters to the $K$ learners. In PL, a new set of $d_k$ randomly selected data samples from the complete dataset are also sent to learner $k \in \{1, \ldots, K\}$ along with the learning model. Define $F$ as the feature vector size of $x_j$ where $j = 1, \ldots, d$, and $P_d$ as the precision of each data feature (i.e., the number of bits representing each feature). In addition, let $S_d$ and $S_m$ be the number of data-size dependent and data-size independent model parameters, and $P_m$ as the precision of the learning model (i.e., number of bits representing each weight). Consequently, the number of bits sent to express the data and the model can be expressed as:

$$B_{k}^{data} = d_k F P_d$$

$$B_{k}^{model} = P_m (d_k S_d + S_m)$$

In FL, the datasets are already hosted at the learners, and thus Equation (1) becomes $B_{k}^{data} = 0$. Yet, each learner can choose $d_k$ random sample from its hosted dataset for each global cycle, as advised by the task allocated to it by the orchestrator. Note that Equation (2) is the same for both PL and FL.

**Step 2**: After receiving the global model parameters (and data samples in PL), each learner executes $\tau$ local training iterations to parameterstrain these parameters initially or further on its local model. In each of these iterations, the model parameters are trained using all the $d_k$ received or selected data samples in PL or FL, respectively, to minimize the local loss function by the end of this iteration, which is expressed as follows:

$$F_k(w[l]) = \sum_{j=1}^{d_k} f(w[l], x_j, y_j)$$

where $w[l] \in \mathbb{R}^{B_k^{model}}$ is the local model parameter vector after the $l$-th iteration and $f(\cdot)$ is the loss function based on one feature. It is important to note here that, in most state-of-the-art MEL and FL works, the following assumptions are made about $F_k(w[l])$ with respect to $l$, to
facilitate the analysis where \( l \) and \( l' \) are any two different training iteration indices. [41–43]:

- \( F_k(w[l]) \) is convex
- \( F_k(w[l]) \) is \( \rho \)-Lipschitz, that is, \( \| F_k(w[l]) - F_k(w[l']) \| \leq \rho \| w[l] - w[l'] \| \)
- \( F_k(w[l]) \) is \( \beta \)-smooth, that is, \( \| \nabla F_k(w[l]) - \nabla F_k(w[l']) \| \leq \beta \| w[l] - w[l'] \| \)

These assumptions hold for smooth-SVM and linear regression, which are ML models with a convex loss function. We show that these assumptions also hold for neural networks with ReLU activation, which is a model that has a non-convex loss function.

For a learner to minimize \( f(.) \) in each iteration, it needs to perform training calculations per data samples, which consumes \( C_m \) flops of its processor per iteration. Consequently, the resulting total number of flops at learner \( k \) per iteration can be expressed as:

\[
X_k = d_k C_m \tag{4.4}
\]

**Step 3**: At the end of each global cycle, the learners send back their updated model parameters to the orchestrator, which are then aggregated by the latter to update the global model. There are several approaches to aggregate the received model parameters into the global parameters [56, 57]. We consider the weighted averaging approach, which can be expressed as:

\[
w[l] = \frac{\sum_{k=1}^{K} d_k w_k[l]}{D} \tag{4.5}
\]

where \( l \) is the index of the last iteration performed by each learner in the global cycle, and \( D = \sum_{k=1}^{K} d_k \) defines the total number of samples considered in the training across all learners in each global cycle. \( D \) can be set as the size of either the entire dataset or, more generally, a subset of its samples whose size is pre-defined by the orchestrator given the stringency of the global time constraint. Afterwards, the orchestrator calculates the global
loss function, which can also be expressed as:

\[
F(w[l]) = \sum_{k=1}^{K} \sum_{n=1}^{d_k} f(w_k[l], x_{kj}, y_{kj}) = \frac{\sum_{k=1}^{K} d_k F_k(w[l])}{D}
\] (4.6)

After the end of the three steps of each global cycle, the orchestrator can start a new global cycle, by resuming Step 1. This process continues until the global training time \(T\) is reached, at this moment the orchestrator ends the training process. Let \(L\) be the total number of training iterations each learner performed from start to end of the entire training process (i.e., across all global cycles within the duration \(T\)).

All learners belong to the set \(\mathcal{K} = \{1, \ldots, k, \ldots, K\}\).

### 4.1.3 Network Model

We assume OFDMA-based communications between the orchestrator and the learners. The \(N\) subcarriers of this OFDMA system must be partitioned between the different learners so that each learner receives the model (plus the data in PL) in Step 1 and deliver its parameters in Step 3 of each global cycle. The allocation indicator of subcarrier \(n \in \{1, \ldots, N\}\) to learner \(k \in \{1, \ldots, N\}\) is defined as:

\[
\alpha_{k,n} = \begin{cases} 
1 & \text{If } n \text{ is allocated to } k \\
0 & \text{Otherwise} 
\end{cases}
\] (4.7)

When subcarrier \(n\) is allocated to learner \(k\), the orchestrator in Step 1 and learner \(k\) in Step 3 load \(c_{k,n}\) bits of the information they need to deliver one another on this subcarrier. The power used at the sending party to transmit these \(c_{k,n}\) bits on this subcarrier must be determined to achieve a target received bit error rate (BER) at the receiving party. If only square constellations are used for bit loading on this subcarrier (e.g., QPSK, 16-QAM, 64-QAM), this transmit power on subcarrier \(n\) by the orchestrator or learner \(k\) to achieve a
target BER can be expressed as [?]:

\[ p(c_{k,n}) = \frac{N_0}{3} \left[ Q^{-1}\left(\frac{BER}{4}\right) \right]^2 \left(2^{c_{k,n}} - 1\right) \]  

(4.8)

where \( N_0 \) is the noise power spectral density, and \( h_{k,n} \) is the channel gain of the \( n^{th} \) between the orchestrator and learner \( k \). The total power used for the communication between the orchestrator and learner \( k \) is:

\[ P_k = \sum_{n=1}^{N} \frac{p(c_{k,n})}{h_{k,n}} \alpha_{k,n} \]  

(4.9)

and the total bit rate for this communication is:

\[ r_k = \frac{1}{T_s} \sum_{n=1}^{N} c_{k,n} \alpha_{k,n} \]  

(4.10)

where \( T_s \) is the OFDMA symbol duration. Assuming channel reciprocity, the same allocated subcarriers and bit loading levels will be used for all transmissions from the orchestrator to each learner \( k \) and vice versa, thus the transmission rate \( r_k \) will be identical in both transmission directions.

4.1.4 MEL Settings

This section examines the joint implication of both the learning and network settings in terms of time. For every learner \( k \), the time needed to execute the three steps of the global cycle consists of three main epochs each corresponding to one of the three steps.

**Epoch 1** \( t_k^S \) encompasses the time needed for the orchestrator to send the model parameters, plus the new \( d_k \) randomly selected data samples in PL to each learner \( k \). This time epoch can thus be expressed for PL as:

\[ t_k^S = \frac{d_k FP_d + P_m(d_k S_d + S_m)}{r_k} \]  

(4.11)

Note that, for FL, the value of \( d_k \) in the first term of the numerator is set to zero.
Epoch 2 \( t^C_k \) represents the duration taken by each learner \( k \) to finish all its assigned computations across all the \( \tau \) local iterations of one global cycle in order to update its model parameters. If learner \( k \) has a CPU flop speed of \( f_k \), this time epoch is equal to:

\[
t^C_k = \frac{\tau X_k}{f_k} = \frac{\tau d_k C_m}{f_k}
\] (4.12)

Epoch 3 \( t^R_k \) is the amount of time required for each learner to send back its trained model parameters to the orchestrator after completing its local iterations. This epoch can be represented as:

\[
t^R_k = \frac{P_m (d_k S_d + S_m)}{r_k}
\] (4.13)

4.2 Problem Formulation

4.2.1 Basic Formulation

As mentioned earlier, we aim to minimize the final loss function of MEL training, thus leading to higher accuracy, given a constraint on the global training time \( T \). This goal is achieved by jointly optimizing both the planning parameters of the learning tasks, namely \( L, \tau, \) and \( d_k \forall k \in \{1, \ldots, K\} \), and the parameters allocating resources to these learners, namely \( f_k, \alpha_{k,n}, \) and \( c_{k,n} \forall k \in \{1, \ldots, K\} \) and \( n \in \{1, \ldots, N\} \).

Let \( G = L/\tau \) be the total number of global cycles performed in the learning process in the duration \( T \). To simplify the analysis, let us assume that \( L \) is an integer multiple of \( \tau \), which means that \( G \) is an integer. The case where \( L \) deviates from being an integer multiple of \( \tau \) and the case of time-varying computation and communication parameters is considered in our proposed algorithms. Furthermore, to simplify the problem formulation, we assume that the computation and communication-related parameters do not change throughout the learning process. Consequently, the times \( t^C_k, t^S_k \) and \( t^R_k \forall k \) does not change along the duration \( T \), thus the time needed for each learner \( k \) to perform all its training cycles within
the global time constraint is:

\[ t_k = \frac{L}{\tau} (t_k^S + t_k^C + t_k^R) \]  

(4.14)

One important constraint of our considered problem is to have \( \max(t_k) \leq T \), which can be guaranteed when \( t_k \leq T, \forall k \). Given these assumptions, the basic form of our optimization problem of interest can be expressed as:

\[
\begin{align*}
\min_{L, \tau, d_k, f_k, c_k, n} & \quad F(w[L]) \\
\text{s.t.} & \quad \frac{L}{\tau} (t_k^S + t_k^C + t_k^R) \leq T, \forall k \\
& \quad \sum_{k=1}^{K} d_k = D \\
& \quad \sum_{n=1}^{N} \alpha_{k,n} = 1, \forall n \\
& \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \alpha_{k,n} = N \\
& \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \frac{p(c_{k,n})}{h_{k,n}} \alpha_{k,n} \leq P_{\text{max}} \\
& \quad 0 \leq f_k \leq f_k^{\text{max}}, \forall k \\
& \quad \tau \in \mathbb{Z}_+ \\
& \quad L \in \mathbb{Z}_+ \\
& \quad d_k \in \mathbb{Z}_+, \forall k \\
& \quad \alpha_{k,n} \in \{0, 1\}, \forall k, n \\
& \quad c_{k,n} \in \mathbb{Q}, \forall k, n
\end{align*}
\]

(4.15)

where \( F(w[L]) \) is the loss function of the model after evaluating its parameters after the \( L \) training cycles. Constraint (4.15a) guarantees that the total time taken for the learning process does not exceed the total available time \( T \). Constraint (4.15b) guarantees that the sum of the distributed data samples must be equal to the total number \( D \) of considered data.
samples for training across all learners in each of the global cycles. Constraints (4.15c) and (4.15d) are subcarrier allocation constraints, where the former (4.15c) guarantees that one subcarrier can be allocated to only one learner. Whereas the latter (4.15d) ensures that the total number of allocated subcarriers is equal to the number \(N\) of available subcarriers in the system. Constraint (4.15e) assures that the sum of the power used for transmission from the orchestrator to the different learners does not exceed its maximum total transmission power. Since the same subcarrier allocation and bit loading is used on the reverse communication (i.e., from the learners to the orchestrators), this guarantees that their maximum transmit power is not exceeded either. Constraint (4.15f) represents the bounds on each learner’s computation frequency. Constraints (4.15g), (4.15h), and (4.15i) are non-negativity and integer constraints for \(\tau\), \(L\), and \(d_k \forall k\) respectively, whereas Constraint (4.15j) imposes binary constraints on all subcarrier allocation indicators. Finally, Constraint (4.15k) ensures that the number of bits loaded on any subcarrier must be from among the set \(Q\) of bit/carrier values corresponding to the allowed square constellations in the system.

Unfortunately, it is not possible to derive an exact expression for the objective function of problem (4.15) for most machine learning models. Therefore, we will reformulate this objective function in the following subsection to express it as a function of the “convergence bound” [41].

### 4.2.2 Formulation Using Convergence Bound

It has been shown in [41] that, with an imposed global number \(L\) of iterations (which is in our case in direct relation to the global time constraint), a more suitable objective function to optimize for many machine learning models is the deviation of their global loss function after these \(L\) iterations (denoted by \(F(w[L])\)) from the loss function corresponding to the optimal model (denoted by \(F(w^*)\)). With some manipulation of the different learning parameters to fit the imposed global number of iterations, it can be shown that this deviation
is upper bounded by the following convergence bound [41]:

\[
F(w[L]) - F(w^*) \leq \frac{1}{L \left( \omega \eta (1 - \frac{\beta \eta}{2}) - \frac{\rho h(\tau)}{\epsilon^2 \tau} \right)}
\] (4.16)

where \( \eta \) denotes the learning rate of the model, \( \rho \) and \( \beta \) are meta-parameters related to the \( \rho \)-Lipschitz and \( \beta \)-smoothness assumptions on \( F_k(w) \) illustrated in Section 2.2 respectively, \( \epsilon \) is defined as the lower bound on \( F(w[L]) - F(w^*) \), \( \omega \) is a parameter that inversely depends on the deviation of the distributed learning parameter vector from an auxiliary parameter vector that follows a centralized gradient descent, and \( h(\tau) \) is defined as:

\[
h(\tau) = \frac{\delta}{\beta} [(\eta \beta + 1)^{\tau} - 1] - \eta \delta \tau,
\] (4.17)

where

\[
\delta = \frac{\sum_{k=1}^{K} d_k \delta_k}{D}
\] (4.18)

such that \( \delta_k \) is the upper bound on the divergence of the loss function of learner \( k \) compared to the global learning model (i.e., \( \| F_k(w) - F(w) \| \leq \delta_k \)).

Given the above convergence bound, our optimization problem can be re-formulated as:

\[
\min_{L, \tau, d_k, f_k, c_k, n} \quad \frac{1}{L \left( \omega \eta (1 - \frac{\beta \eta}{2}) - \frac{\rho h(\tau)}{\epsilon^2 \tau} \right)}
\]

\[\text{s.t.} \quad \frac{L}{\tau} \left( t_k^S + t_k^C + t_k^R \right) \leq T, \quad \forall \ k \] (4.19a)

\[
\sum_{k=1}^{K} d_k = D
\] (4.19b)

\[
\sum_{n=1}^{N} \alpha_{k,n} = 1, \quad \forall \ n
\] (4.19c)

\[
\sum_{k=1}^{K} \sum_{n=1}^{N} \alpha_{k,n} = N
\] (4.19d)

\[
\sum_{k=1}^{K} \sum_{n=1}^{N} \frac{p(c_{k,n})}{h_{k,n}} \alpha_{k,n} \leq P_{max}
\] (4.19e)
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\[ 0 \leq f_k \leq f_k^{\text{max}}, \quad \forall \ k \]

\[ \tau \in \mathbb{Z}^+ \]

\[ L \in \mathbb{Z}^+ \]

\[ d_k \in \mathbb{Z}^+, \quad \forall \ k \]

\[ \alpha_{k,n} \in \{0, 1\}, \quad \forall \ k, n \]

\[ c_{k,n} \in \mathbb{Q}, \quad \forall \ k, n \]

Constraints (4.19a)-(4.19k) are identical to constraints (4.15a)-(4.15k), respectively. As can be seen from the above formulation, the problem is an integer non-linear problem with linear and non-linear constraints. It is well known that solving such a problem is NP-hard.

In the next section, we use decomposition approach to solve the problem efficiently. One important insight that drives several actions in the proposed decomposition solution is that the objective function of (4.19) is a decreasing function of \( L \). This decreasing function suggests that the larger the number of total iterations performed by the learners within the global time constraint, the smaller the convergence bound on the loss function. Consequently, all measures on any problem parameters that maximize \( L \) would be exploited in our path towards simplifying the problem and deriving our proposed solutions.

4.3 Proposed Solution

The proposed solution is based on decomposing the optimization problem into three steps and designing efficient algorithms to solve these steps. The philosophy behind this decomposition stems from the observation that the only non-linear constraint is related to the subcarrier allocation process. It also follows the trend used in recent related works (e.g., [43], [52]) in terms of separating the optimization of the physical parameters while reflecting their impact on optimizing the learning parameters.

Given the above, a decomposition of the problem into three steps is proposed to simplify
and solve it:

1. Separately solve the subcarrier allocation and bit loading problem among the learners to maximize their total sum rate from the orchestrator. The idea behind this step is to derive the maximum possible rate that the orchestrator can communicate the model parameters and data samples in PL, given its power constraint. Using a maximum rate will reduce delivery time these data blocks, thus giving more time for executing a larger number $L$ of iterations within the short time imposed by the global training time constraint, which was shown to minimize our problem’s objective function.

2. Modify and solve the main optimization of the problem in (4.19) by changing the subcarrier allocation and bit loading variables of every learner by a rate allocation variable, whose sum across all learners is bounded by the maximum rate derived from Step 1. We show that this change of variables simplifies the problem significantly. We also show that, for FL, such simplification yields a strictly convex problem.

3. Re-adjust the sub-carrier allocation and bit loading parameters of the learners obtained in Step 1 so as to match or get the closest possible to the derived optimal rates from Step 2 while preserving the maximum power constraint.

The details of these three steps and the proposed algorithms implementing them to solve the main problem will be illustrated in the reminder of this section.

4.3.1 Initial Subcarrier Allocation and Bit Loading

The subcarrier allocation and bit loading problem for rate maximization given a power constraint in OFDMA systems is a well-investigated problem. In our solution, we will consider the approach presented in [58–60] while making some changes to simplify the solution and adapt it our problem. This rate maximization problem can be expressed as:
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\[
\max_{c_{k,n}, \alpha_{k,n}} \sum_{k=1}^{K} \sum_{n=1}^{N} c_{k,n} \alpha_{k,n} \\
\text{s.t. } \sum_{n=1}^{N} \alpha_{k,n} = 1, \quad \forall \ n \tag{4.20a}
\]
\[
\sum_{k=1}^{K} \sum_{n=1}^{N} \alpha_{k,n} = N \tag{4.20b}
\]
\[
\sum_{k=1}^{K} \sum_{n=1}^{N} \frac{p(c_{k,n})}{h_{k,n}} \alpha_{k,n} \leq P_{\text{max}} \tag{4.20c}
\]
\[
\alpha_{k,n} \in \{0, 1\}, \quad \forall \ k, n \tag{4.20d}
\]
\[
c_{k,n} \in \mathcal{Q}, \quad \forall \ k, n \tag{4.20e}
\]

The problem remains a non-linear problem due to both the product of the objective variables in the objective function and the expression of \( p(c_{k,n}) \) defined in Equation (4.8). Yet, this problem can be converted into a linear optimization problem by exploiting the fact that \( c_{k,n} \) can only take a value from a small set \( \mathcal{Q} \) of integers as defined in constraint (4.20e).

To do so, let \( c \in \mathcal{Q} \) be an arbitrary bit loading value. Consequently, the power \( p_k(c) \) allocated to any subcarrier using the bit loading value \( c \) can be easily pre-calculated using 4.8. Due to the small size of \( \mathcal{Q} \), all the values \( p_k(c) \) \( \forall \ c \in \mathcal{Q} \) can be pre-calculated. Now, let’s define a new indicator variable \( \gamma_{k,n,c} \) as follows:

\[
\gamma_{k,n,c} = \begin{cases} 
1 & \alpha_{k,n} = 1 \quad \text{AND} \quad c_{k,n} = c \\
0 & \text{Otherwise}
\end{cases} \tag{4.21}
\]

In other words, \( \gamma_{k,n,c} \) is a joint subcarrier allocation and bit loading indicator that is only set to one when subcarrier \( n \) is assigned to learner \( k \) to transmit \( c \) bits on it.

Using this new indicator, the problem in (4.20) can be re-written as an integer linear
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problem as follows:

\[
\begin{align*}
\max_{\gamma_{k,n,c}} & \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{c \in Q} c \gamma_{k,n,c} \\
\text{s.t.} & \quad \sum_{n=1}^{N} \sum_{c \in Q} \gamma_{k,n,c} = 1, \quad \forall \ n \quad (4.22a) \\
& \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{c \in Q} \gamma_{k,n,c} = N \quad (4.22b) \\
& \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{c \in Q} \frac{p_k(c)}{h_{k,n}} \gamma_{k,n,c} \leq P_{\text{max}} \quad (4.22c) \\
& \quad \gamma_{k,n,c} \in \{0, 1\}, \quad \forall \ k, n, c \quad (4.22d)
\end{align*}
\]

It can thus be solved using many efficient solvers or can simply be relaxed to its non-integer version and solved using linear programming and greedy rounding. Once the solution is found, we can easily derive the initial rate \( r_{k}^{i} \) of each learner and the maximum rate \( R_{\text{max}} \) from the orchestrator as:

\[
\begin{align*}
\gamma_{k,n,c}^{*} & = \frac{r_{k}^{i}}{N} \sum_{n=1}^{N} \sum_{c \in Q} c \quad (4.23) \\
R_{\text{max}} & = \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{c \in Q} \gamma_{k,n,c}^{*} \quad (4.24)
\end{align*}
\]

where \( \gamma_{k,n,c}^{*} \) is the optimal solution for the problem in (4.22).

4.3.2 Simplifications of the Main Problem

In this section, we simplify our main problem interest in (4.19) by both introducing some modifications based on insights from prior works (e.g., [43], [52]), and leveraging the maximum rate expression derived in (4.24).

Below are three modifications we will apply to the problem in (4.19):

1. It can be easily shown that minimizing our main problem’s objective function will
be achieved when the computation frequency $f_k$ of every learner $k$ is set to its maximum value $f_k^{max}$ (i.e., $f_k^* = f_k^{max} \ \forall \ k$). Indeed, setting $f_k^*$ to $f_k^{max} \ \forall \ k$ will enable all learners to train their models using a larger total number $L$ of iterations within the constrained global training time, which directly translates into a lower convergence bound on the loss function. This above determination of $f_k^*$ removes these variables from the optimization problem in (4.19) as well as the constraints in (4.19f).

2. We perform a change of the $c_{k,n}$ and $\alpha_{k,n}$ variables, expressing the allocated communication resources to each learner $k$, by a rate variable $r_k$. This $r_k$ variable directly relates to $c_{k,n}$ and $\alpha_{k,n}$ as expressed in (4.10), and directly impacts both $t_k^S$ and $t_k^R$ as defined (4.11) and (4.13), respectively. Unlike $\alpha_{k,n}$ and $c_{k,n}$, the new $r_k$ variables are real, which would reduce the complexity of the problem significantly. To guarantee the restoration of the main variables $\alpha_{k,n}$ and $c_{k,n}$ in Step 3 from the $r_k$ values obtained in Step 2, given the constraints on the network’s physical resources, we impose the constraint $\sum_{k=1}^{K} r_k = R_{max}$ to the simplified problem in Step 2, where $R_{max}$ is the value obtained in (4.22). The proposed change of variable will thus simplify the expressions in Constraint (4.19a), will replace constraints (4.19c), (4.19d), and (4.19e) by the above constraint on the sum rates by $R_{max}$, and will finally replace the integer constraints in (4.19j) and (4.19k) by simple linear non-negativity constraints on $r_k \ \forall \ k$.

3. To further simplify the problem, we relax the integer constraints on the variables $\tau$, $L$, and $d_k \ \forall \ k$ in (4.19g), (4.19h), and (4.19i), respectively, by assuming that they can take real positive values. This is a common practice to simply integer optimization problems. Once the simplified problem is solved, the integer values of $\tau$, $L$, and $d_k$ can be restored by simple rounding approaches that satisfy the main problem’s constraints.

By applying the above changes on the optimization problem in (4.19), the simplified
problem we consider in this step can be expressed as follows:

\[
\min_{L, \tau, d_k, r_k} \quad \frac{1}{L \left( \omega \eta \left( 1 - \frac{\beta \eta}{2} \right) - \frac{\rho h(\tau)}{\eta^2} \right)}
\]

s.t.

\[\frac{L}{\tau} \left( t^S_k + t^C_k + t^R_k \right) \leq T, \quad \forall \ k \quad (4.25a)\]

\[\sum_{k=1}^{K} d_k = D \quad (4.25b)\]

\[\sum_{k=1}^{K} r_k \leq R_{\text{max}} \quad (4.25c)\]

\[\tau > 0 \quad (4.25d)\]

\[L > 0 \quad (4.25e)\]

\[d_k > 0, \quad \forall \ k \quad (4.25f)\]

\[r_k > 0, \quad \forall \ k \quad (4.25g)\]

Although (4.25) is indeed simpler than (4.19), finding a closed-form expression for its solution is still not possible as the problem is still combinatorial in nature [51].

### 4.3.3 Special Case of Simplified Problem in FL

As discussed earlier, FL is a special case of the above general and simplified formulation considered in (4.19) and (4.25), in which the value of \(d_k\) in the first term of \(t^S_k\) \(\forall \ k\) (expanded in (4.11) are set to zero. From this fact, it can be seen from (4.11) and (4.13) that \(t^S_k = t^R_k\) \(\forall \ k\) in FL. This plays an important role in simplifying Constraints (4.25a) (as well as (4.19a) but we focus now on the simplified problem), as it can be re-written as:

\[\frac{L}{\tau} \left( t^S_k + t^C_k + t^R_k \right) = \frac{L}{\tau} \left( \frac{C_m d_k \tau}{f_{\text{max}}} + \frac{2P_m S_m}{r_k} \right) \leq T, \quad \forall \ k \quad (4.26)\]
Re-arranging (4.26) to separate $L$, and applying the fact that our main problem’s objective function will be minimized if $L$ is set to its maximum possible value, we must have:

$$L = \frac{T\tau}{C_m d_k \tau} + \frac{2P_m S_m}{r_k}, \quad \forall \ k$$  \hspace{1cm} (4.27)

The above expression of $L$ is a set of $K$ equations, each of which being a function of the real values of $\tau, d_k, r_k \ \forall \ k \in \{1, \ldots, K\}$, such that the value of $L$ is equal to the right-hand side for all $K$ equations.

Afterwards, we can involve the equality constraint in (4.25b) to further simplify this set of equations. By re-arranging (4.27) to separate $d_k$, we get:

$$d_k = \frac{f^\text{max}_k}{C_m} \left( \frac{T}{L} - \frac{2P_m S_m}{\tau r_k} \right), \quad \forall \ k$$  \hspace{1cm} (4.28)

By summing both sides over all values of $k \in \{1, \ldots, K\}$, the left-hand side of this summation will yield the constant $D$ as per Constraint (4.25b). Re-arranging the resulting equation after this summation to separate $L$ on the left-hand side, we get

$$L(\tau, r_k) = \frac{T \sum_{k=1}^{K} a_k}{d + \frac{1}{\tau} \sum_{k=1}^{K} b_k}$$  \hspace{1cm} (4.29)

where

$$a_k = \frac{f^\text{max}_k}{C_m}$$  \hspace{1cm} (4.30)

$$b_k = \frac{2P_m S_m f^\text{max}_k}{\tau r_k C_m}$$  \hspace{1cm} (4.31)

Finally, by defining $P(\tau)$ as:

$$P(\tau) = \frac{1}{\omega \eta (1 - \frac{3\eta}{2}) - \frac{\rho}{c^2} \frac{h(\tau)}{\tau}}$$  \hspace{1cm} (4.32)
which is a function of \( \tau \) only, we can re-write the objective function of (4.25) for the FL case as:

\[
O(\tau, r_k) = \frac{P(\tau)}{L(\tau, r_k)}
\]  

(4.33)

**Theorem 1** \( O(\tau, r_k) \) is strictly convex in the domain \( \tau > 0 \) and \( r_k > 0 \)

Given that the objective function in the FL case is strictly convex, the optimal \( \tau \) and \( r_k \forall k \) can be obtained by solving the following problem:

\[
\min_{\tau, r_k \forall k} O(\tau, r_k)
\]  

(4.34)

s.t.

\[
\sum_{k=1}^{K} r_k \leq R_{max}
\]  

(4.34a)

\[
\tau > 0
\]  

(4.34b)

The purpose of this part is to prove the convexity of the FL case in Objective 2. To this end, our objective function \( O(\tau, r_k) = \frac{P(\tau)}{L(\tau, r_k)} \) can be divided into two terms \( O(\tau, r_k) = P(\tau) \times \frac{1}{L(\tau, r_k)} \) :=, where the reciprocal of \( L(\tau, r_k) \) can be defined as \( M(\tau, r_k) \) and the reciprocal of \( P(\tau) \) can be defined as \( Q(\tau) \) as follows:

\[
M(\tau, r_k) = \frac{d}{T \sum_{k=1}^{K} a_k} + \frac{\sum_{k=1}^{K} b_k}{T \tau \sum_{k=1}^{K} a_k}
\]  

(4.35)

\[
Q(\tau) = A - B \frac{C^* - 1 - (C - 1)\tau}{\tau}
\]  

(4.36)

Let us recall that \( a_k = \frac{f_{k,max}}{\xi_m} \) and \( b_k = \frac{2P_m S_m f_{k,max}}{\tau r_k C_m} \), while also defining \( A = \omega \eta (1 - \frac{\beta \eta}{\tau}) \), \( B = \frac{\delta \rho}{\beta^2 c^2} \), and \( C = \eta \beta + 1 \). Note that \( B \) can be re-written as \( B = \frac{\delta \rho}{\beta^2 c^2} B_0 \), where \( B_0 = \frac{\delta \rho}{\tau c^2} > 0 \) is a control parameter that can be set empirically. In the reminder of the proof, we will designate \( O(\tau, r_k), M(\tau, r_k), N(\tau) = \frac{1}{Q(\tau)}, \) and \( Q(\tau) \), as \( O, M, N \) and \( Q \) for simplicity of the notation.

To prove that the objective function is strictly convex, we must derive the Hessian matrix,
4.3 Special Case of Simplified Problem in FL

defined as:

\[
H = \begin{bmatrix}
\frac{\partial^2 O}{\partial \tau^2} & \frac{\partial^2 O}{\partial \tau \partial r_1} & \cdots & \frac{\partial^2 O}{\partial \tau \partial r_k} & \cdots & \frac{\partial^2 O}{\partial \tau \partial r_K} \\
\frac{\partial^2 O}{\partial r_1 \partial \tau} & \frac{\partial^2 O}{\partial r_1^2} & \cdots & \frac{\partial^2 O}{\partial r_1 \partial r_k} & \cdots & \frac{\partial^2 O}{\partial r_1 \partial r_K} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\frac{\partial^2 O}{\partial r_k \partial \tau} & \frac{\partial^2 O}{\partial r_k \partial r_1} & \cdots & \frac{\partial^2 O}{\partial r_k \partial r_k} & \cdots & \frac{\partial^2 O}{\partial r_k \partial r_K} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\frac{\partial^2 O}{\partial r_K \partial \tau} & \frac{\partial^2 O}{\partial r_K \partial r_1} & \cdots & \frac{\partial^2 O}{\partial r_K \partial r_k} & \cdots & \frac{\partial^2 O}{\partial r_K \partial r_K}
\end{bmatrix},
\tag{4.37}
\]

and show that it is positive definite. This means that we first have to prove that all the elements in the matrix are positive elements. There are three different combinations for taking the second derivative of \( O = MN \), which can be described as follows:

\[
\frac{\partial^2 O}{\partial \tau^2} = \frac{\partial^2 M}{\partial \tau^2} N + 2 \frac{\partial M}{\partial \tau} \frac{\partial N}{\partial \tau} + M \frac{\partial^2 N}{\partial \tau^2},
\tag{4.38}
\]

\[
\frac{\partial^2 O}{\partial r_k \partial \tau} = \frac{\partial^2 M}{\partial r_k \partial \tau} N + \frac{\partial M}{\partial r_k} \frac{\partial N}{\partial \tau},
\tag{4.39}
\]

\[
\frac{\partial^2 O}{\partial r_k^2} = \frac{\partial^2 M}{\partial r_k^2} N.
\tag{4.40}
\]

(54-56) is defined \( \forall k \in K \). For simplicity let us define \( \frac{\partial Q}{\partial \tau} \) and \( \frac{\partial Q}{\partial r^2} \) as \( Q' \) and \( Q'' \) respectively, we thus need to prove that \( \frac{\partial^2 M}{\partial \tau^2} \), \( \frac{\partial^2 M}{\partial r_k \partial \tau} \), \( \frac{\partial^2 M}{\partial r_k^2} \) and \( \frac{\partial^2 N}{\partial \tau^2} \) are positive, while also proving that \( \frac{\partial M}{\partial \tau} \), \( \frac{\partial M}{\partial r_k} \) and \( \frac{\partial N}{\partial \tau} \) are all either positive or negative. This will guarantee that the Hessian matrix contains only positive elements. These partial derivatives can be calculated as follows:

\[
\frac{\partial M}{\partial \tau} = -\frac{\sum_{k=1}^{K} b_k}{\tau^2},
\tag{4.41}
\]

\[
\frac{\partial M}{\partial r_k} = -\frac{\sum_{k=1}^{K} d_k}{\tau \sum_{k=1}^{K} r_k^2 a_k}.
\tag{4.42}
\]
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\[
\frac{\partial N}{\partial \tau} = -\frac{Q'}{Q^2} \tag{4.43}
\]

\[
\frac{\partial^2 M}{\partial \tau^2} = \frac{2 \sum_{k=1}^{K} b_k}{\tau^3} \tag{4.44}
\]

\[
\frac{\partial^2 M}{\partial r_k^2} = \frac{2 \sum_{k=1}^{K} d_k}{\tau \sum_{k=1}^{K} r_k^3 a_k} \tag{4.45}
\]

\[
\frac{\partial^2 M}{\partial r_k \partial \tau} = \frac{\sum_{k=1}^{K} d_k}{\tau^2 \sum_{k=1}^{K} r_k^2 a_k} \tag{4.46}
\]

\[
\frac{\partial^2 N}{\partial \tau^2} = \frac{1}{Q^2} \left[ \frac{2(Q')^2}{Q} - Q'' \right] \tag{4.47}
\]

(57, 58, 60-62) are defined \( \forall k \in \mathcal{K} \). Since all the variables and constants in the right-hand side expressions are all positive, it can be easily shown that \( \frac{\partial^2 M}{\partial \tau^2}, \frac{\partial^2 M}{\partial r_k \partial \tau}, \frac{\partial^2 M}{\partial r_k^2} \) are all positive, whereas \( \frac{\partial M}{\partial \tau} \) and \( \frac{\partial M}{\partial r_k} \) are negative. Thus, we need to show that \( \frac{\partial N}{\partial \tau} \) is negative and \( \frac{\partial^2 N}{\partial \tau^2} \) is positive. It can be shown with the denominator of (59) being \( Q^2 \), it’s sufficient to prove that \( Q' > 0 \) to show that \( \frac{\partial N}{\partial \tau} > 0 \).

\[
Q' = \frac{B}{\tau^2} \left[ C^\tau \left[ 1 - (\ln C) \tau \right] - 1 \right] \tag{4.48}
\]

It is clear that \( \frac{B}{\tau^2} > 0 \) and therefore, to ensure \( Q' > 0 \), we need to satisfy \( C^\tau [1 - (\ln C) \tau] > 1 \). From the Bernoulli inequality, we know that \( C^\tau \geq (C - 1) \tau + 1 \). Assuming the worst case where the equality holds, the expression can be written as \( [C - 1] \tau + 1 \geq 1 - (\ln C) \tau \). By expanding the expression we get:

\[
\tau [(\ln C) \tau - C(\ln C) - 1 + C] > 0 \tag{4.49}
\]

We know that a feasible \( \tau^* \) is always greater than 0. We thus examine the term enclosed in
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the square brackets. By re-arranging (65) to express \( \tau \) as an inequality in \( C \), we get:

\[
\tau > \frac{C(\ln C) + 1 - C}{\ln C}
\]

(4.50)

Recall that \( C = \eta \beta + 1 \) where \( \eta \) is chosen such that \( \eta \beta \leq 1 \), and \( \eta, \beta > 0 \). Hence, it follows that \( 1 < \eta \beta + 1 \leq 2 \). If we plot \( f(C) = \frac{C(\ln C) + 1 - C}{\ln C} \) against the domain of \( C \), it can be easily shown that when \( \tau > 0 \), \( \frac{\partial N}{\partial \tau} \) is strictly negative. As we can see in Fig. 4.1, \( 0 < f(C) < 1 \), and because a feasible \( \tau \in \{1, 2, 3, \ldots\} \), this inequality will always hold when a feasible \( \tau \) exists.

![Relation Between C and f(C)](image)

Figure 4.1: Relation Between C and f(C).

let us define \( S = C^\tau [1 - (\ln C)\tau] - 1 \), \( \frac{\partial S}{\partial \tau} = S' \) and \( Q' = B \frac{S}{\tau^2} \). This means that \( Q'' \) can be
defined as follows:

\[
Q'' = \frac{B}{\tau^4} \left[ \tau^2 S' - 2\tau S \right]
\]  

(4.51)

It is clear that \( \frac{B}{\tau^4} > 0 \) and \( 2\tau S \) is a negative term, which means that it will be sufficient to prove that \( S' < 0 \) to prove that \( Q'' < 0 \). Thus we calculate \( S' \) as:

\[
S' = -(\ln C)^2 \tau C^\tau
\]  

(4.52)

As shown before, all the terms in (68) are positive, where \( \tau \in \{1, 2, 3, \ldots\} \) and \( C \) being always positive guarantees that the terms are positive and greater than zero. thus, (68) will always be negative. This satisfies \( Q'' < 0 \) and concludes our proof that all the elements of \( H \) are positive elements.

Defining \( x \) as:

\[
x = \begin{bmatrix}
\tau \\
r_1 \\
r_2 \\
\vdots \\
r_k \\
\vdots \\
r_K
\end{bmatrix},
\]  

(4.53)

the Hessian matrix \( H \) is considered strictly convex if \( x^T H x > 0 \) for all elements in \( x \). Since our work is in the domain of \( \tau > 0 \) and \( 0 < r_k < r_{max} \), this condition is always true for the calculated Hessian matrix \( H \). After obtaining the optimal values of \( \tau \) and \( r_k \)'s, \( L \) can be calculated using (4.29) and then all the \( d_k \)'s can be calculated using (4.28).
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4.3.4 Rate Re-adjustment Algorithm

Solving the problems in (4.25) and (4.34) will provide a set of rates $r_k^* \forall k$ between
the orchestrator and learners, which could be different than the set of initial rates $r_k^i \forall k$
computed in (4.23). The final step of our proposed three-step solution is to minimize the
rate gaps defined by:

$$e_k = r_k^* - r_k^i \forall k$$

while respecting the maximum power constraint of the orchestrator. In the considered
OFDMA-based system, this can be achieved by subcarrier reallocation and bit reloading
between the different learners while making sure the maximum power constraint is not ex-
ceeded. This can done by formulating a new problem that minimizes the above gaps given
the maximum power constraint. Yet, for the sake of simplicity, we will employ a simple
greedy subcarrier reallocation and bit reloading algorithm, such as the ones used in several
OFDMA resource allocation works (e.g., [61]).

This greedy algorithm simply sorts the rate gaps in ascending order and moving the least
loaded subcarrier from the learner at the bottom to list to the one the top of the list, and
load bits for the latter learner on this new reallocated subcarrier as long as the total power
constraint is still maintained. Next, the new rates and rate gaps for these two learners are
recomputed, the rate gaps are re-sorted, and the above step is repeated. This continues until
no more subcarriers can move from one learner to the other without violating the maximum
power constraint. To ensure convergence, the subcarrier reallocated from one learner to
another in a step cannot be reallocated in subsequent steps, thus setting an $O(N)$ bound on
the total number of subcarrier reallocations.

4.3.5 Proposed Algorithms

In this section, we propose two algorithms, namely the static and dynamic algorithms,
to implement our full three-step solution to solve the problem in (4.19).
Algorithm 1 Static Algorithm

**Require:** $T$, $D$, $K$, $N$, $Q$, $P_{max}$, $\rho$, $\epsilon$, $\omega$

**Ensure:** $w[L]$  
  Initialize $l = 0$, $\tau \leftarrow 1$, $d_k \leftarrow \frac{D}{K}$ Set $w[0]$ as a random vector

1: Solve (4.20)
2: Calculate $r^i_k \forall k$ and $R_{max}$ from (4.23) and (4.24)
3: Send $w[l]$ and (for PL) $d_k$ samples to each learner $k$ at a rate $r^i_k$
4: After one local iteration, collect $w_k[0]$ and estimate $w$, $\beta$ and $\delta$ as in [41]
5: $T \leftarrow T - \max_k \{t_k\}$
6: Solve (4.25) or (4.34) for PL or FL, respectively, to find the optimized values of $L$, $\tau d_k$, and $r_k \forall k$.
7: Re-adjust rates as described in Section 4.3.4
8: **while** $T > 0$ **do**
9:  Send $w[l]$ and (for PL) $d_k$ samples to each learner $k$ with adjusted rates $r_k \forall k$
10:  Set $T \leftarrow T - \max_k \{t_k\}$
11:  **if** $T < 0$ **then**
12:      Reduce $\tau$ to maximum value $\geq 0$ such that $T \geq 0$
13:      Set $T \leftarrow 0$
14:  **end if**
15:  $l \leftarrow l + \tau$
16:  Each learner $k$ trains its model for $\tau$ local iteration using $d_k$ data samples
17:  Orchestrator collects $w_k[l]$ from all learners and estimate $w[l]$, $\beta$ and $\delta$ as in [?]
18: **end while**
19: **return** $w[L]$

**Static Algorithm:** The static algorithm, detailed in Algorithm 1, solves the optimization problem only once at the beginning of the learning process. As shown, the algorithm starts by Step 1 of the algorithm in Lines 1-2. It then runs a dummy local iteration to determine initial learning parameters (Lines 3-4), and removes the consumed time in this step from the total time constraint (Line 5). It then executes Steps 2 and 3 in Lines 6 and 7, respectively. For PL, a numerical solver, namely OPTI [53], is used in Step 2 to calculate the optimized values of the problem variables. For FL, since the problem in (4.34) is shown to be convex, any convex solver can be used to calculate the optimized values of the problem variables. Finally, the algorithm executes the actual PL or FL algorithm in Lines 8-17, until the final model parameters $w[L]$ is obtained at the orchestrator. Note that Lines 11-14 in Algorithm 1 handle the case of having less time in the very last global cycle to execute $\tau$
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local iterations. This situation may arise due the disturbances in the relation of $L$ and $T$ as a result of the simplifications and relaxations done in Step 2 of our proposed three-step solution, as well as the remaining deviations of the employed rates from the optimized rates after rate adjustments in Step 3. The algorithm thus utilizes the remaining time to execute this last global cycle with less number of local iterations than $\tau$ to consume the remaining time.

**Algorithm 2 Dynamic Algorithm**

**Require:** $T$, $D$, $K$, $N$, $Q$, $P_{max}$, $\rho$, $\epsilon$, $\omega$

**Ensure:** $w[L]$

Initialize $l = 0$, $\tau \leftarrow 1$, $d_k \leftarrow \frac{D}{K}$ Set $w[0]$ as a random vector

1: Execute Steps 1-5 of Algorithm 1

2: **while** $T \neq 0$ **do**

3: Solve (4.25) or (4.34) for PL or FL, respectively, to find the optimized values of $L$, $\tau$, $d_k$, and $r_k \forall k$.

4: Re-adjust rates as described in Section 4.3.4

5: Execute Steps 9-17 of Algorithm 1

6: **end while**

7: **return** $w[L]$

**Dynamic Algorithm:** Unlike the static algorithm, the dynamic algorithm re-optimizes all the problem parameters after every global cycle. The motivation behind this algorithm is that the learning parameters, such as $\delta$, $\beta$, are not static, and their most updated values can be extracted from the global learning model at the orchestrator. In addition, the channel conditions between the orchestrator and the learners can typically change during each global cycle, which is not accounted for when our three-step optimization is computed once in the very beginning. Consequently, these updated learning and physical values may change the optimal number of remaining local and total iterations. Such updated values can be obtained by running our three-step optimization with the new values of the aforementioned parameters to produce a more optimized solution.

Algorithm 2 explains the steps of the dynamic algorithm in details. It can be easily shown that the only difference of this algorithm compared to Algorithm 1 is that the optimization process is repeated after each $\tau$ local iterations (i.e after each global cycle) using updated
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#### Table 4.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Subcarriers $N$</td>
<td>64</td>
</tr>
<tr>
<td>Target BER</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Symbol Time $T_s$</td>
<td>122 $\mu$s</td>
</tr>
<tr>
<td>Device Proximity (DP)</td>
<td>500 m</td>
</tr>
<tr>
<td>Node Power</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Noise Power Density $N_o$</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Attenuation Model</td>
<td>$128 + 37.1 \log(DP)$ dB</td>
</tr>
<tr>
<td>Computation Capability $f_k$</td>
<td>2.4 GHz and 1.2 GHz</td>
</tr>
<tr>
<td>MNIST dataset size $D$</td>
<td>54,000 images</td>
</tr>
<tr>
<td>MNIST dataset Features $F$</td>
<td>784 features</td>
</tr>
</tbody>
</table>

channel conditions and learning parameters extracted from the global learning model.

### 4.4 Simulation Results

In this section, we illustrate the simulation results for the joint task and resource allocation problem of interest in heterogeneous mobile edge environments. We also compare its performance to that of our two baseline schemes TP and EDA.

#### 4.4.1 Physical Simulation Environment

From the physical perspective, the edge learners were divided into two groups, simulating both the computational capabilities of a portable computing device and a commercial microcontroller. In addition, random distances (with a maximum distance of 500 m) and fading conditions were generated for each of the learners with respect to the orchestrator. In all simulations, we chose to emulate 802.11 links and channels between the learners and the orchestrator. Yet, our proposed solution can be implemented over any multicarrier communication (e.g., LTE or 5G using either side links or the base station playing the role of the orchestrator).
4.4 Simulation Results for PL

4.4.2 Dataset and Learning Settings

The MNIST [54] dataset was chosen to test our proposed scenarios. This dataset consists of 54,000 images for training and 6,000 images for validation, where each of these images includes 784 features. The employed neural network consists of one input, three hidden, and one output layers with [784, 300, 124, 60, 10] learning elements in each layer. For this network, the model size is calculated to be 8,974,080 bits, and the required floating-points operations are 1,123,736. Table 2 summarizes the simulation parameters for both the physical resources/setup and the employed dataset.

Different numbers of learners are used in our simulations to train the above neural network using the MNIST dataset for different total training times $T = [60, 80, 100, 120, 140]$. The learning rate $\eta$ is set 0.9 as it was shown to provide the optimum performance for the aforementioned neural network.

4.4.3 Simulation Results for PL

In this section, we present our simulation results for the PL setting and show the performance of the proposed algorithms in comparison to the aforementioned TP and EDA schemes.

Fig. 4.2 and 4.3 illustrate the total number of iterations $L$ achieved by both the static and dynamic algorithms when implementing the joint, TP, and EDA schemes. Fig. 4.2 plots the results against the number of learners for a total training time of 60 seconds, whereas Fig. 4.3 plots the results against the total training time for 20 learners.
The first observation from both figures is that our joint task planning and resource allocation approach achieves a higher number of iterations than both the TP and EDA schemes, for both the static and dynamic algorithms. We can also see that the TP scheme achieves a much better performance than the EDA scheme. For a total training time constraint of 60 seconds and 20 learners, the dynamic EDA, TP, and joint schemes achieve 12, 22, and 23 total iterations, which results in 91.67% and 4.54% more training iterations for the joint scheme over the EDA and TP schemes, respectively. The performed number of iterations between the joint dynamic and static algorithms at the same setting differs by only two iterations, a gain of 7.69%. As the total training time increases to 140 seconds, the static and dynamic joint algorithms can complete 55 and 61 learning iterations, respectively, thus...
achieving a gain of 10.9% for the latter over the former. A final interesting observation from these two figures is that the dynamic TP scheme outperforms the static joint scheme, which exhibits the merits of the dynamic algorithm even for a less optimized scheme.

Figure 4.3: Total number of iterations achieved at different global time constraints for $K = 20$.

Zooming out from the iterations to the global cycles level, Fig. 4.4 depicts the timings and number of global cycles performed by the static and dynamic joint, TP, and EDA algorithms as training time progress to a maximum of 60 seconds and for 20 learners. We can first clearly observe that the dynamic algorithms always finish the learning global cycles before their same-scheme static algorithms. This helps the dynamic algorithms to run for more total learning iterations and, when the training time increases, the dynamic algorithms are able to complete more global cycles than their static counterparts. In addition, we can
observe from the figure that the joint, TP, and EDA schemes complete five, four, and two global cycles, a 25% and 50% increase in the number of cycles for the joint scheme over the TP and EDA schemes, respectively. This promotes for an improved performance for the joint scheme compared to the two other schemes.

Figure 4.4: Temporal progression of global cycles achieved by the different algorithms for $T = 60$ s and $K = 20$.

Now moving on to the performance of the trained models, Fig. 4.5 illustrates the terminal loss functions of the trained models by 20 learners using the static joint, TP, and EDA algorithms at the end of total training times ranging between 60 and 140 seconds. For the same settings, the figure also depicts the validation accuracy of the trained models using these algorithms. We can see from both sub-figures that the joint scheme outperforms both the TP and the EDA schemes for any given total training time. In addition, we can observe that
the joint and TP schemes require a total training time of 100 and 120 seconds, respectively, to achieve an above-96% accuracy.

This means that our proposed joint scheme can save up to 16.67% in training time compared to the TP scheme to reach this target accuracy. We can also see that the joint scheme at $T = 60$ seconds achieves a higher accuracy of 94.07% compared to the 93.9% accuracy achieved by the EDA scheme at $T = 120$ seconds. Yet, we can also observe that, as the total training time increases, the gap between the performance of the three schemes decreases.

Fig. 4.6 depicts the same comparison of Fig. 4.5 but for the dynamic algorithms. It can again seen that the joint scheme outperforms the other two schemes at any given total
training time. Moreover, an accuracy above 96% is achieved at total training times of 80, 100, and 140 seconds for the joint, TP, and EDA scheme, respectively. This is equivalent to up to 20% and 42.9% savings in the total training time for the joint scheme compared to the TP and EDA schemes, respectively.

Figure 4.6: Terminal loss function and accuracy performance of the dynamic joint, TP, and EDA algorithms for $K = 20$.

4.4.4 Simulation Results for FL

In this section, we illustrate the performance of the dynamic and static algorithms, while focusing only on our new joint scheme for FL.

In Fig. 4.7, the total number of iterations achieved by both the FL dynamic and static joint algorithms are depicted for total training times ranging between 60 and 140 seconds
and for 20 learners. As expected, the FL dynamic algorithm is able to achieve more total iterations than the FL static one, as the dynamic algorithm optimizes the performance of FL after each global cycle. For a total training time of 120 seconds, the FL dynamic and static joint algorithms achieve 63 and 51 total iterations, respectively, which results in 23.53% more training iterations for the former over the latter.

Figure 4.7: Total no. of iterations achieved in FL using the static and dynamic joint algorithms for $K = 20$.

Another interesting observation can be noticed when looking at the number of iterations achieved by these algorithms in PL and FL settings in Fig. 4.3 and Fig. 4.7, respectively. First, we can observe that the FL dynamic and static joint algorithms always run more training iterations their corresponding counterparts in PL settings. This is quite anticipated as, unlike PL, no data is sent along with the model in FL, which saves more time for
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computations and thus training iterations in the latter. Yet, we can also observe that, at $T = 140$ s, the PL dynamic joint algorithm achieves 61 total iterations while the FL static joint algorithm achieves 58 total iterations, proving again the merits of the dynamic algorithm in adapting the task planning within the course of the training period, thus achieving a better performance.

![Figure 4.8: Terminal loss function and accuracy achieved in FL using the static and dynamic joint algorithms for $K = 20$.](image)

In Fig. 4.8, the terminal loss function and validation accuracy of the trained models using both the FL dynamic and static joint algorithms is plotted against total training times ranging between 60 and 140 seconds. Again, the FL dynamic algorithm can be observed to be the top-performing algorithm at any given total training time. For instance, this algorithm achieved 97.1% accuracy at $T = 90$ s, while the static algorithm achieved 96.61%.
At $T = 140$ s, the dynamic algorithm was able to cross the 97.5% mark, while the static algorithm being 0.5% below. Comparing the curves in Fig. 4.8 with those in Fig. 4.5 and 4.6 for the dynamic and static joint algorithms, we can again see that they can achieve higher accuracy in FL than in PL for the same total training time, which is again anticipated due to the aforementioned reasons. Yet, we can observe that the dynamic algorithm in PL settings achieves almost the same accuracy as that of static algorithm in FL settings, demonstrating the importance of in-training adaptation of the task planning.
5.1 Summary and Conclusion

In this work, we focused on finding a solution to the MEL problem of how to improve the overall aggregated model efficiency for both FL and PL, which is the problem of evaluating the planning parameters and the allocation of tasks and resources to achieve a desired accuracy or to minimize the global loss function. This was investigated by jointly optimizing the planning of learning tasks and physical resource allocation with the two objectives in mind.

1. Maximizing the number of local iterations in each time-constrained global cycle

2. Minimizing the terminal loss function of the trained model given a global training time constraint

We began by exploring how the number of local iterations affects the aggregated model in both FL and PL and formulated our problem with the intention of maximizing the number of local iterations within each time-constrained global cycle time. The general joint problem was formulated as a nonlinear constrained integer-linear problem, which was then simplified by finding the trivial optimal solutions for several variables. Being still complex, we solved the problem numerically and quantified its gains in maximizing the number of local iterations and converging to a given accuracy compared to the TP and EDA schemes. Through extensive experimenting, the joint scheme was proven to outperform both schemes by achieving the same accuracy in less time with a smaller number of learners.

We then moved on to investigating the problem of jointly planning learning tasks and allocating physical resources for MEL, both in PL and FL settings with a global training time constraint, over networks of nodes employing OFDMA for physical communications. Our problem is formulated with the goal of minimizing the terminal loss function of the trained model, by optimizing the task planning and physical resource parameters. Being a
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complicated problem to solve, we put forward a three-step approach to simplify and solve it. We were also able to prove that the second and most critical step of our proposed solution for FL settings involves solving a strictly convex problem, which makes it easier to solve. We then developed a static and dynamic algorithm to implement the three-steps solution for both PL and FL. Our simulation results showed obvious dominance in performance for our proposed algorithms when compared to the TP and EDA schemes, especially for the shorter total training times that are typically available in mobile and ad-hoc edge learning environments. Lastly, our results consistently confirmed the merits of the proposed dynamic algorithm compared to the static algorithm.

5.2 Future Work and Recommendations

In this section, we discuss our recommendations based on the various challenges we faced throughout our work. We also propose future research initiatives that would improve the overall performance of the MEL system.

- As MEL is an emerging field, now is the optimum point in time to standardize the nature of the developments made in this area ensuring they are grounded in real-world settings, assumptions, and datasets. It is critical for new research to use and expand on the existing implementations and benchmarking tools, such as LEAF [62] rather than starting back from zero.

- It is important to note that the work discussed thus far has been developed with the task of supervised learning in mind. Although this work is applicable to other learning models, in practice we would need to perform some exploratory data analysis, determine aggregate statistics, or run a more complex task such as reinforcement learning. Tackling problems beyond supervised learning in MEL networks will likely require addressing similar challenges of scalability, heterogeneity, and privacy.

- We plan to extend our studies to scenarios with multiple simultaneous PL and FL
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tasks. In these scenarios, we will seek to optimize the associations of learners to
different learning tasks alongside with the planning of these tasks and the allocation
of physical resources to each involved learner.

- In practical scenarios the set of learners does not necessarily need to be benevolent,
  which is an assumption that we made before starting our learning process. Finding
  ways to not only identify malicious users but also eliminate them from being part of
  the set of learners for the system is an extremely important direction that will bring
  this research even closer to real and practical scenarios.
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