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Abstract

Prior to signal demodulation, blind recognition of the modulation scheme of the received signal is an important task for intelligent radios in various commercial and military applications such as spectrum management, surveillance of broadcasting activities and adaptive transmission. Antenna arrays provide spatial diversity and increase channel capacity. This thesis focuses on the algorithms and performance analysis of the blind modulation classification (MC) for a multiple antenna receiver configuration.

For a single-input-multiple-output (SIMO) configuration with unknown channel amplitude, phase, and noise variance, we investigate likelihood-based algorithms for linear digital MC. The existing algorithms are presented and extended to SIMO. Using recently proposed blind estimates of the unknown parameters, a new algorithm is developed. In addition, two upper bounds on the classification performance of MC algorithms are provided. We derive the exact Cramér-Rao Lower Bounds (CRLBs) of joint estimates of the unknown parameters for one- and two-dimensional amplitude modulations. The asymptotic behaviors of the CRLBs are obtained for the high signal-to-noise-ratio (SNR) region. Numerical results demonstrate the accuracy of the CRLB expressions and confirm that the expressions in the literature are special
cases of our results. The classification performance of the proposed algorithm is compared with the existing algorithm and upper bounds. It is shown that the proposed algorithm outperforms the existing one significantly with reasonable computational complexity.

The proposed algorithm in this thesis can be used in modern intelligent radios equipped with multiple antenna receivers and the provided performance analysis, i.e., the CRLB expressions, can be employed to design practical systems involving estimation of the unknown parameters and is not limited to MC.
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Chapter 1

Introduction

1.1 Modulation Classification

Automatic modulation classification (MC) is to recognize the unknown modulation scheme of the received signal. Identifying the modulation type is an important step before the demodulation at the receiver side of both military and commercial communication systems. Fast growth of commercial wireless systems demands efficient spectrum access algorithms that are adaptive to the environment. Software defined radio (SDR) is an example of civilian adaptive systems. For military applications, it is desirable to have a reliable and secure communication in a crowded spectrum shared with many jamming signals. In practice, due to lack of knowledge about multiple unknown parameters such as the symbol duration, carrier frequency/phase offsets, noise variance, channel amplitude, and so on, MC becomes more difficult. In wireless environments, the problem is even more challenging because of multi-path fading, frequency selective and time-varying channels. In order to reduce the overhead, blind techniques that do not rely on the training symbols can be employed to
Figure 1.1: Block diagram of a system employing modulation classification.

Figure 1.2: Single-input-multiple-output configuration.
estimate the unknown parameters. In Fig. 1.1, the block diagram of a typical system employing MC algorithms is shown. Estimation of the symbol duration, channel amplitude/phase, noise reduction, waveform recovery, and equalization are included in the signal preprocessing task. Signal demodulation and detection of the information-bearing symbols are performed after the modulation scheme is recognized.

In order to improve the system performance and combat the fading effects of the environment, multiple antennas can be employed at the receiver side as demonstrated in Fig. 1.2. An independent signal path is provided from the transmitter to each receiver antenna such that multiple independent replicas of the input symbol are obtained at the receiver side. The provided spatial diversity improves the reliability of the communication system.

The two general classes of automatic MC algorithms are likelihood-based (LB) and feature-based (FB). The decision is made based on the likelihood function (LF) of the received signal in the former. The latter recognizes the modulation type employing the observed values of some features of the received signal. FB approaches, yet sub-optimal, usually lead to lower computational complexity.

In practice, a classifier that identifies the modulation scheme of the received signal in a short observation period with a high probability of correct classification is of interest. Furthermore, it is desirable to classify many types of modulation schemes for the case of multiple unknown parameters with reasonably low computational complexity.

1.1.1 Likelihood-based approaches

Using LB approaches, the LF of the received signal given each modulation type is computed and further compared in order to recognize the modulation scheme. The
transmitted symbols and many parameters such as channel amplitude, phase, and noise variance are assumed to be unknown. In order to derive unconditional LFs with respect to the unknown quantities, i.e., unknown symbols and parameters, one can take expectation or use proper estimates. Based on the approach employed to compute unconditional LFs, LB-MC algorithms are categorized into four groups. Average Likelihood Ratio Test (ALRT) [1, 2, 3, 4, 5, 6, 7], Generalized Likelihood Ratio Test (GLRT) [8, 1, 2], Hybrid Likelihood Ratio Test (HLRT) [6, 1, 7, 5, 2, 8] and Quasi Hybrid Likelihood Ratio Test (QHLRT) [5, 6, 7, 2] are the well-known LB algorithms developed in the literature that we now briefly discuss.

**ALRT**

Using ALRT, the unknown quantities are supposed to be random variables with known probability density/mass functions (PDFs/PMFs). Let $H_m$ denote the hypothesis that the $m$-th modulation scheme is used for $m = 1, \cdots, N_{\text{mod}}$, where $N_{\text{mod}}$ indicates the number of modulation candidates. The LF of the received signal under $H_m$ is given by

$$
\text{LF}_{\text{ALRT}}(r|H_m) = \mathbb{E}_{\nu_m}[\text{LF}(r|\nu_m, H_m)],
$$

(1.1)

where $r$ denotes the column vector of observed signals and $\nu_m$ is the column vector of unknown quantities. In order to derive (1.1), one requires the conditional PDF of the unknown quantities, i.e., $f(\nu_m|H_m)$. However, this information is not necessarily available in practice.
GLRT

One can consider the unknown quantities as unknown deterministic yielding the GLRT algorithm. Although a uniformly most powerful (UMP) test leads to the optimum algorithm [22], it does not necessarily exist. One can use the maximum likelihood estimates (MLEs) of the unknown quantities leading to GLRT where the LF under $H_m$ is given by

$$\text{LF}_{\text{GLRT}}(r|H_m) = \max_{\nu_m} \text{LF}(r|\nu_m, H_m),$$  \hspace{1cm} (1.2)

The GLRT algorithm fails to classify the nested constellations, e.g., binary phase-shift keying (BPSK) and quadrature phase-shift keying (QPSK) since maximization over the unknown symbols can yield the same values of LFs for the nested constellations [10].

HLRT

As a combination of ALRT and GLRT, one can take expectation over some unknown quantities while employing proper estimates for the others. Taking expectation over the unknown symbols, the problem of nested constellations is resolved [1]. The LF under $H_m$ is expressed as,

$$\text{LF}_{\text{HLRT}}(r|H_m) = \mathbb{E}_{\nu_m,1} [\text{LF}(r|\nu_{m,1}, \hat{\nu}_{m,2}, H_m)],$$  \hspace{1cm} (1.3)

where $\nu_m = [\nu_{m,1}^\dagger \nu_{m,2}^\dagger]^\dagger$ and $^\dagger$ denotes the transpose operation. It is usual to take $\nu_{m,1}$ and $\nu_{m,2}$ as the unknown parameters and transmitted symbols respectively. When the MLEs are employed to obtain $\hat{\nu}_{m,2}$ in (1.3), the resulting algorithm is referred to as HLRT. The problem with HLRT is very high computational complexity [7] which makes it impractical.
Table 1.1: Likelihood-based algorithms

<table>
<thead>
<tr>
<th></th>
<th>$\nu_{m,2}$</th>
<th>$\nu_{m,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALRT</td>
<td>Taking expectation</td>
<td>Taking expectation</td>
</tr>
<tr>
<td>GLRT</td>
<td>Employing MLE</td>
<td>Employing MLE</td>
</tr>
<tr>
<td>HLRT</td>
<td>Employing MLE</td>
<td>Taking expectation</td>
</tr>
<tr>
<td>QHLRT</td>
<td>Employing non-MLE</td>
<td>Taking expectation</td>
</tr>
</tbody>
</table>

QHLRT

As an alternative to HLRT, one can use the proper non-data-aided (NDA) non-MLEs to derive $\nu_{m,2}$ in (1.3) and the algorithm is referred to as QHLRT. Using the method of moments (MoM) to estimate $\nu_{m,2}$, it was demonstrated in [7] that QHLRT-MoM yields similar performance to HLRT although QHLRT-MoM is substantially simpler to implement. Hence, the QHLRT-MoM algorithm could be a promising algorithm for the scenarios where there are many unknown parameters.

Table 1.1 summarizes different LB algorithms for MC.

1.1.2 Feature-based approaches

In the literature, many features of the received signal were used for MC such as the variance of the central normalized signal amplitude, phase and frequency [23], the variance of the zero-crossing interval [24], the variance of the magnitude of the signal wavelet transform [25, 26, 27], and moments/cumulants/cyclic cumulants of the received signal [28, 29, 30, 31, 13]. Fuzzy logic [32] and shape recovery of the constellation [33] are also examples of FB approaches. Using the FB algorithms, the modulation type, *i.e.*, pulse/amplitude modulation (PAM/QAM), frequency/phase shift keying (FSK/PSK), is first recognized and then the number of constellation
points is estimated. In order to make a decision, a binary tree structure is usually used where a proper statistic corresponding to a modulation scheme is compared against a threshold at each node. As an example, one can consider a straightforward feature, the instantaneous amplitude, phase, and frequency. While the instantaneous amplitude is constant for PSK and FSK signals, it fluctuates for PAM and QAM. The information is in the instantaneous carrier phase and frequency for PSK and FSK respectively.

1.2 Estimation and Performance Measure

In this section, we briefly discuss fundamental background concepts of point estimation.

Let $\mathbf{x} = [x_1 \cdots x_n]^\dagger$ denote the column vector of the observed data drawn independently and identically distributed (i.i.d) from a member of a class of probability models $p_\theta(\mathbf{x})$, where $\theta$ is some parameter. The parameter space and data space are denoted by $\Psi$ and $\mathcal{X}$ respectively. A function $\xi(\cdot)$ from $\mathcal{X}$ onto $\Psi$ is called an estimator and a realization of the estimator, $\xi(\mathbf{x})$ is called the estimate. Notations $\xi(\mathbf{x})$ and $\hat{\theta}$ are used interchangeably in the following.

In order to evaluate the performance of any estimator, two important functions are bias and Mean Square Error (MSE). The bias of an estimator is defined by

$$B_{\xi}(\theta) = \mathbb{E}_\theta(\hat{\theta} - \theta)$$

$$= \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p_\theta(\mathbf{x})(\hat{\theta}(\mathbf{x}) - \theta)d\mathbf{x},$$

where $\mathbb{E}_\theta$ denotes expectation over the conditional distribution of the data given $\theta$. 
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Let \( \text{Var}_\xi(\theta) \) denote the variance of the estimator. MSE is expressed as

\[
\text{MSE}_\xi(\theta) = \mathbb{E}_\theta \left( (\hat{\theta} - \theta)^2 \right) = \text{B}_\xi^2(\theta) + \text{Var}_\xi(\theta).
\] (1.5)

An estimator \( \hat{\xi} \) will be referred to as a minimum variance unbiased estimator (MVUE) if it achieves the minimum variance among the class of unbiased estimators, \textit{i.e.}, the estimators with \( \text{B}_\xi(\theta) = 0 \) for all \( \theta \). In practice, however, a MVUE might not exist or demand a huge complexity which is not of interest for real-time applications.

### 1.2.1 MLE

Intuitively, it is desirable to have an estimator under which the observed data is most likely, \textit{i.e.}, the LF of the data is maximized. The MLE is important because it is applicable to any class of probability model with arbitrary set of parameters. Mathematically, given the observation data \( \mathbf{x} \), the MLE is given by

\[
\hat{\theta}_{\text{ML}} = \arg \max_{\theta \in \Psi} p_\theta(\mathbf{x}).
\] (1.6)

Denoting by \( \omega(\theta) \) the prior distribution of the parameter, the posterior distribution is given by

\[
\omega(\theta|\mathbf{x}) = \frac{\omega(\theta)p_\theta(\mathbf{x})}{\int_{\Psi} \omega(\theta)p_\theta(\mathbf{x}) d\theta}.
\] (1.7)

If the priori \( \omega(\theta) \) is assumed to be uniformly distributed, the maximization of the LF will be the same as the maximization of the posteriori in (1.7). For i.i.d. data, it is easier to take logarithm since it leads to working with summations and not multiplications. The expression of the MLE when the log-likelihood function (LLF) is maximized is obtained by

\[
\hat{\theta}_{\text{ML}} = \arg \max_{\theta \in \Psi} \sum_{i=1}^{n} \log p_\theta(x_i).
\] (1.8)
In general, the two well-known types of estimates in wireless communications are data-aided (DA) and non-data-aided (NDA) estimates.

1.2.2 Data-aided estimates

If transmitted data such as training symbols are employed to facilitate the estimation of the unknown parameters, the estimation approach is called DA. The DA MLE for the unknown signal-to-noise-ratio (SNR) is used in [15]. In [34], an algorithm for DA carrier frequency estimation for the case of burst PSK signals is proposed.

1.2.3 Non-data-aided estimates

Although DA algorithms provide more accurate estimates, they impose a high burden on the receiver. In order to reduce signaling overhead and boost the throughput of the system, NDA estimates can be used. Furthermore, employing blind approaches might be inevitable in some practical scenarios such as military applications. NDA estimates for the unknown SNR and symbol rate are studied in [35, 15, 18] and in [36] respectively.

The expressions of theoretical performance analysis are useful tools for designing practical systems. If deriving the exact theoretical performance analysis is not tractable, one can resort to theoretical bounds on the performance. For the practical scenarios involving estimation of the unknown parameters, some system designing parameters can be obtained by minimizing the derived expressions of bounds on the performance analysis, e.g., the Cramér-Rao Lower Bounds (CRLBs).
1.2.4 Cramér-Rao Lower Bound

Lower bounds on the variance of estimators of the unknown parameters are given by the CRLB. Among unbiased estimators, an estimator achieving this bound is efficient in terms of minimizing MSE. However, there might be no estimator achieving the CRLB in practice.

Let $\theta = [\theta_1, \ldots, \theta_K]^\top$ denote a K dimensional parameter vector. The Fisher information matrix (FIM) is defined as $I(\theta) = [I_{i,j}(\theta)]$ for $i, j = 1, \cdots, K$, where

$$I_{i,j}(\theta) = \text{Cov}_\theta(\frac{\partial}{\partial \theta_i} \log p_\theta(x), \frac{\partial}{\partial \theta_j} \log p_\theta(x)).$$  \hspace{1cm} (1.9)

The following regularity conditions should hold in order to use (1.9) for deriving the CRLB

- The FIM is always defined, i.e., $\frac{\partial}{\partial \theta_i} \log p_\theta(x)$ exists for all $x$ and $i = 1, \cdots, K$.

- The integration and differentiation operations can be interchanged in $\frac{\partial}{\partial \theta_i} \int p_\theta(x)dx$ for $i = 1, \cdots, K$.

- The support of $p_\theta(x)$ does not depend on $\theta$.

It is demonstrated that the FIM can be expressed as

$$I_{i,j}(\theta) = -E_\theta \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \log p_\theta(x) \right].$$  \hspace{1cm} (1.10)

One-dimensional parameter

Assuming $K = 1$, the lower bound on the variance of any estimator of $\theta$, e.g., $\xi(x)$, is given by

$$\text{Var}_\xi(\theta) \geq \left(1 + \frac{\frac{d}{d \theta} B_{\xi}(\theta))^2}{I(\theta)} \right)^2,$$  \hspace{1cm} (1.11)
where $I(\theta) = -\mathbb{E}_\theta \left[ \frac{d^2}{d\theta^2} \log p_\theta(x) \right]$. If $\hat{\xi}$ is any unbiased estimator of $\theta$, we will have $\text{Var}_{\hat{\xi}}(\theta) \geq 1/I(\theta)$.

**Multi-dimensional parameter**

Assuming $\theta$ is $K$-dimensional, the covariance matrix of any joint estimator of the unknown parameters satisfies

$$\text{Cov}_{\hat{\xi}}(\theta) \succeq \vartheta^\dagger(\theta)I^{-1}(\theta)\vartheta(\theta), \quad (1.12)$$

where $\vartheta(\theta) = \left[ \frac{\partial}{\partial \theta_1} \mathbb{E}_\theta[\xi(x)], \cdots, \frac{\partial}{\partial \theta_K} \mathbb{E}_\theta[\xi(x)] \right]^\dagger$ is the Jacobian matrix and $A \succeq B$ indicates that $A - B$ is a non negative definite matrix. Finally, for $K$-dimensional unbiased estimators, we have $\text{Cov}_{\hat{\xi}}(\theta) \succeq I^{-1}(\theta)$.

### 1.3 Motivation and Thesis Overview

Identifying the modulation scheme of the received signal is an important step before demodulation in various military and commercial applications. In particular, for the case of a multi-path fading environment when there are no available training symbols to form accurate channel state information (CSI) estimates, the problem becomes more challenging. Obtaining proper MC algorithms applicable to different propagation environments has attracted a lot of interest over the past two decades.

Using an array of antennas at the receiver side has turned out to boost the system performance and combat the fading effects of the environment. The spatial diversity provided by having multiple independent replicas of the transmitted symbol leads to capacity increase and probability of false detection decrease.
As a guide for system designers, the expressions of theoretical performance analysis are useful tools. For practical scenarios, optimizing the derived expressions of performance analysis, e.g., minimizing the CRLBs of the unknown NDA parameter estimates, leads to maximizing the probability of correct classification. Hence, some optimum system parameters can be derived and then employed to orient the communication system design.

For a single-input-single-output (SISO) configuration, the problem of LB-MC was studied with unknown amplitude, noise variance and phase in [7] and for single-input-multiple-output (SIMO) configuration with unknown amplitude and phase in [5]. To the best of our knowledge, LB-MC for SIMO with unknown amplitude, phase, and noise variance has not been studied in the literature. This has motivated us to propose a new classification algorithm for SIMO with considering all the unknown parameters.

The expressions of the CRLBs of square QAM were derived in [19] and [20] for the unknown SNR and phase respectively. In [7], the CRLBs of NDA joint estimates of the unknown signal amplitude, phase, and noise variance were derived for BPSK and QPSK. Those results cannot be directly extended to the general rectangular QAM. This has motivated us to analyze the CRLBs of the unknown amplitude, phase, noise variance, and SNR for general rectangular $I \times J$-QAM.

The remainder of this thesis is organized as follows. In Chapter 2 we study the problem of LB-MC for a SIMO configuration with unknown amplitude, phase, and noise variance. A new LB algorithm is proposed using the state-of-the-art estimates for the unknown parameters. Furthermore, the expressions of the CRLBs of the unknown amplitude, phase, noise variance, and SNR for rectangular QAM are derived. It is demonstrated that the results available in the literature are special cases of our
1.4 Thesis Contributions

This thesis aims to study the problem of MC for a SIMO configuration and analyze the CRLBs for a general rectangular QAM constellation. The main contributions of the thesis are summarized as follows:

- A new LB-MC algorithm assuming unknown amplitude, phase, and noise variance is proposed. We first obtain the conditional LFs of the received signal under the modulation scheme and unknown quantities. Then we find the unconditional LFs of the received signal by using the state-of-the-art NDA estimates for the unknown parameters and taking expectation over the transmitted symbols. We propose a weighted sum (WS)-based algorithm for a SIMO configuration, and show that our proposed algorithm outperforms the extended algorithm proposed in [5]. Furthermore, an upper bound on the performance of any MC algorithm and another bound on the QHLRT-based algorithms are provided. The former, referred to as ALRT-upper bound (ALRT-UB), is derived to evaluate the performance degradation of the MC algorithms when compared to the ideal case, where there is no unknown parameter. The latter, referred to as QHLRT-UB, provides a bound on QHLRT-based algorithms employing NDA and unbiased estimates of the unknown parameters. Numerical results demonstrate that the classification performance of the proposed algorithm is close to the upper bounds and is significantly better than the existing work.

- We obtain exact expressions of the CRLBs of amplitude, phase, noise variance,
and SNR for general rectangular $I \times J$-QAM signals and demonstrate that the results available in the literature are special cases of our results. Furthermore, we obtain asymptotic CRLBs for the high SNR regime. Numerical results show the accuracy of our analysis.
Chapter 2

Modulation Classification for Multiple-Antenna Receivers

We consider a single-input-multiple-output (SIMO) configuration with channel amplitude, phase, and noise variance as the unknown parameters. We investigate likelihood-based (LB) algorithms for linear digital modulation classification (MC). The existing MC algorithms are extended to the case of SIMO. We propose a new Quasi Hybrid Likelihood Ratio Test (QHLRT) algorithm using the state-of-the-art non-data-aided (NDA) estimates of the unknown parameters. Furthermore, an upper bound on the classification performance of any MC algorithm and a tighter upper bound on the performance of QHLRT algorithms are obtained. The exact Cramér-Rao Lower Bound (CRLB) expressions of NDA joint estimates of the unknown parameters are also presented for one- and two-dimensional amplitude modulations, i.e., PAM and QAM. The asymptotic behaviors of the CRLBs are obtained for the high signal-to-noise-ratio (SNR) regime. Numerical results demonstrate the accuracy of the CRLB expressions and verify that the expressions available in the literature are special cases.
of our results. The classification performance of the proposed algorithm is compared with the upper bounds and the existing QHLRT which is based on the method of moments (MoM). It is shown that our proposed algorithm outperforms the QHLRT-MoM algorithm significantly with reasonable computational complexity.

2.1 Introduction

The automatic (blind) modulation classification (MC) is to determine the unknown modulation type of the received signal and it is an important task of intelligent radios, which are able to sense and adapt to the environment, such as in various civilian and military applications. In the case of fading environments, the problem becomes more challenging as there are multiple unknown parameters that should be known or estimated before we can find the modulation scheme. From a system viewpoint, modulation classifiers consist of two steps: signal preprocessing and a proper classification algorithm. The signal preprocessing step may include estimation of signal carrier frequency, phase, amplitude, noise variance, waveform recovery, and symbol interval. Depending on the assumptions about prior knowledge of signal parameters, which can be their estimates or only their distributions, different preprocessing tasks with corresponding accuracy levels are needed.

The two general classes of MC are likelihood-based (LB) and statistical pattern recognition-based known as feature-based (FB). The former is based on the likelihood function tests of the received signal[1, 2, 3, 4, 5, 6, 7, 8, 9, 10], while the latter is based on the features of the received signal [1, 11, 12, 13]. Many LB algorithms have been investigated in the literature such as Average Likelihood Ratio Test (ALRT) [1, 2, 3, 4, 5, 6, 7], Generalized Likelihood Ratio Test (GLRT) [8, 11, 2], and Hybrid
Likelihood Ratio Test (HLRT) \[6, 1, 7, 5, 2, 8\]. To perform ALRT, one needs to have a priori knowledge about the actual distributions of the unknown parameters, \textit{i.e.}, channel amplitude, phase, and noise variance; otherwise it does not lead to the maximum probability of correct classification. In addition to having many unknown parameters, ALRT suffers from very high computational complexity \[4, 5, 6, 7, 2\].

Another LB algorithm is GLRT where one computes the probability density function (PDF) of the received signal by employing maximum likelihood estimates (MLE) of unknown quantities (\textit{e.g.}, transmitted symbols, channel amplitude, phase, and noise variance). However, GLRT fails to identify the nested signal constellations correctly, such as 16-QAM and 64-QAM, as this approach can lead to the same value of the likelihood function (LF) \[10\]. To address the nested constellations problem of GLRT, one can use HLRT that is a hybrid of ALRT and GLRT. With using HLRT, one takes the average over all possible combinations of the symbol sequence in calculating the PDF of the received signal, employing the MLE of the unknown parameters in lieu of taking expectation. In fact, one can consider channel amplitude, phase and noise variance as unknown deterministics, and symbols as random variables with known probability mass function (PMF). One can use MLE regardless of prior probability of the corresponding parameter. Because HLRT as well as ALRT involves performing an exhaustive search over the LFs, a less complex classifier is desirable. With the Quasi Hybrid Likelihood Ratio Test (QHLRT), non-data-aided (NDA) non-MLEs of the unknown parameters is used to calculate the LFs, and thus, the computational complexity reduces significantly \[5, 6, 7, 2\].

In \[9\], an LB-MC algorithm for wireless sensor networks was studied with uniformly distributed unknown carrier phase, where local decisions are sent to the
sensor network centre to perform a decision fusion algorithm. An FB-MC method based on higher-order statistics (HOS) algorithm was proposed in [11]. The authors of [12] have analyzed a fourth order cumulant based multiuser MC for a multi-path fading environment. In [5], an LB-MC algorithm was proposed for a *multiple* antenna configuration with unknown phase and amplitude. Because the NDA parameter estimates used in [5] are conventional ones which are not accurate enough, [17] and [18] have proposed new NDA estimates for phase and amplitude recovery, respectively, which outperform the conventional ones significantly. To the best of our knowledge, LB-MC for SIMO with unknown amplitude, phase, and noise variance has not been studied in the literature. In addition, the recently proposed NDA estimates have not been applied to MC yet. It is desirable to develop a new LB-MC for multiple antenna configuration based on the state-of-the-art parameter estimates with amplitude, phase, and noise variance as the unknown parameters.

In this chapter, we propose a new LB-MC algorithm considering amplitude, phase, and noise variance to be unknown for a multiple antenna scenario. Specifically, we first find the conditional LFs of the received signal given the modulation scheme and unknown quantities. Then we compute the unconditional LFs of the received signal by averaging over symbols and employing appropriate estimates for the unknown parameters. Using the obtained LFs, we propose a weighted sum (WS)-based algorithm to perform blind MC, and show that our algorithm outperforms the one proposed in [5]. Furthermore, two upper bounds on the performance of any MC algorithms and QHRLT-based algorithms are proposed. The former, the ALRT-upper bound (ALRT-UB), is obtained to observe the performance loss of MC algorithms when
compared to the ideal case, i.e., no unknown parameter. The latter, which is referred to as QHLRT-UB, provides a bound for QHLRT-based algorithms employing NDA and unbiased estimates of the unknown parameters. It is well-known that the Cramér-Rao Lower Bounds (CRLBs) give the lower bounds on the variances of joint estimates of some unknown parameters. In other words, an upper bound on the performance of QHLRT-based MC algorithms, i.e., lower bound on the classification error, is determined using the CRLBs as the variances of the unknown parameter estimates. In [7, 20, 19], the CRLBs of NDA joint estimates of the unknown parameters were derived for binary phase-shift keying (BPSK), quadrature phase-shift keying (QPSK), and square quadrature amplitude modulation (QAM). We obtain the CRLBs for general rectangular \( I \times J \)-QAM signals and show the derivations in the literature are special cases of our derived results. Also, we derive the asymptotic CRLBs for high signal-to-noise-ratio (SNR) range. Numerical results demonstrate the merit of using our proposed MC algorithm and the accuracy of our analysis.

The rest of this chapter is organized as follows: The system model is described in Section 2.2. Extending the existing algorithms to the case of multiple antennas is presented in Section 2.3. Our new WS-based MC algorithm is proposed in Section 2.3. In Section 2.4, we derive the CRLBs of the unknown parameters for rectangular \( I \times J \)-QAM signals, and we show the results reported in [7, 19, 20] are special cases of our results. Using the derived CRLBs, an upper bound on the performance of QHLRT-based algorithms is obtained. Numerical results for the CRLBs are presented in Section 2.5. We also compare the performance of the proposed WS-based and existing QHLRT-based algorithms with ALRT-UB and QHLRT-UB. Conclusions are drawn in Section 2.6.
Notation: We use $A := B$ to denote that $A$, by definition, equals $B$. For a complex number $C$, $|C|$ and $\angle C$ indicate the norm and phase of $C$. In order to represent the transpose and Hermitian transpose of vector $\boldsymbol{\nu}$, we use $\boldsymbol{\nu}^\dagger$ and $\boldsymbol{\nu}^{H}$ respectively. We use $\mathbb{E}[]$ to represent the expectation operation. Also, $z_1 \sim \mathcal{N}(\eta_1,\omega_1)$ indicates that $z_1$ is a real Gaussian random variable with mean $\eta_1$ and variance $\omega_1$. Finally, $z_2 \sim \mathcal{CN}(\eta_2,\Omega_2)$ indicates that $z_2$ is a circularly symmetric complex Gaussian (CSCG) random vector with mean $\eta_2$ and covariance matrix $\Omega_2$.

2.2 Problem Statement

Consider a single-input-multiple-output (SIMO) system with $N$ receiving antennas. Our aim is to determine the unknown modulation type of the received signal. Let $\mathbf{s}^{(m)} := [s_1^{(m)}, \ldots, s_K^{(m)}]^\dagger$ denote the column vector of the transmitted symbols corresponding to the constellation $\mathcal{S}_m$ with $|\mathcal{S}_m| = M_m$ for $m = 1, \ldots, N_{\text{mod}}$, where $N_{\text{mod}}$ denotes the number of modulation candidates. We use $K$ to denote the number of samples of the received signals that we observe for MC. Let $h_i$ denote the complex channel coefficient from the transmitter to the $i$-th receiving antenna. The problem of MC can be modeled as a multiple hypotheses testing problem. Modulation candidate $m$ corresponds to the hypothesis $H_m$. Assuming the $m$-th hypothesis, the equivalent baseband signal at the receiver side is given by

$$\mathbf{r}_i = h_i \mathbf{s}^{(m)} + \mathbf{n}_i, \quad (2.1)$$

where $\mathbf{r}_i = [r_{i,1}, \ldots, r_{i,K}]^\dagger$ denotes the received signal sequence at the $i$-th receiving antenna and $\mathbf{n}_i = [n_{i,1}, \ldots, n_{i,K}]^\dagger$ is the additive white Gaussian noise (AWGN) with $\mathbf{n}_i \sim \mathcal{CN}(\mathbf{0}, \sigma_i^2 \mathbf{I}_K)$, where $\mathbf{I}_K$ represents a $K \times K$ identity matrix. We assume
that the AWGN is spatially white, i.e., \( \mathbb{E}[\mathbf{n}_l^\dagger \mathbf{n}_l] = 0 \) for \( l \neq i \). It is assumed that \( \{s_k^{(m)}\}_{k=1}^K \) are independently and uniformly distributed random variables over the signal constellation \( \mathcal{S}_m \). We suppose that the channel coefficients \( \{h_i\}_{i=1}^N \) and \( \{\sigma_i^2\}_{i=1}^N \) are unknown at the receiver side since providing the training symbols to measure the instantaneous channel state information (CSI) perfectly for an unknown transmitter, i.e., Data-Aided (DA) approach, either is impossible or causes a high burden to the destination. In order to have a practical system model, we assume a block fading environment where unknown channels are constant over the \( K \) observation time slots. Note that this is a common assumption for MC problems. Let \( \mathbf{u}_i := [\alpha_i \varphi_i \sigma_i^2]^\dagger \) denote the vector of the unknown parameters, where \( \alpha_i \) and \( \varphi_i \) represent unknown channel amplitude and phase of the \( i \)-th channel respectively. From a Bayesian viewpoint, the maximum a posterior probability (MAP) test leads to the optimum classifier. Here, we assume equi-probable modulation candidates, which reduces the optimum classifier to ML. In other words, modulation \( m \) is selected if the LF of the received signal given \( H_m \) is larger than for the other hypotheses. Given the transmitted symbols \( s^{(m)} \) and the unknown parameter vectors, the LF under the \( m \)-th hypothesis is given by

\[
 f(\{\mathbf{r}_i\}_{i=1}^N | s^{(m)}, \{\mathbf{u}_i\}_{i=1}^N, H_m) = \prod_{k=1}^K \prod_{i=1}^N \mathcal{R}_{i,k}^{(m)},
\]

where

\[
 \mathcal{R}_{i,k}^{(m)} = (\pi \sigma_i^2)^{-1} \exp \left(-\frac{|r_{i,k} - \alpha_i e^{j\varphi_i} s_k^{(m)}|^2}{\sigma_i^2}\right). 
\]

In (2.2), transmitted symbols and parameter vectors are unknown. That is, we should take expectation or use appropriate estimates to have unconditional LFs (LFs under each hypothesis are of interest). Note that taking expectation with respect to the parameter vectors gives the optimal Bayes’ test; however, it requires additional information about the PDF of channels and noise variance which is not necessarily
available. With the LFs calculated under all the hypotheses, the joint ML decision is made to find the modulation scheme, i.e.,

$$\hat{m} = \arg \max_{m \in \{1, \ldots, N_{\text{mod}}\}} \log(f(\{r_i\}_{i=1}^N | H_m)),$$  \hspace{1cm} (2.4) $$

where $\hat{m}$ is the estimate of the modulation.

2.3 MC for Multiple Antennas

2.3.1 Simple Extension of the Existing Algorithms

The problem of LB-MC has been studied for a single-input-single-output (SISO) configuration with unknown amplitude, noise variance, and phase in [7]; and for SIMO configuration with unknown amplitude and phase in [5]. To the best of our knowledge, LB-MC for SIMO with unknown amplitude, phase, and noise variance has not been studied in the literature. In this section, by extending the results reported in [7, 5], it is possible to come up with MC algorithms for SIMO configuration with unknown amplitude, phase, and noise variance. Note that these expressions presented in this section have not been explicitly reported in the literature, although it is not difficult to derive them.

ALRT

With using ALRT, the PDF of $\{r_i\}_{i=1}^N$ conditioned on $H_m$ for $m = 1, \ldots, N_{\text{mod}}$ is obtained by averaging (2.2) over the unknown symbols and parameter vectors, which can be expressed as

$$f_{\text{ALRT}}(\{r_i\}_{i=1}^N | H_m) = \mathbb{E}_{s^{(m)}} \mathbb{E}_{\{u_i\}_{i=1}^N} [f(\{r_i\}_{i=1}^N | s^{(m)}, \{u_i\}_{i=1}^N, H_m)].$$  \hspace{1cm} (2.5) $$
Since \( \{u_i\}_{i=1}^N \) are independent random vectors, the expectation can be written as \( \mathbb{E}_{s^{(m)}}[\mathbb{E}_{u_1} \cdots \mathbb{E}_{u_N}[\cdot]] \). However, obtaining the knowledge of the distributions of many unknown parameters requires a high signaling overhead. Since the information about the distributions of the parameter vectors is usually unavailable, ALRT is not of interest in practical scenarios. In the next subsections, two algorithms performing MC without having the knowledge of the distributions of the unknown parameters are presented.

**HLRT**

One can use appropriate estimates in lieu of taking expectation. Then the PDF of \( \{r_i\}_{i=1}^N \) conditioned on \( H_m \) is derived as

\[
f_{(Q)HLRT}(\{r_i\}_{i=1}^N | H_m) = \mathbb{E}_{s^{(m)}} \left[ f(\{r_i\}_{i=1}^N, \{\hat{u}_i^{(m)}\}_{i=1}^N | s^{(m)}, H_m) \right], \tag{2.6}
\]

where \( \{\hat{u}_i^{(m)}\}_{i=1}^N \) denote the vectors of the unknown parameter estimates conditioned on \( H_m \). Under the HLRT approach, we use the MLE of the unknown parameter vectors to substitute into (2.6). Because the transmitted symbols, \( \{s_k^{(m)}\}_{k=1}^K \), are unknown, one can find the joint MLE of the unknown parameters by solving

\[
\frac{\partial f(\{r_i\}_{i=1}^N | s^{(m)}, \{u_i\}_{i=1}^N, H_m)}{\partial u_i} = 0, \text{ for } i = 1, \cdots, N.
\]

After some manipulations, the MLE of the unknown channel coefficients and noise variances, given \( s^{(m)} \) is transmitted, can be expressed as,

\[
\hat{h}_i^{(m)} = \frac{s^{(m)}Hr_i}{\|s^{(m)}\|^2}, \tag{2.7}
\]

\[
\hat{\sigma}_i^2(m) = \frac{1}{K} \left( \|r_i\|^2 - \frac{|s^{(m)}Hr_i|^2}{\|s^{(m)}\|^2} \right), \tag{2.8}
\]

where \( \hat{h}_i^{(m)} = \hat{\alpha}_i^{(m)} e^{j\hat{\phi}_i^{(m)}} \) for \( i = 1, \cdots, N \). Substituting (2.7) and (2.8) into (2.6), taking \( \log(\cdot) \), and after some algebraic simplifications, the LLF under HLRT is given
by
\[
\text{LLF}_{\text{HLRT}}(\{r_i\}_{i=1}^N | H_m) = \log \left( \sum_{\zeta=1}^{M_m^K} \frac{1}{M_m^K} \prod_{i=1}^N \left[ 1 - \rho_{i,\zeta}^{(m)2} \right]^{-K} \right),
\]
(2.9)
where \( \rho_{i,\zeta}^{(m)} = \frac{|s_{\zeta}^{(m)} H_i|}{\|s_{\zeta}^{(m)}\| \|r_i\|} \) is the correlation coefficient between \( s_{\zeta}^{(m)} \) and \( r_i \). Here, \( s_{\zeta}^{(m)} \) indicates a sequence of \( K \) symbols each drawn independently from \( S_m \).

Since the MLE employed under the HLRT algorithm are function of \( s^{(m)} \), we have to take into account all symbol sequences with the length \( K \), which leads to the computational complexity of the order of \( \mathcal{O}(N M_m^K) \) given \( H_m \), which grows exponentially with the number of observation time slots, \( K \). To resolve this complexity issue, one can use a non-MLE of the unknown parameters leading to the QHLRT algorithm \( [5, 6, 7] \), which is presented in the next subsection.

**QHLRT**

Under QHLRT, a non-MLE of the unknown parameters, which does not depend on the transmitted symbols, is used in (2.6) for blind MC. It has been shown that the QHLRT-based classifier yields similar classification performance to HLRT with substantially lower complexity \( [6] \). There is no unique non-MLE for the unknown parameters. One common approach to find the parameter estimates is the method of moments (MoM) \( [5, 6, 7] \) and the corresponding algorithm is referred to as QHLRT-MoM. In \( [5, 6, 7] \), an algorithm which is based on the second- and fourth-order moments of the received signal has been used to estimate the unknown channel amplitude and noise variance, and the estimation method is referred to as \( M_2M_4 \) in \([18]\).

Denoting \( \Upsilon_m = \mathbb{E}[|s^{(m)}|^4]/(\mathbb{E}[|s^{(m)}|^2]^2) \), the \( M_2M_4 \) estimates of channel amplitudes
and noise variances, conditioned on $H_m$, are given by \[ \hat{\alpha}_i^{(m)} = \left( \frac{\hat{Z}_{i,42} - 2\hat{Z}_{i,21}^2}{\Upsilon^m - 2} \right)^{1/4} \left( \mathbb{E}[|s^{(m)}|^2] \right)^{-1/2}, \] (2.10)

\[ \hat{\sigma}_i^{2(m)} = \hat{Z}_{i,21} - \left( \frac{\hat{Z}_{i,42} - 2\hat{Z}_{i,21}^2}{\Upsilon^m - 2} \right)^{1/2}, \] (2.11)

where $\hat{Z}_{i,21}$ and $\hat{Z}_{i,42}$ are the estimates of the second-order/ one conjugate and fourth-order/ two conjugate moments of the received signal, obtained by $\hat{Z}_{i,21} = K^{-1} \sum_{k=1}^{K} |r_{i,k}|^2$ and $\hat{Z}_{i,42} = K^{-1} \sum_{k=1}^{K} |r_{i,k}|^4$ respectively for $i = 1, \cdots, N$. Note that $\Upsilon^m$ is determined by the modulation scheme, i.e., the modulation corresponding to $H_m$. For instance, $\Upsilon^m$ is equal to 1 for $M$-PSK, and 1.32 for 16-QAM \[15\].

The phase estimates used in \[5\], \[7\], are expressed as in \[14\]

\[ \hat{\phi}_{\text{PSK},i}^{(m)} = M_m^{-1} \angle \left( \sum_{k=1}^{K} r_{i,k}^{M_m} \right), \] (2.12)

\[ \hat{\phi}_{\text{QAM},i}^{(m)} = 4^{-1} \angle \left( \sum_{k=1}^{K} r_{i,k}^{4} \right). \] (2.13)

Note that the estimates derived in (2.10)–(2.13) do not depend on $s^{(m)}$. Hence, $\mathbb{E}[s^{(m)}]$ in (2.6) factors in $K$ separate expectations and the computational complexity of QHLRT-MoM will be of the order of $O(KM_m)$, which is much lower than HLRT.

Substituting the QHLRT-MoM estimates (2.10) and (2.13) into (2.6), an MC scheme was proposed in \[5\] for multiple antennas with unknown channel amplitude and phase. Assuming unknown channel amplitude, phase, and noise variance, it is not difficult to extend the scheme proposed in \[5\]. The extended LLF given $H_m$ is given by

\[ \text{LLF}_{\text{MoM}}(\{r_{i,j}\}_{i=1}^{N}|H_m) = \sum_{k=1}^{K} \log \left( \sum_{p=1}^{M_m} \frac{1}{M_m} \prod_{i=1}^{N} \hat{\mathcal{R}}_{i,k,p}^{(m)} \right), \] (2.14)

where

\[ \hat{\mathcal{R}}_{i,k,p}^{(m)} = \frac{1}{\hat{\sigma}_i^{2(m)}} \exp \left( -\frac{|r_{i,k} - \hat{\alpha}_i^{(m)} e^{j\hat{\phi}_i^{(m)} s_{k,p}}|^2}{\hat{\sigma}_i^{2(m)}} \right). \]
The estimated modulation is obtained by replacing (2.14) with \( f(\{r_i\}_{i=1}^{N} | H_m) \) in (2.4).

### 2.3.2 Proposed Algorithm

The M\(_2\)M\(_4\) estimates are the conventional ones which are not accurate enough for SIMO. Recently, an estimate was proposed in [18] based on the fourth-order moment of the received signal for a SIMO configuration which does not require a-priori knowledge of the modulation type and it outperforms the conventional MoM methods including M\(_2\)M\(_4\). The method is referred to as the M\(_4\) method and we employ it in our proposed QHLRT-based algorithm for SIMO. Assuming \( \sigma_i^2 = \sigma^2 \) and \( N \geq 2 \), the channel amplitudes and noise variance estimates of the M\(_4\) method are obtained by

\[
\hat{\sigma}_{M_4}^2 = \max(0, \sum_{i=1}^{N} \sum_{i=i+1}^{N} (\hat{Z}_{4,i,i}^{1/2} + \hat{Z}_{4,i,i}^{1/2} - ((\hat{Z}_{4,i,i}^{1/2} - \hat{Z}_{4,i,i}^{1/2})^2 + 4\hat{Z}_{4,i,i}^{1/2,1/2})) / N(N-1)), \tag{2.15}
\]

\[
\hat{\alpha}_{i,M_4} = \max(0, (\hat{Z}_{4,i,i} - \hat{\sigma}_{M_4}^2)^{1/2}), \tag{2.16}
\]

where \( \hat{Z}_{4,i,i} = \max(0, \sum_{k=1}^{K} \Re\{r_{i,k+1}^* r_{i,k}^* r_{l,k+1}^* r_{l,k}^*\})/(K-1) \). We refer interested readers to [18] for more details of estimates for nonuniform noise variances. In this work, M\(_4\) method is employed to perform MC for the first time.

The NDA channel phase estimates depend on the type of the hypothesized modulation scheme. We denote \( \hat{\varphi}_i = 1/2 \arctan(2(\hat{Z}_{R:3,i} - \hat{Z}_{R,i}\hat{Z}_{\Re:3,i})/(\hat{Z}_{R:2,i} - \hat{Z}_{R,i}^2 - \hat{Z}_{\Re:2,i} + \hat{Z}_{\Re:3,i})) \) where \( \hat{Z}_{R,i}, \hat{Z}_{\Re:3,i}, \hat{Z}_{R:2,i}, \hat{Z}_{\Re:2,i}, \hat{Z}_{\Re:3,i}, \) and \( \hat{Z}_{\Re:3,i} \) are the sample averages, \( \text{i.e.} \), \( \sum_{k=1}^{K} (\cdot)/K \) of \( r_{R,i,k}, r_{R,i,k}, r_{R,i,k}^2, r_{\Re,i,k}^2, r_{\Re,i,k}^2, \) and \( r_{R,i,k} r_{\Re,i,k} \), respectively. Here, \( r_{R,i,k} \) and \( r_{\Re,i,k} \) indicate the real and imaginary parts of \( r_{i,k}^4 \). Using the NDA phase estimates
proposed in \cite{17} for QAM, we have

\[
\hat{\phi}_{QAM,i} = \begin{cases} 
\phi_i/4 & \text{if } -\pi/2 + \phi_i \leq \psi_i \leq \pi/2 + \phi_i (0 \leq \phi_i \leq \pi/2), \\
(\phi_i - \pi)/4 & \text{otherwise } (0 \leq \phi_i \leq \pi/2), \\
\phi_i/4 & \text{if } -\pi/2 + \phi_i \leq \psi_i \leq \pi/2 + \phi_i (-\pi/2 \leq \phi_i \leq 0), \\
(\phi_i + \pi)/4 & \text{otherwise } (-\pi/2 \leq \phi_i \leq 0),
\end{cases}
\]

(2.17)

where \(\psi_i = \arctan(\hat{Z}_{\Re,i}/\hat{Z}_{\Im,i})\). To estimate phase for PSK signals, (2.12) is used.

Denoting LLF \(_i\) as the LLF of the received signal from the \(i\)-th branch and using (2.15)–(2.17), we have

\[
\text{LLF}_i(r_i|H_m) = \sum_{k=1}^{N} \log \left( \frac{1}{M_m} \sum_{p=1}^{M_m} \frac{1}{\sigma^2_{M4}} \exp \left( -\frac{|r_{i,k} - \hat{\alpha}_{i,M4} e^{j\phi_i(m)} s_{k,p}|^2}{\sigma^2_{M4}} \right) \right),
\]

(2.18)

for \(i = 1, \cdots, N\). Using the WS scheme, we take a linear combination of the LLFs of \(N\) receiving antennas to perform blind MC. In order to address the problem of QHLRT-MoM, we propose that the LLF corresponding to the \(m\)-th hypothesis is expressed as

\[
\text{LLF}_{WS}(\{r_i\}_{i=1}^{N}|H_m) = \sum_{i=1}^{N} \lambda_i \text{LLF}_i(r_i|H_m),
\]

(2.19)

where \(\{\lambda_i\}_{i=1}^{N}\) are constants such that \(\sum_{i=1}^{N} \lambda_i = 1\). One can note that based on the structure of (2.19), small values due to inaccurate estimates do not affect the entire expression, \(i.e., \sum_{i=1}^{N} \lambda_i \text{LLF}_i\) will not approach zero if \(\min\{\text{LLF}_i\} \approx 0\). Hence, the problem of (2.14) is resolved.

One possibility to determine \(\{\lambda_i\}_{i=1}^{N}\) is to maximize the average probability of correct classification, \(i.e.,\)

\[
(\lambda_{1,\text{opt}}, \cdots, \lambda_{N,\text{opt}}) = \arg \max_{(\lambda_1, \cdots, \lambda_N)} \Pr_{CC}(\lambda_1, \cdots, \lambda_N),
\]

(2.20)
where
\[
Pr_{CC} = N_{\text{mod}}^{-1} \sum_{m=1}^{N_{\text{mod}}} \Pr(\text{correct}|H_m),
\] (2.21)
and \(\Pr(\text{correct}|H_m)\) denotes the conditional probability of correct classification given \(m\)-th modulation is actually transmitted. In the literature, the approximate analytical expression of \(Pr_{CC}\) is proposed only for the case of SISO configuration with no-unknown parameters, \(i.e.,\) ALRT-UB \[16\]. Unfortunately, it is difficult to derive an analytical expression of \(Pr_{CC}\) of QHLRT even for SISO.

Using the Cauchy-Schwarz inequality, we have
\[
\sum_{i=1}^{N} \lambda_i \text{LLF}_i(r_i|H_m) \leq \sqrt{\left( \sum_{i=1}^{N} \lambda_i^2 \right) \left( \sum_{i=1}^{N} \text{LLF}_i^2(r_i|H_m) \right)},
\] (2.22)
with the equality holds if and only if \(\lambda_i = \zeta \text{LLF}_i(r_i|H_m)\) for \(i = 1, \cdots, N\) and some constant \(\zeta\). The constant \(\zeta\) is given by substituting \(\{\lambda_i\}_{i=1}^{N}\) into \(\sum_{i=1}^{N} \lambda_i = 1\). The coefficient \(\lambda_{i,\text{WS}}\) which is substituted to (2.19) is obtained by
\[
\lambda_{i,\text{WS}} = \frac{\text{LLF}_i(r_i|H_m)}{\sum_{i=1}^{N} \text{LLF}_i(r_i|H_m)}
\] (2.23)
for \(i = 1, \cdots, N\). One can note that if \(\text{LLF}_i(r_i|H_m) \geq \text{LLF}_j(r_j|H_m)\), then \(\lambda_{i,\text{WS}} \geq \lambda_{j,\text{WS}}\), \(i.e.,\) the LF of the \(i\)-th antenna contributes more to the final decision. Asymptotically, if one of the LFs is substantially greater than all other LFs, the corresponding coefficient will approach one which is an appealing property of (2.23). The performance improvement of the proposed scheme will be demonstrated in Section 2.5.
2.4 Performance Upper Bounds and CRLB Analysis

2.4.1 ALRT-UB

If perfect knowledge of the CSI and noise variances of all branches, \( \{u_i\}_{i=1}^N \), were available at the receiver side, there would be no need to perform \( \mathbb{E}_{\{u_i\}_{i=1}^N} \). This approach, which is referred to as ALRT-UB [7], provides an upper bound on the performance of any MC algorithm. One can straightforwardly show that the LF under the \( m \)-th hypothesis is given by

\[
 f_{\text{ALRT-UB}}(\{r_i\}_{i=1}^N|H_m) = \prod_{k=1}^K \frac{1}{M_m} \sum_{p=1}^{M_m} \prod_{i=1}^{N} (\pi \sigma_i^2)^{-1} \exp \left( -\frac{|r_{i,k} - \alpha_i e^{j\phi_i(s_{k,p})}|^2}{\sigma_i^2} \right). \tag{2.24}
\]

2.4.2 QHLRT-UB

In order to evaluate the accuracy of QHLRT-MoM estimates, one needs an upper bound on the performance of QHLRT-based classifiers as a benchmark. For unbiased joint estimates of the unknown parameters, using the CRLBs as the variances of the estimates provides an upper bound on the classification performance [7]. For the sake of comparison, we assume optimum estimates which achieve the CRLBs. In QHLRT upper bound (QHLRT-UB), we assume the parameter estimates that are normally distributed. The LF under the \( m \)-th hypothesis is expressed as

\[
 f_{\text{QHLRT-UB}}(\{r_i\}_{i=1}^N|H_m) = \prod_{k=1}^K \frac{1}{M_m} \sum_{p=1}^{M_m} \prod_{i=1}^{N} (\pi \tilde{\sigma}_i^{2(m)})^{-1} \exp \left( -\frac{|r_{i,k} - \tilde{\alpha}_i c^{j\tilde{\phi}_i(s_{k,p})}|^2}{\tilde{\sigma}_i^{2(m)}} \right). \tag{2.25}
\]
where $\tilde{\alpha}_i^{(m)} \sim \mathcal{N}(\alpha_i, \text{CRLB}(\hat{\alpha}_i^{(m)}))$, $\tilde{\varphi}_i^{(m)} \sim \mathcal{N}(\varphi_i, \text{CRLB}(\hat{\varphi}_i^{(m)}))$, and $\tilde{\sigma}_i^2^{(m)} \sim \mathcal{N}(\sigma_i^2, \text{CRLB}(\hat{\sigma}_i^2^{(m)}))$.

2.4.3 CRLBs of QHLRT-UB

The true joint CRLBs for SIMO configuration are obtained by considering $[\mathbf{u}_1^\dagger, \mathbf{u}_2^\dagger, \cdots, \mathbf{u}_N^\dagger]^\dagger$ as the unknown parameter vector. Since taking expectation with respect to the LF (2.24) is analytically intractable, we resort to the exact CRLBs for SISO configuration. In [19] and [20], the CRLBs of square QAM are derived for unknown SNR and phase respectively. Those results cannot be directly extended to the general rectangular QAM because the corresponding LLFs are different. To the best of our knowledge, the CRLBs for rectangular $I \times J$-QAM with amplitude, phase, and noise variance as the unknown parameters have not been derived in the literature. In this thesis, we tackle this problem.

For notational simplicity, we drop the subscript $i$ and superscript $(m)$ in the following equations. The QHLRT-UB estimates are obtained by $\hat{\alpha} \sim \mathcal{N}(\alpha, \text{CRLB}(\hat{\alpha}))$, $\hat{\varphi} \sim \mathcal{N}(\varphi, \text{CRLB}(\hat{\varphi}))$, and $\hat{\sigma}^2 \sim \mathcal{N}(\sigma^2, \text{CRLB}(\hat{\sigma}^2))$. We first derive a simplified and closed-form expression for the LLF given that the received signal has rectangular $I \times J$-QAM modulation scheme and then using the simplified LLF, we obtain the CRLBs.

We take $2d_{I,J}$ to be the minimum distance between two adjacent constellation points of the rectangular $I \times J$-QAM constellation for $I = 2q$ and $J = 2t$ where $q$ and $t$ are arbitrary integers. Then the constellation points can be written as $\mathcal{S} = \{\pm(2l-1)d_{I,J} \pm j(2p-1)d_{I,J}\}$, for $l = 1, 2, \cdots, I/2$, $p = 1, 2, \cdots, J/2$. In order to have a unit variance rectangular $I \times J$-QAM constellation, we assume $d_{I,J} = \sqrt{\frac{3}{I^2+J^2-2}}$. 

30
We use the notation \( \gamma := \frac{\alpha^2}{\sigma^2} \) to represent the received SNR. Denoting \( \{s_{k,p}\}^{IJ}_{p=1} \) as the possible transmitted symbols drawn from the constellation in the \( k \in [1, K] \)-th time slot and averaging over all constellation points, the conditional LF given the unknown parameter vector is obtained by

\[
f(r|\theta) = \prod_{k=1}^{K} \frac{1}{\pi I J \sigma^2} \sum_{p=1}^{I J} \exp \left( -\frac{|r_k - \alpha e^{j\varphi} s_{k,p}|^2}{\sigma^2} \right). \tag{2.26}
\]

The computational complexity of (2.26) is of the order of \( O(KIJ) \).

**Lemma 2.1.** The conditional LLF in (2.26) can be simplified to

\[
LLF(r|\theta) = C + \sum_{k=1}^{K} \left( \log \left( \sum_{l=1}^{I/2} g_l \cosh(u_l \Re \{r_k e^{-j\varphi}\}) \right) + \log \left( \sum_{p=1}^{J/2} g_p \cosh(u_p \Im \{r_k e^{-j\varphi}\}) \right) \right), \tag{2.27}
\]

where \( g_l = \exp \left( -\alpha^2 d^2_{l,I,J} \left[ (2l-1)^2 - 1 \right]/\sigma^2 \right), u_l = 2\alpha(2l-1)d_{l,I,J}/\sigma^2 \) for \( l = 1, 2, \ldots, I/2 \), and \( C = K \log \left( \frac{4}{\pi I J \sigma^2} \right) - 2K \alpha^2 d^2_{l,I,J}/\sigma^2 - \|r\|^2/\sigma^2 \).

**Proof.** Expanding the exponent term in (2.26) as \( \exp \left( -\frac{|r_k|^2 + \alpha^2 |s_{k,p}|^2}{\sigma^2} \right) \exp \left( \frac{2\Re(r_k \alpha e^{-j\varphi} s_{k,p})}{\sigma^2} \right) \) and combining four exponential terms corresponding to each pair of \((l, p)\), i.e., \( \pm(2l-1)d_{l,I,J} \pm j(2p-1)d_{l,I,J} \), we have

\[
f(r|\theta) = \prod_{k=1}^{K} \frac{1}{\pi I J \sigma^2} \exp \left( -\frac{|r_k|^2}{\sigma^2} \right) \sum_{l=1}^{I/2} \sum_{p=1}^{J/2} \xi_{l,p}, \]

where

\[
\xi_{l,p} = 4 \cosh(u_l \Re \{r_k e^{-j\varphi}\}) \cosh(u_p \Im \{r_k e^{-j\varphi}\}) \exp \left( -\frac{\alpha^2 d^2_{l,I,J} \left[ (2l-1)^2 + (2p-1)^2 \right]}{\sigma^2} \right). \tag{2.28}
\]

After some algebraic simplifications, we obtain

\[
f(r|\theta) = \prod_{k=1}^{K} \frac{4}{\pi I J \sigma^2} \exp \left( -\frac{|r_k|^2 + 2\alpha^2 d^2_{l,I,J}}{\sigma^2} \right) \sum_{l=1}^{I/2} g_l \cosh(u_l \Re \{r_k e^{-j\varphi}\}) \sum_{p=1}^{J/2} g_p \cosh(u_p \Im \{r_k e^{-j\varphi}\}). \tag{2.29}
\]

Taking \( \log(\cdot) \) to (2.29), (2.27) is obtained.
Note that the complexity to compute LLF($r|u$) in (2.27) reduces to the order of $O(K(I + J))$.

In order to find the CRLBs of the unknown parameters, one should derive the Fisher information matrix (FIM), which is denoted by $\mathcal{I}(u) := [\mathcal{I}_{b,c}]$, for $b, c = 1, 2,$ and $3$,

$$
\mathcal{I}_{b,c} = -\mathbb{E}\left[ \frac{\partial^2}{\partial u_b \partial u_c} \text{LLF}(r|u) \right],
$$

where $u_b$ is the $b$-th unknown parameter and LLF($r|u$) denotes the LLF of the received signal conditioned on the parameter vector.

**Lemma 2.2.** The FIM for the unknown parameter vector assuming rectangular $I \times J$-QAM signal is given by

$$
\mathcal{I}(u) = \frac{2K}{\sigma^4} \begin{pmatrix}
\sigma^2 - \sigma^2 G_{I,J}(\gamma) & 0 & \alpha H_{I,J}(\gamma) \\
0 & \alpha^2 \sigma^2 (1 - F_{I,J}(\gamma)) & 0 \\
\alpha H_{I,J}(\gamma) & 0 & \frac{1}{2} - \frac{\alpha^2}{\sigma^2} K_{I,J}(\gamma)
\end{pmatrix},
$$

where

$$
\begin{cases}
F_{I,J}(\gamma) = (\frac{1}{2} + \gamma \frac{J^2 - 1}{I^2 + J^2 - 2}) F_I(\gamma) + (\frac{1}{2} + \gamma \frac{I^2 - 1}{I^2 + J^2 - 2}) F_J(\gamma), \\
G_{I,J}(\gamma) = 1/2 (G_I(\gamma) + G_J(\gamma)), \\
H_{I,J}(\gamma) = 1/2 (H_I(\gamma) + H_J(\gamma)), \\
K_{I,J}(\gamma) = 1/2 (K_I(\gamma) + K_J(\gamma)),
\end{cases}
$$

and $F_I(\gamma)$, $G_I(\gamma)$, $H_I(\gamma)$ and $K_I(\gamma)$ are given in the Appendix by (A.6), (A.12), (A.16), and (A.20) respectively.

**Proof.** See the Appendix.

In the following theorems, we derive the CRLBs of the unknown parameters for rectangular $I \times J$-QAM and $M$-PAM, i.e., for one- and two-dimensional amplitude modulation schemes.
Theorem 2.1. The CRLBs of unbiased and joint estimates of $\alpha$, $\varphi$, and $\sigma^2$ for rectangular $I \times J$-QAM with even $I$ and $J$ are given by

\[
\text{CRLB}_{I \times J\text{-QAM}}(\hat{\alpha}) = \frac{\alpha^2}{2K} \frac{1 - 2\gamma K_{I,J}(\gamma)}{D_{I,J}(\gamma)}, \tag{2.33}
\]

\[
\text{CRLB}_{I \times J\text{-QAM}}(\hat{\varphi}) = \frac{1}{2K} \frac{1}{1 - F_{I,J}(\gamma)}, \tag{2.34}
\]

\[
\text{CRLB}_{I \times J\text{-QAM}}(\hat{\sigma^2}) = \frac{\sigma^4}{K} \frac{1 - G_{I,J}(\gamma)}{D_{I,J}(\gamma)}, \tag{2.35}
\]

where \(D_{I,J}(\gamma) = 1 - G_{I,J}(\gamma) - 2\gamma K_{I,J}(\gamma) + 2\gamma (G_{I,J}(\gamma)K_{I,J}(\gamma) - H_{I,J}^2(\gamma)).\)

Proof. Taking the inverse of the FIM (2.31), (2.33)–(2.35) are obtained. \qed

The above theorem is applicable only for even $I$ and $J$. In the following theorem, therefore, we provide the results for an $M$-PAM case.

Theorem 2.2. The CRLBs, given the modulation scheme is $M$-PAM with even $M$, are given by

\[
\text{CRLB}_{M\text{-PAM}}(\hat{\alpha}) = \frac{\alpha^2}{2K} \frac{1 - 2\gamma K_{M\text{-PAM}}(\gamma)}{D_{M\text{-PAM}}(\gamma)}, \tag{2.36}
\]

\[
\text{CRLB}_{M\text{-PAM}}(\hat{\varphi}) = \frac{1}{2K} \frac{1}{1 - F_{M\text{-PAM}}(\gamma)}, \tag{2.37}
\]

\[
\text{CRLB}_{M\text{-PAM}}(\hat{\sigma^2}) = \frac{\sigma^4}{K} \frac{1 - G_{M\text{-PAM}}(\gamma)}{D_{M\text{-PAM}}(\gamma)}, \tag{2.38}
\]

where \(D_{M\text{-PAM}}(\gamma) = 1 - G_{M\text{-PAM}}(\gamma) - 2\gamma K_{M\text{-PAM}}(\gamma) + 2\gamma (G_{M\text{-PAM}}(\gamma)K_{M\text{-PAM}}(\gamma) - H_{M\text{-PAM}}^2(\gamma))\) and \(G_{M\text{-PAM}}(\gamma), F_{M\text{-PAM}}(\gamma), H_{M\text{-PAM}}(\gamma),\) and \(K_{M\text{-PAM}}(\gamma)\) are given by (2.41).

Proof. Employing the approach used in Lemma 2.1, the conditional LLF given $M$-PAM signal is obtained by

\[
\text{LLF}(r|u) = C_{M\text{-PAM}} + \sum_{k=1}^{K} \log \left( \sum_{l=1}^{M/2} g_l \cosh(u_l \Re\{r_ke^{-j\varphi}\}) \right), \tag{2.39}
\]
where $C_{M-PAM} = K \log(\frac{2}{\pi M \sigma^2}) - K \alpha^2 d^2 / \sigma^2 - \|r\|^2 / \sigma^2$. To derive the FIM, one can follow the steps in the Appendix and obtain

$$I_{M-PAM}(u) = \frac{2K}{\sigma^4} \begin{pmatrix} \sigma^2 - \sigma^2 G_{M-PAM}(\gamma) & 0 & \alpha H_{M-PAM}(\gamma) \\ 0 & \alpha^2 \sigma^2 (1 - F_{M-PAM}(\gamma)) & 0 \\ \alpha H_{M-PAM}(\gamma) & 0 & \frac{1}{2} - \frac{\alpha^2}{\sigma^2} K_{M-PAM}(\gamma) \end{pmatrix},$$

(2.40)

where

$$\begin{align*}
G_{M-PAM}(\gamma) &= \frac{2 \exp(-\gamma d_{M-PAM}^2)}{M \sqrt{2 \pi}} \int_0^\infty \frac{\exp(-x^2/2) \hat{G}_{M-PAM}(x)}{\sum_{p=1}^{M/2} g_p \cosh(\sqrt{2\gamma}(2p-1)xd_{M-PAM})} dx, \\
F_{M-PAM}(\gamma) &= \frac{2 \exp(-\gamma d_{M-PAM}^2)}{M \sqrt{2 \pi}} \int_0^\infty \frac{\exp(-x^2/2) \hat{F}_{M-PAM}(x)}{\sum_{p=1}^{M/2} g_p \cosh(\sqrt{2\gamma}(2p-1)xd_{M-PAM})} dx, \\
H_{M-PAM}(\gamma) &= \frac{2 \exp(-\gamma d_{M-PAM}^2)}{M \sqrt{2 \pi}} \int_0^\infty \frac{\exp(-x^2/2) \hat{H}_{M-PAM}(x)}{\sum_{p=1}^{M/2} g_p \cosh(\sqrt{2\gamma}(2p-1)xd_{M-PAM})} dx, \\
K_{M-PAM}(\gamma) &= \frac{2 \exp(-\gamma d_{M-PAM}^2)}{M \sqrt{2 \pi}} \int_0^\infty \frac{\exp(-x^2/2) \hat{K}_{M-PAM}(x)}{\sum_{p=1}^{M/2} g_p \cosh(\sqrt{2\gamma}(2p-1)xd_{M-PAM})} dx,
\end{align*}$$

(2.41)

and $\hat{G}_{M-PAM}(x), \hat{F}_{M-PAM}(x), \hat{H}_{M-PAM}(x)$, and $\hat{K}_{M-PAM}(x)$ are obtained by substituting $I = M$ and $d_{M-PAM} = \sqrt{\frac{3}{M^2 - 1}}$ into the corresponding functions in (A.12), (A.6), (A.16), and (A.20) respectively. Taking the inverse of the FIM (2.40), (2.36)–(2.38) are derived which completes the proof.

In the following, we provide the expressions of the CRLBs for special cases of Theorems 2.1 and 2.2.

**Corollary 2.1.** The CRLBs for square $M$-QAM are simplified as follows:

$$CRLB_{M-QAM}(\hat{\alpha}) = \frac{\alpha^2}{2K \gamma} \frac{1 - 2\gamma K_{M-QAM}(\gamma)}{D_{M-QAM}(\gamma)},$$

(2.42)

$$CRLB_{M-QAM}(\hat{\varphi}) = \frac{1}{2K \gamma} \frac{1}{1 - (1 + \gamma)F_{M-QAM}(\gamma)},$$

(2.43)

$$CRLB_{M-QAM}(\hat{\sigma}^2) = \frac{\sigma^4}{K} \frac{1 - G_{M-QAM}(\gamma)}{D_{M-QAM}(\gamma)},$$

(2.44)
where \(D_{M\text{-QAM}}(\gamma) = 1 - G_{M\text{-QAM}}(\gamma) - 2\gamma K_{M\text{-QAM}}(\gamma) + 2\gamma(G_{M\text{-QAM}}(\gamma)K_{M\text{-QAM}}(\gamma) - H_{M\text{-QAM}}^2(\gamma))\) and \(G_{M\text{-QAM}}(\gamma), F_{M\text{-QAM}}(\gamma), H_{M\text{-QAM}}(\gamma),\) and \(K_{M\text{-QAM}}(\gamma)\) are obtained by (2.46).

**Proof.** Denoting \(d_{M\text{-QAM}} = \sqrt{\frac{3}{2(M-1)}}\) and substituting \(I = J = \sqrt{M}/2\) into (A.6), (A.12), (A.16), and (A.20), the FIM for \(M\)-ary square QAM is given by

\[
I_{M\text{-QAM}}(u) = \frac{2K}{\sigma^4} \left( \begin{array}{ccc}
\sigma^2 - \sigma^2 G_{M\text{-QAM}}(\gamma) & 0 & \alpha H_{M\text{-QAM}}(\gamma) \\
0 & \alpha^2 \sigma^2 (1 - (1 + \gamma) F_{M\text{-QAM}}(\gamma)) & 0 \\
\alpha H_{M\text{-QAM}}(\gamma) & 0 & \frac{1}{2} - \frac{\alpha^2}{\sigma^2} K_{M\text{-QAM}}(\gamma) \\
\end{array} \right) ,
\]

(2.45)

where

\[
\left\{ \begin{array}{l}
G_{M\text{-QAM}}(\gamma) = \frac{4\exp(-\gamma^2 M_{QAM})}{\sqrt{2\pi M}} \int_0^{+\infty} \frac{\exp(-x^2/2) \hat{G}_{M\text{-QAM}}(x)}{\sum_{p=1}^{\sqrt{M}/2} g_p \cosh(\sqrt{M}(2p-1)xd_{M\text{-QAM}})} \, dx, \\
F_{M\text{-QAM}}(\gamma) = \frac{2\exp(-\gamma^2 M_{QAM})}{\sqrt{2\pi M}} \int_0^{+\infty} \frac{\exp(-x^2/2) \hat{F}_{M\text{-QAM}}(x)}{\sum_{p=1}^{\sqrt{M}/2} g_p \cosh(\sqrt{M}(2p-1)xd_{M\text{-QAM}})} \, dx, \\
H_{M\text{-QAM}}(\gamma) = \frac{4\exp(-\gamma^2 M_{QAM})}{\sqrt{2\pi M}} \int_0^{+\infty} \frac{\exp(-x^2/2) \hat{H}_{M\text{-QAM}}(x)}{\sum_{p=1}^{\sqrt{M}/2} g_p \cosh(\sqrt{M}(2p-1)xd_{M\text{-QAM}})} \, dx, \\
K_{M\text{-QAM}}(\gamma) = \frac{4\exp(-\gamma^2 M_{QAM})}{\sqrt{2\pi M}} \int_0^{+\infty} \frac{\exp(-x^2/2) \hat{K}_{M\text{-QAM}}(x)}{\sum_{p=1}^{\sqrt{M}/2} g_p \cosh(\sqrt{M}(2p-1)xd_{M\text{-QAM}})} \, dx.
\end{array} \right.
\]

(2.46)

Note that \(\hat{G}_{M\text{-QAM}}(x), \hat{F}_{M\text{-QAM}}(x), \hat{H}_{M\text{-QAM}}(x),\) and \(\hat{K}_{M\text{-QAM}}(x)\) are obtained by substituting \(I = \sqrt{M}\) and \(d_{M\text{-QAM}}\) into the corresponding functions in (A.12), (A.6), (A.16), and (A.20) respectively. Also, \(G_{M\text{-PAM}}(\gamma) = G_{M^2\text{-QAM}}(2\gamma), F_{M\text{-PAM}}(\gamma) = F_{M^2\text{-QAM}}(2\gamma), H_{M\text{-PAM}}(\gamma) = H_{M^2\text{-QAM}}(2\gamma),\) and \(K_{M\text{-PAM}}(\gamma) = K_{M^2\text{-QAM}}(2\gamma).\) Taking the inverse of the FIM (2.45), (2.42)—(2.44) are obtained and the proof is complete.

The results of Corollary 2.1 are essentially the same as the results reported in [19, 20], although the mathematical expressions look different. In Section 2.5 we demonstrate that they provide the same results.
Example 2.1. For example, given the signal with 16-QAM modulation scheme is transmitted, using (2.46), and after some manipulations, we can show that

\[
\mathcal{F}_{16\text{-QAM}}(\gamma) = \frac{\exp(-0.1\gamma)}{2\sqrt{2\pi}} \int_{0}^{+\infty} \frac{\exp(-x^2/2)\hat{F}_{16\text{-QAM}}(x)}{\cosh(\sqrt{0.2\gamma}x) + \exp(-0.8\gamma)\cosh(3\sqrt{0.2\gamma}x)} \, dx,
\]

(2.47)

where \(\hat{F}_{16\text{-QAM}}(x) = 0.4 + 3.6\exp(-1.6\gamma) + 4\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - 2.4\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x)\).

\[
\mathcal{G}_{16\text{-QAM}}(\gamma) = \frac{\exp(-0.1\gamma)}{\sqrt{2\pi}} \int_{0}^{+\infty} \frac{\exp(-x^2/2)\hat{G}_{16\text{-QAM}}(x)}{\cosh(\sqrt{0.2\gamma}x) + \exp(-0.8\gamma)\cosh(3\sqrt{0.2\gamma}x)} \, dx,
\]

(2.48)

where \(\hat{G}_{16\text{-QAM}}(x) = (0.2 + 1.8\exp(-1.6\gamma))x^2 + (2x^2 + 2.56\gamma)\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - \sqrt{18.432\gamma}x\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x) + \sqrt{2.048\gamma}x\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - 1.2x^2\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x)\).

Similarly, we obtain

\[
\mathcal{H}_{16\text{-QAM}}(\gamma) = \frac{\exp(-0.1\gamma)}{\sqrt{2\pi}} \int_{0}^{+\infty} \frac{\exp(-x^2/2)\hat{H}_{16\text{-QAM}}(x)}{\cosh(\sqrt{0.2\gamma}x) + \exp(-0.8\gamma)\cosh(3\sqrt{0.2\gamma}x)} \, dx,
\]

(2.49)

where \(\hat{H}_{16\text{-QAM}}(x) = (0.2 + 1.8\exp(-1.6\gamma))x^2 + (2x^2 + 1.28\gamma)\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - \sqrt{10.368\gamma}x\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x) + \sqrt{1.152\gamma}x\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - 1.2x^2\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x)\).

\[
\mathcal{K}_{16\text{-QAM}}(\gamma) = \frac{\exp(-0.1\gamma)}{\sqrt{2\pi}} \int_{0}^{+\infty} \frac{\exp(-x^2/2)\hat{K}_{16\text{-QAM}}(x)}{\cosh(\sqrt{0.2\gamma}x) + \exp(-0.8\gamma)\cosh(3\sqrt{0.2\gamma}x)} \, dx,
\]

(2.50)

where \(\hat{K}_{16\text{-QAM}}(x) = (0.2 + 1.8\exp(-1.6\gamma))x^2 + (2x^2 + 0.64\gamma)\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - \sqrt{4.608\gamma}x\exp(-0.8\gamma)\cosh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x) + \sqrt{0.512\gamma}x\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\cosh(3\sqrt{0.2\gamma}x) - 1.2x^2\exp(-0.8\gamma)\sinh(\sqrt{0.2\gamma}x)\sinh(3\sqrt{0.2\gamma}x)\).

Then the CRLBs for joint estimates of the unknown parameters are given by (2.42) - (2.44).
Corollary 2.2. The CRLBs of the unknown parameters for QPSK and BPSK modulations are given by

\[
\text{CRLB}_{\text{QPSK}}(\hat{\alpha}) = \frac{\alpha^2}{2K\gamma} \frac{1 - 2\gamma \mathcal{G}_{\text{QPSK}}(\gamma)}{1 - (2\gamma + 1) \mathcal{G}_{\text{QPSK}}(\gamma)},
\]
\[
\text{CRLB}_{\text{QPSK}}(\hat{\phi}) = \frac{1}{2K\gamma} \frac{1}{1 - (1 + \gamma) \mathcal{F}_{\text{QPSK}}(\gamma)},
\]
\[
\text{CRLB}_{\text{QPSK}}(\hat{\sigma}^2) = \frac{\sigma^4}{K} \frac{1 - \mathcal{G}_{\text{QPSK}}(\gamma)}{1 - (2\gamma + 1) \mathcal{G}_{\text{QPSK}}(\gamma)},
\]
\[
\text{CRLB}_{\text{BPSK}}(\hat{\alpha}) = \frac{\alpha^2}{2K\gamma} \frac{1 - 2\gamma \mathcal{G}_{\text{BPSK}}(\gamma)}{1 - (2\gamma + 1) \mathcal{G}_{\text{BPSK}}(\gamma)},
\]
\[
\text{CRLB}_{\text{BPSK}}(\hat{\phi}) = \frac{1}{2K\gamma} \frac{1}{1 - \mathcal{F}_{\text{BPSK}}(\gamma)},
\]
\[
\text{CRLB}_{\text{BPSK}}(\hat{\sigma}^2) = \frac{\sigma^4}{K} \frac{1 - \mathcal{G}_{\text{BPSK}}(\gamma)}{1 - (2\gamma + 1) \mathcal{G}_{\text{BPSK}}(\gamma)},
\]

where

\[
\begin{align*}
\mathcal{G}_{\text{QPSK}}(\gamma) &= \frac{2\exp(-\gamma/2)}{\sqrt{2\pi}} \int_{0}^{\infty} \frac{\exp(-x^2/2)x^2}{\cosh(\sqrt{\gamma}x)} \, dx, \\
\mathcal{F}_{\text{QPSK}}(\gamma) &= \frac{2\exp(-\gamma/2)}{\sqrt{2\pi}} \int_{0}^{\infty} \frac{\exp(-x^2/2)}{\cosh(\sqrt{\gamma}x)} \, dx,
\end{align*}
\]

and

\[
\begin{align*}
\mathcal{G}_{\text{BPSK}}(\gamma) &= \frac{2\exp(-\gamma)}{\sqrt{2\pi}} \int_{0}^{\infty} \frac{\exp(-x^2/2)x^2}{\cosh(\sqrt{2\gamma}x)} \, dx, \\
\mathcal{F}_{\text{BPSK}}(\gamma) &= \frac{2\exp(-\gamma)}{\sqrt{2\pi}} \int_{0}^{\infty} \frac{\exp(-x^2/2)}{\cosh(\sqrt{2\gamma}x)} \, dx.
\end{align*}
\]

Proof. Assuming that the transmitted signal has QPSK modulation scheme and using Corollary 2.1, we can show that \( \mathcal{G}_{\text{QPSK}}(\gamma) = \mathcal{H}_{\text{QPSK}}(\gamma) = \mathcal{K}_{\text{QPSK}}(\gamma) \). Furthermore, the expression of \( \mathcal{F}_{\text{M-QAM}}(\gamma) \) in (2.46) can be simplified to \( \mathcal{F}_{\text{QPSK}}(\gamma) \). By substituting \( \mathcal{G}_{\text{QPSK}}(\gamma) \) into (2.42) and (2.44), one can derive (2.51) and (2.53). Finally, (2.52) is obtained by replacing \( \mathcal{F}(\cdot) \) in (2.43) with \( \mathcal{F}_{\text{QPSK}}(\gamma) \). One can derive (2.54)–(2.56) for BPSK similarly.\( \square \)

The expressions of the CRLBs are identical to those reported in [7] where the derivations for BPSK and QPSK modulation schemes are obtained.
Estimating the unknown SNR is of interest in digital communication systems for adaptive modulation and power control. In the following lemma, the expression of the CRLB of the SNR estimate is derived. Since the performance of SNR estimates is measured using the logarithmic dB scale, \( \eta(\mathbf{u}_\gamma) = 10 \log_{10} \frac{\sigma^2}{\gamma} \) is employed in the following as the parameter transformation, where \( \mathbf{u}_\gamma := [\alpha \sigma^2]^\dagger \) denotes the partial unknown parameter vector corresponding to SNR estimation.

**Lemma 2.3.** The CRLB of the SNR estimate for rectangular \( I \times J \)-QAM signal is expressed as

\[
CRLB_{SNR}(\hat{\gamma}) = \frac{100}{K \ln^2(10) \gamma} \left( 2 + \frac{\gamma}{K} \left( 1 - \frac{G_{I,J}(\gamma)}{\alpha H_{I,J}(\gamma)} - \frac{4 K_{I,J}(\gamma)}{\alpha^2} + \frac{4 H_{I,J}(\gamma)}{\alpha^2} \right) \right). \tag{2.59}
\]

**Proof.** The partial FIM for rectangular \( I \times J \)-QAM is given by

\[
\mathcal{I}({\mathbf{u}_\gamma}) = \frac{2K}{\sigma^4} \begin{pmatrix}
\sigma^2 - \sigma^2 G_{I,J}(\gamma) & \alpha H_{I,J}(\gamma) \\
\alpha H_{I,J}(\gamma) & \frac{1}{2} - \frac{\alpha^2}{\sigma^2} K_{I,J}(\gamma)
\end{pmatrix}. \tag{2.60}
\]

The CRLB for the unknown SNR estimate is obtained by [21],

\[
CRLB(\hat{\gamma}) = \frac{\partial \eta(\mathbf{u}_\gamma)}{\partial \mathbf{u}_\gamma} \mathcal{I}^{-1}(\mathbf{u}_\gamma) \frac{\partial \eta(\mathbf{u}_\gamma)}{\partial \mathbf{u}_\gamma}, \tag{2.61}
\]

where \( \frac{\partial \eta(\mathbf{u}_\gamma)}{\partial \mathbf{u}_\gamma} = [\frac{20}{\alpha \ln(10)} \frac{10}{\sigma^2 \ln(10)}]^\dagger \) denotes the derivative of the parameter transformation with respect to the partial parameter vector. Substituting the FIM (2.60) into (2.61) and after some algebraic manipulations, (2.59) is obtained.

Finally, the asymptotic behaviors of the CRLBs obtained in Theorem 2.1 and Lemma 2.3 are derived in the following lemma.

**Lemma 2.4.** When \( \gamma \) tends to infinity, the CRLBs of the unknown amplitude, phase,
noise variance, and SNR estimates for rectangular $I \times J$-QAM are given by

$$CRLB_{Asym}(\hat{\alpha}) = \frac{\alpha^2}{2K\gamma}, \quad (2.62)$$

$$CRLB_{Asym}(\hat{\phi}) = \frac{1}{2K\gamma^2}, \quad (2.63)$$

$$CRLB_{Asym}(\hat{\sigma}^2) = \frac{\sigma^4}{K}, \quad (2.64)$$

$$CRLB_{Asym}(\hat{\gamma}) = \frac{100}{K \ln^2(10)}. \quad (2.65)$$

**Proof.** One can note that $F_{I,J}(\gamma), G_{I,J}(\gamma), H_{I,J}(\gamma), \text{and } K_{I,J}(\gamma)$ approach zero as $\gamma$ tends to infinity. In fact, these functions are all multiples of $\exp(-\gamma d^2)$. Also, from equations (A.6), (A.12), (A.16), and (A.20), one can show that the integrands approach zero when $\gamma$ increases as well. This is because in the numerators of the integrands, there is multiplication of $g_l g_p$ in which both $g_l$ and $g_p$ approach zero exponentially, while there is only $g_p$ in the denominator. In both numerator and denominator, these terms asymptotically dominate the cosh($\cdot$) and sinh($\cdot$) terms which are functions of $\sqrt{\gamma}$. Hence, substituting $F_{I,J}(\gamma) = G_{I,J}(\gamma) = H_{I,J}(\gamma) = K_{I,J}(\gamma) = 0$ into (2.33), (2.34), (2.35), and (2.59), we derive (2.62)–(2.65). \qed

The asymptotic behaviors of the CRLBs of amplitude, phase, noise variance and SNR estimates are verified by numerical integrations in Section 2.5

### 2.5 Numerical Results

Numerical results for the CRLBs of unbiased estimates of channel amplitude, phase, noise variance, and SNR are presented. We provide simulation results to evaluate the probability of correct classification for QHLRT-based algorithms introduced in
We compare the classification performance of the proposed WS and QHLRT-MoM algorithms with ALRT-UB and QHLRT-UB.

We assume a block Rayleigh fading environment. We set $h_i \sim \mathcal{CN}(0,1)$ for $i = 1, \cdots, N$. Unless otherwise mentioned, $K$ is set to 100. We set $\sigma_i^2 = \sigma^2$ for $i = 1, \cdots, N$ and use $\sigma^2$ to adjust the SNR values. The number of Monte Carlo trials to find the probability of correct classifications given $H_m$ is set to $10^4$. We use the average probability of correct classification, $\text{Pr}_{CC}$, to compare the performance of MC algorithms. For the purpose of simulations, the QHLRT-UB estimates of the unknown parameters for SIMO configuration are computed by using the SISO derivations and substituting the corresponding parameter vectors, i.e., $u_i$ for $i = 1, \cdots, N$. In order to be consistent with (2.15) and (2.16), we take the average over the estimated noise variances of receiving antennas and consider only nonnegative estimated amplitudes. Substituting QHLRT-UB estimates into (2.24), modulation schemes are classified.

To compare the performance of the proposed and QHLRT-MoM schemes fairly, we employ (2.15)–(2.17) for both of the schemes since these estimates are shown to outperform the conventional ones.

Using (2.33)–(2.35), (2.36)–(2.38), (2.42)–(2.44) and substituting $\alpha = 1$, Figs. 2.1, 2.2, and 2.3 show the numerical results of $\text{KCRLB}(\hat{\alpha})$, $\text{KCRLB}(\hat{\phi})$, and $\text{KCRLB}(\hat{\sigma^2})$ respectively for BPSK, 4-PAM, 8-QAM, QPSK, and 16-QAM. One can notice that all curves decrease with SNR increase. As expected, for low SNR values, the CRLBs corresponding to BPSK and 4-PAM tend to converge and the same behavior is observed for QPSK and 16-QAM. In addition, the gap between all curves tends to zero when SNR increases which is consistent with the asymptotic CRLBs in (2.62)–(2.64). Fig. 2.4 shows the CRLB of the SNR estimate for BPSK, 4-PAM, 8-QAM, QPSK,
and 16-QAM substituting $K = 100$ into (2.59). The asymptotic CRLB of the SNR is consistent with (2.65). One can see that the results for QPSK and 16-QAM are identical to the results reported in [19] for square QAM.

Simulation results of the QHLRT-MoM and proposed WS algorithms for the classification of BPSK and QPSK are shown in Fig. 2.5 with $N = 2$ and 4 receiving antennas. Then their performance is compared to ALRT-UB and QHLRT-UB. As expected, the proposed scheme significantly outperforms the QHLRT-MoM, i.e., employing both (2.15)-(2.17) and WS algorithm is needed to improve the performance. In addition, QHLRT-UB and ALRT-UB provide upper bounds on the classification performance of both the proposed and QHLRT-MoM schemes, with QHLRT-UB leading to a tighter bound. It can be seen that the average probabilities of correct classification of ALRT-UB, QHLRT-UB, and the proposed WS scheme approach one when SNR increases. Increasing the number of receiving antennas improves the classification performance of all schemes except the QHLRT-MoM. The reason for the odd performance of the QHLRT-MoM scheme is inaccurate NDA estimates, specifically the phase estimate, yielding very small LFs as explained in Section 2.3.

Fig. 2.6 presents the classification performance of the QHLRT-MoM and proposed WS algorithms compared to ALRT-UB and QHLRT-UB when recognizing BPSK, 4-PAM, and 16-QAM with $N = 2$ and 4 receiving antennas. The observations are consistent with those in Fig. 2.5. Although the QHLRT-MoM scheme experiences an error floor, the proposed scheme achieves the upper bounds as SNR increases.

The classification performance of the QHLRT-MoM and proposed WS algorithms compared to ALRT-UB and QHLRT-UB versus $K$ with SNR = 2 dB when recognizing BPSK, 4-PAM, and 16-QAM is shown in Fig. 2.7. One can see that increasing $K$
improves $Pr_{CC}$ and the proposed WS scheme outperforms the QHLRT-MoM scheme for all values of $K$.

Fig. 2.8 shows the simulation results of QHLRT-UB when recognizing QPSK, 8-QAM, and 16-QAM for $N = 2, 3, 4$ with $K = 10$ and 100. As expected, in low SNR region where the estimates are not accurate, increasing the number of receiving antennas does not lead to the performance improvement. This confirms the poor performance of the QHLRT-MoM scheme where the non-optimal, NDA estimates are used. Furthermore, it can be seen that increasing the number of observed samples yields significant performance improvement.

## 2.6 Conclusion

In this chapter, we have explored LB algorithms for linear digital modulation classification. We have considered an SIMO configuration with channel amplitude, phase, and noise variance as the unknown parameters. We have generalized the existing algorithms and proposed a new WS-based QHLRT scheme employing the state-of-the-art NDA parameter estimates. The CRLBs for general rectangular $I \times J$-QAM and $M$-PAM modulations have been derived and further used to develop QHLRT-UB which provided an upper bound on the classification performance of QHLRT-based algorithms. Numerical results showed the accuracy of the CRLB expressions and confirmed that our results generalize the existing expressions in the literature. It is demonstrated that the new proposed algorithm, which was not computationally demanding, outperformed the QHLRT-MoM algorithm significantly. The classification performance of the proposed algorithm was very close to the upper bounds. It is shown that we needed to employ both new estimates and WS-based algorithm for
Figure 2.1: $KCRLB(\hat{\alpha})$ versus SNR, $\gamma$, for BPSK, 4-PAM, 8-QAM, QPSK, and 16-QAM.
Figure 2.2: $K\text{CRLB}(\hat{\phi})$ versus SNR, $\gamma$, for BPSK, 4-PAM, 8-QAM, QPSK, and 16-QAM.
Figure 2.3: $K_{\text{CRLB}}(\hat{\sigma}^2)$ versus SNR, $\gamma$, for BPSK, 4-PAM, 8-QAM, QPSK, and 16-QAM.
Figure 2.4: CRLB($\hat{\gamma}$) versus SNR, $\gamma$, for BPSK, 4-PAM, 8-QAM, QPSK, and 16-QAM for $K = 100$. 
Figure 2.5: Performance of the QHLRT-MoM and proposed WS schemes compared to ALRT-UB and QHLRT-UB when recognizing BPSK and QPSK, with $K = 100$ for $N = 2$ (dashed lines) and $N = 4$ (solid lines).
Figure 2.6: Performance of the QHLRT-MoM and proposed WS schemes compared to ALRT-UB and QHLRT-UB when recognizing BPSK, 4-PAM, and 16-QAM with $K = 100$ for $N = 2$ (dashed lines) and $N = 4$ (solid lines).
Figure 2.7: Performance of the QHLRT-MoM and proposed WS schemes compared to ALRT-UB and QHLRT-UB when recognizing BPSK, 4-PAM, and 16-QAM with SNR = 2 dB for $N = 2$ (dashed lines) and $N = 4$ (solid lines).
Figure 2.8: Performance of QHLRT-UB when recognizing QPSK, 8-QAM, and 16-QAM with $K = 10$ and $K = 100$ for $N = 2$, $N = 3$, and $N = 4$. 
2.7 Appendix: Proof of Lemma 2.2

Let us start with finding $\mathcal{I}_{2.2}$. Using (2.27) and denoting $\text{LLF}_{I,k} := \log\left(\sum_{l=1}^{1/2} g_l \cosh(u_l \Re\{r_k e^{-j\varphi}\})\right)$, one can easily show that

$$\frac{\partial^2 \text{LLF}_{I,k}}{\partial \varphi^2} = \sum_{p=1}^{1/2} \sum_{l=1}^{1/2} g_l g_p \left(-\delta_{1,\varphi}(\Re\{r_k e^{-j\varphi}\}) + \Im \{\Re\{r_k e^{-j\varphi}\} + \Im \{\Re\{r_k e^{-j\varphi}\} - \delta_{2,\varphi}(\Re\{r_k e^{-j\varphi}\})\} - \delta_{3,\varphi}(\Re\{r_k e^{-j\varphi}\})\right) \left(\delta_I(\Re\{r_k e^{-j\varphi}\})\right)^2,$$

where

$$\begin{align*}
\delta_{1,\varphi}(\Re\{r_k e^{-j\varphi}\}) &= u_l \Re\{r_k e^{-j\varphi}\} \sinh(u_l \Re\{r_k e^{-j\varphi}\}) \cosh(u_p \Re\{r_k e^{-j\varphi}\}), \\
\delta_{2,\varphi}(\Re\{r_k e^{-j\varphi}\}) &= u_l^2 \cosh(u_l \Re\{r_k e^{-j\varphi}\}) \cosh(u_p \Re\{r_k e^{-j\varphi}\}), \\
\delta_{3,\varphi}(\Re\{r_k e^{-j\varphi}\}) &= u_l u_p \sinh(u_l \Re\{r_k e^{-j\varphi}\}) \sinh(u_p \Re\{r_k e^{-j\varphi}\}), \\
\delta_I(\Re\{r_k e^{-j\varphi}\}) &= \sum_{p=1}^{1/2} g_p \cosh(u_p \Re\{r_k e^{-j\varphi}\}).
\end{align*}$$

(A.2)

Assuming $r_k = \alpha e^{j\varphi} s_{k,q} + n$, where $n$ denotes AWGN, the real and imaginary parts of $r_k e^{-j\varphi}$ are given by $\alpha \Re\{s_{k,q}\} + v_R$ and $\alpha \Im\{s_{k,q}\} + v_\Im$ respectively, where $ne^{-j\varphi} = v_R + jv_\Im$. Denoting $\tilde{\mathcal{F}}_I(\Re\{r_k e^{-j\varphi}\}) := -\sum_{p=1}^{1/2} \sum_{l=1}^{1/2} g_l g_p \delta_{1,\varphi}(\Re\{r_k e^{-j\varphi}\})$ and $\tilde{F}_I(\Re\{r_k e^{-j\varphi}\}) := \sum_{p=1}^{1/2} \sum_{l=1}^{1/2} g_l g_p \left(\delta_{2,\varphi}(\Re\{r_k e^{-j\varphi}\}) - \delta_{3,\varphi}(\Re\{r_k e^{-j\varphi}\})\right)$, conditioned on that the known constellation point $s_{k,q}$ is transmitted, $\mathbb{E}[\text{LLF}_{I,k}|s_{k,q}]$ is given by

$$\begin{align*}
&\frac{4 \exp\left(-\frac{2a^2 d^2}{\sigma^2}\right)}{\pi d \sigma^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left(\frac{\tilde{\mathcal{F}}_I(\alpha \Re\{s_{k,q}\} + v_R) + \alpha \Im\{s_{k,q}\} + v_\Im}{\delta_I(\alpha \Re\{s_{k,q}\} + v_R)}\right) \times \\
&\times \exp\left(-\frac{(\alpha \Re\{s_{k,q}\} + v_R)^2 + (\alpha \Im\{s_{k,q}\} + v_\Im)^2}{\sigma^2}\right) \delta_J(\alpha \Im\{s_{k,q}\} + v_\Im) \, dv_R \, dv_\Im.
\end{align*}$$

(A.3)
Changing the variables $\alpha \mathfrak{R}\{s_{k,q}\} + v_R = x$ and $\alpha \mathfrak{I}\{s_{k,q}\} + v_\Im = y$, we observe that $s_{k,q}$ vanishes from (A.3) and we have

$$
\mathbb{E} \left[ \frac{\partial^2 \text{LLF}_{I,k}}{\partial \varphi^2} \right] = -\mathcal{J}_{1,I} + \frac{2 \exp \left( -\frac{\alpha^2 d^2_{I,j}}{\sigma^2} \right)}{I \sqrt{\pi \sigma^2} \, \mathcal{J}_{2,J}} \int_{-\infty}^{+\infty} \frac{\exp(-x^2/4) \tilde{F}_I(x)}{\delta_I(x)} dx, \quad (A.4)
$$

where $\mathcal{J}_{1,I} = \frac{2 \exp\left(-\frac{\alpha^2 d^2_{I,j}}{\sigma^2}\right)}{I \sqrt{\pi \sigma^2}} \int_{-\infty}^{+\infty} \exp(-x^2/2) u g_l \sinh(u_l x) dx$ and $\mathcal{J}_{2,J} = \frac{2 \exp\left(-\frac{\alpha^2 d^2_{I,j}}{\sigma^2}\right)}{J \sqrt{\pi \sigma^2}} \int_{-\infty}^{+\infty} \exp(-y^2/2) y^2 \delta_J(y) dy$. Substituting $\{g_p, u_p\}_{p=1}^{J/2}$ into $\delta_J(y)$, we derive

$$
\mathcal{J}_{2,J} = \frac{1}{J \sqrt{\pi \sigma^2}} \int_{-\infty}^{+\infty} y^2 \left( \sum_{p=1}^{J/2} \exp\left( -\frac{y - (2p-1)\sigma d_{I,j}}{\sigma^2} \right) + \exp\left( -\frac{y + (2p-1)\sigma d_{I,j}}{\sigma^2} \right) \right) dy
$$

$$
= \frac{2}{J} \left( \sum_{p=1}^{J/2} \left( \sigma^2/2 + \alpha^2 d^2_{I,j}(2p-1)^2 \right) \right). \quad (A.5)
$$

Using $\sum_{p=1}^{J/2}(2p-1)^2 = J(J^2-1)/6$, we obtain $\mathcal{J}_{2,J} = \frac{\sigma^2}{2} + \alpha^2 \frac{J^2-1}{J^2+J-2}$. Similarly, it is not difficult to show $\mathcal{J}_{1,I} = \frac{2\alpha^2}{\sigma^2} \frac{J^2-1}{J^2+J-2}$. Since $\{r_k\}_{k=1}^K$ are independent random variables, we have $\mathbb{E}[\frac{\partial^2 \text{LLF}_{I,k}}{\partial \varphi^2}] = K \mathbb{E}[\frac{\partial^2 \text{LLF}_{I,k}}{\partial \varphi^2}]$. Also, it is easy to show that $\mathbb{E}[\frac{\partial^2 c}{\partial \varphi^2}] = 0$. Substituting $\mathcal{J}_{1,I}$ and $\mathcal{J}_{2,J}$ into (A.4) and after some manipulations, we obtain

$$
\mathcal{I}_{2,2} = 2K \gamma [1 - \left( \frac{1}{2} + \frac{J^2-1}{J^2+J-2} \right) \mathcal{F}_I(\gamma) - \left( \frac{1}{2} + \frac{J^2-1}{J^2+J-2} \right) \mathcal{F}_J(\gamma)],
$$

where

$$
\mathcal{F}_I(\gamma) = \frac{2 \exp(-\gamma d_{I,j}^2)}{I \sqrt{2\pi}} \int_0^{+\infty} \frac{\exp(-x^2/2) \tilde{F}_I(x)}{\sqrt{\gamma} (2p-1) x d_{I,j}} dx, \quad (A.6)
$$

and

$$
\tilde{F}_I(x) = \sum_{p=1}^{J/2} \sum_{l=1}^{I/2} g_l g_p \left( 4(2l-1) d^2_{I,j} \cosh \left( \sqrt{\gamma} (2p-1) x d_{I,j} \right) \right) \cosh \left( \sqrt{\gamma} (2p-1) x d_{I,j} \right) - 4(2l-1)(2p-1) d^2_{I,j} \sinh \left( \sqrt{\gamma} (2p-1) x d_{I,j} \right). \quad (A.7)
$$

Taking partial derivatives of LLF$_{I,k}$, we can show that

$$
\frac{\partial^2 \text{LLF}_{I,k}}{\partial \varphi \partial \alpha} = \sum_{p=1}^{J/2} \sum_{l=1}^{I/2} g_l g_p \Re\{r_k e^{-j\varphi}\} \left( \beta_1(\Re\{r_k e^{-j\varphi}\}) + \beta_2(\Re\{r_k e^{-j\varphi}\}) - \beta_3(\Re\{r_k e^{-j\varphi}\}) \right),
$$

$$
\left( \delta_I(\Re\{r_k e^{-j\varphi}\}) \right)^2, \quad (A.7)
$$
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where
\[
\begin{align*}
\beta_1(R\{r_k e^{-j\varphi}\}) &= \left(\frac{2\alpha d^2 \sigma^2}{\sigma^2 - j\sigma}\right)^{1/2} + \frac{1}{\sigma^2 - j\sigma}\sinh(u_p R\{r_k e^{-j\varphi}\}) \times \cosh(u_p R\{r_k e^{-j\varphi}\}), \\
\beta_2(R\{r_k e^{-j\varphi}\}) &= \frac{u_p^2}{\sigma^2} R\{r_k e^{-j\varphi}\} \cosh(u_p R\{r_k e^{-j\varphi}\}) \cosh(u_p R\{r_k e^{-j\varphi}\}), \\
\beta_3(R\{r_k e^{-j\varphi}\}) &= \frac{u_p u_k}{\sigma^2} R\{r_k e^{-j\varphi}\} \sinh(u_p R\{r_k e^{-j\varphi}\}) \sinh(u_p R\{r_k e^{-j\varphi}\}).
\end{align*}
\] (A.8)

Taking expectation and changing variables similar to the proof of (A.4), we have
\[
E\left[\frac{\partial^2 LLF_{I,k}}{\partial p \partial \alpha}\right] = 0 \quad \text{since} \quad \delta_f(y) \text{ is an even function of } y \quad \text{and} \quad 2e^\left(\frac{-\alpha^2 d^2 \sigma^2}{j\sigma}\right) \int_{-\infty}^{+\infty} y \exp(-\frac{y^2}{\sigma^2}) \delta_f(y) dy = 0.
\]
In addition, it is easy to show that \[E\left[\frac{\partial^2 c}{\partial p \partial \alpha}\right] = 0 \quad \text{and hence} \quad I_{1,2} = 0. \] Similarly, one can derive \[I_{2,1} = I_{3,2} = I_{2,3} = 0. \]

In order to find \[I_{1,1}, \] we take the second derivative of \[LLF_{I,k} \] with respect to \[\alpha, \] which is given by
\[
\frac{\partial^2 LLF_{I,k}}{\partial \alpha^2} = \sum_{p=1}^{1/2} \sum_{l=1}^{1/2} \frac{u_p u_k d^2 \beta^2}{\sigma^2} \left( \delta_{1,\alpha}(R\{r_k e^{-j\varphi}\}) + \delta_{2,\alpha}(R\{r_k e^{-j\varphi}\}) - \delta_{3,\alpha}(R\{r_k e^{-j\varphi}\}) \right) \left( \delta_f(R\{r_k e^{-j\varphi}\}) \right)^2,
\] (A.9)

where
\[
\begin{align*}
\delta_{1,\alpha}(R\{r_k e^{-j\varphi}\}) &= 4u_l \left( (2p - 1)^2 - (2l - 1)^2 \right) R\{r_k e^{-j\varphi}\} \sinh(u_p R\{r_k e^{-j\varphi}\}) \\
&\times \cosh(u_p R\{r_k e^{-j\varphi}\}), \\
\delta_{2,\alpha}(R\{r_k e^{-j\varphi}\}) &= \left( 2[(2l - 1)^2 - 1] \frac{2d^2 \sigma^2}{\sigma^2 - j\sigma} (2l - 1)^2 - (2p - 1)^2 \right) \\
&+ \frac{4(2l - 1)^2}{\sigma^2} R^2 \{r_k e^{-j\varphi}\} \cos(u_p R\{r_k e^{-j\varphi}\}) \cosh(u_p R\{r_k e^{-j\varphi}\}) \cosh(u_p R\{r_k e^{-j\varphi}\}), \\
\delta_{3,\alpha}(R\{r_k e^{-j\varphi}\}) &= \frac{4(2l - 1)^2 \alpha}{\sigma^2} R^2 \{r_k e^{-j\varphi}\} \sinh(u_p R\{r_k e^{-j\varphi}\}) \sinh(u_p R\{r_k e^{-j\varphi}\}).
\end{align*}
\] (A.10)

After taking expectation and changing variables, we derive
\[
E \left[ \frac{\partial^2 LLF_{I,k}}{\partial \alpha^2} \right] = -J_{3,1} + \frac{2 \exp\left(\frac{-\alpha^2 d^2 \beta^2}{\sigma^2}\right)}{I \sqrt{\pi \sigma^2}} \int_{-\infty}^{+\infty} \frac{\exp\left(-\frac{x^2}{2\sigma^2}\right) \tilde{G}_I(x)}{\delta_f(x)} dx,
\] (A.11)
where \( \tilde{G}_I(x) = \sum_{p=1}^{l/2} \sum_{l=1}^{l/2} g_1 g_2 d_{1,j} \left( \delta_{1,\alpha}(x) + \delta_{2,\alpha}(x) - \delta_{3,\alpha}(x) + 2[(2l-1)^2 - 1] \cosh(u_l x) \cosh(u_p x) \right) \) and \( J_{3,l} = \frac{4d_{1,j} \exp\left(-\frac{\alpha^2 d_{1,j}^2}{\sigma^2}\right)}{\sigma^2 \sqrt{\pi} \sigma^2} \int_{-\infty}^{+\infty} \exp\left(-\frac{x^2}{\sigma^2}\right) \sum_{l=1}^{l/2} [(2l-1)^2 - 1] g_l \cosh(u_l x) dx. \)

We can show that \( J_{3,l} = \frac{2(2l^2 - 4)}{\sigma^2 (l^2 + j^2 - 2)}. \) Furthermore, we can show that \( E[\partial^2 \mathcal{C}/\partial \sigma^2] = -\frac{12K}{\sigma^4 (l^2 + j^2 - 2)}. \) Using \( (A.11) \) and after some manipulations, we have \( \mathcal{I}_{1,1} = \frac{2K}{\sigma^4} [1 - \frac{1}{2} \mathcal{G}_I(\gamma) - \frac{1}{2} \mathcal{G}_J(\gamma)], \) where

\[
\mathcal{G}_I(\gamma) = \frac{4 \exp(-\gamma d_{2,j}^2)}{I \sqrt{2\pi}} \int_0^{+\infty} \frac{\exp(-x^2/2)}{\sum_{p=1}^{l/2} g_p \cosh \sqrt{2\gamma(2p-1)} \times \cosh(2\gamma x) dx} dx, \tag{A.12}
\]

and \( \hat{G}_I(x) = \sum_{p=1}^{l/2} \sum_{l=1}^{l/2} 4d_{2,j} g_l g_p \left( (0.5(2l-1)^2 - 1) \right) \cosh(\sqrt{2\gamma(2l-1)} \times \cosh(2\gamma x) dx + \cosh(\sqrt{2\gamma(2p-1)} \times \cosh(2\gamma x) dx - \cosh(\sqrt{2\gamma(2p-1)} \times \cosh(2\gamma x) dx - \cosh(\sqrt{2\gamma(2p-1)} \times \cosh(2\gamma x) dx\). \)

In order to derive \( \mathcal{I}_{1,3} \), we take partial derivatives of \( \text{LLF}_{I,k} \) which is given by

\[
\frac{\partial^2 \text{LLF}_{I,k}}{\partial \sigma^2 \partial \alpha} = \sum_{p=1}^{l/2} \sum_{l=1}^{l/2} g_1 g_2 d_{1,j} \left( \mu_1(\mathcal{R}\{r_k e^{-j \varphi}\}) + \mu_2(\mathcal{R}\{r_k e^{-j \varphi}\}) + \mu_3(\mathcal{R}\{r_k e^{-j \varphi}\}) \right) \left( \delta_I(\mathcal{R}\{r_k e^{-j \varphi}\})^2 \right)^2, \tag{A.13}
\]

where

\[
\left\{ \begin{array}{l}
\mu_1(\mathcal{R}\{r_k e^{-j \varphi}\}) = \mathcal{R}\{r_k e^{-j \varphi}\} \left( 3u_l d_{1,j} \alpha \left( (2l-1)^2 - (2p-1)^2 \right) - 2(2l-1) \right) \\
\times \sinh(u_l \mathcal{R}\{r_k e^{-j \varphi}\}) \cosh(u_p \mathcal{R}\{r_k e^{-j \varphi}\}), \\
\mu_2(\mathcal{R}\{r_k e^{-j \varphi}\}) = \left( 2d_{1,j} \alpha \left( (2l-1)^2 - (2p-1)^2 \right) + 1 \right) \\
\times \frac{\sigma^2}{d_{1,j} \alpha} \mathcal{R}\{r_k e^{-j \varphi}\} \cosh(u_l \mathcal{R}\{r_k e^{-j \varphi}\}) \cosh(u_p \mathcal{R}\{r_k e^{-j \varphi}\}), \\
\mu_3(\mathcal{R}\{r_k e^{-j \varphi}\}) = \frac{u_l u_p \sigma^2}{d_{1,j} \alpha} \mathcal{R}\{r_k e^{-j \varphi}\} \sinh(u_l \mathcal{R}\{r_k e^{-j \varphi}\}) \sinh(u_p \mathcal{R}\{r_k e^{-j \varphi}\}).
\end{array} \right. \tag{A.14}
\]

Taking expectation and changing variables, we obtain

\[
E \left[ \frac{\partial^2 \text{LLF}_{I,k}}{\partial \sigma^2 \partial \alpha} \right] = J_{4,1} - J_{5,1} + \frac{2 \exp(-\alpha^2 d_{1,j}^2)}{I \sqrt{\pi} \sigma^2} \int_{-\infty}^{+\infty} \exp\left(-\frac{x^2}{\sigma^2}\right) \mathcal{H}_I(x) dx, \tag{A.15}
\]
where \( \mathcal{H}_I(x) = \sum_{p=1}^{l/2} \sum_{l=1}^{l/2} \frac{g_p d_{l,J}}{\sigma^4} \left( \mu_1(x) + \mu_2(x) + \mu_3(x) - 2d_{l,J} \alpha \right) \cosh(u_p x) \)
\[ \cosh(u_p x) + 2(2l-1)x \sinh(u_p x) \cosh(u_p x), \]
\( J_{4,I} = \frac{4d_{l,J} \gamma \exp \left( -\frac{\alpha^2 d_{l,J}}{\sigma^4} \right)}{\gamma^{4} \exp \left( -\frac{x^2}{\sigma^2} \right) \sum_{l=1}^{l/2} (2l-1)^2 g_l \cosh(u_l x) dx, \]
and \( J_{5,I} = \frac{4d_{l,J} \exp \left( -\frac{\alpha^2 d_{l,J}}{\sigma^4} \right)}{\gamma^{4} \exp \left( -\frac{x^2}{\sigma^2} \right) \sum_{l=1}^{l/2} (2l-1)^2 g_l \sinh(u_l x) dx. \]

We can show that \( J_{4,I} = \frac{2\alpha}{\sqrt{\sigma^2}} \frac{I^2-I}{I^2+J^2} \)
and \( J_{5,I} = \frac{2\alpha}{\sqrt{\sigma^2}} \frac{I^2-I}{I^2+J^2}. \)
Also, we have \( \mathbb{E}\left[ \frac{\partial \mathcal{E}}{\partial \sigma^2} \right] = \frac{4K\alpha}{\sigma^4} \frac{1}{I^2+J^2} \) and after some manipulations, we derive \( \mathcal{I}_{1,3} = \mathcal{I}_{3,1} = \frac{2K\alpha}{\sigma^4} \frac{1}{I^2+J^2} \mathcal{H}_I(\gamma) + \frac{1}{2} \mathcal{H}_I(\gamma), \)
where
\[
\mathcal{H}_I(\gamma) = \frac{4 \exp(-\gamma d_{l,J}^2)}{I \sqrt{2\pi}} \int_0^{+\infty} \frac{\exp(-x^2/2) \mathcal{H}_I(x)}{\sum_{p=1}^{l/2} g_p \cosh(\sqrt{2\gamma}(2p-1)x)d_{l,J}} dx,
\]
and \( \mathcal{H}_I(x) = \sum_{p=1}^{l/2} \sum_{l=1}^{l/2} 2d_{l,J}^2 g_l g_p \left( \left( (2l-1)^2 x^2 + \gamma d_{l,J}^2 \right) \left( (2l-1)^2 - (2p - 1)^2 \right) \cosh(\sqrt{2\gamma}(2l-1)x) \cosh(\sqrt{2\gamma}(2p-1)x) - 1.5 \sqrt{2\gamma} \sinh(\sqrt{2\gamma}(2l-1)x) \sinh(\sqrt{2\gamma}(2p-1)x) \right). \)

In order to find \( \mathcal{I}_{3,3}, \) we take the second derivative of \( \text{LLF}_{I,k} \) with respect to \( \sigma^2 \) which is given by
\[
\frac{\partial^2 \text{LLF}_{I,k}}{\partial \sigma^4} = \frac{\sum_{p=1}^{l/2} \sum_{l=1}^{l/2} \frac{g_p \alpha d_{l,J}}{\sigma^4} \left( \delta_{1,\sigma^2}(\mathbb{R}\{r_k e^{-j\varphi}\}) + \delta_{2,\sigma^2}(\mathbb{R}\{r_k e^{-j\varphi}\}) - \delta_{3,\sigma^2}(\mathbb{R}\{r_k e^{-j\varphi}\}) \right)}{\left( \frac{\delta_I(\mathbb{R}\{r_k e^{-j\varphi}\})}{\sqrt{2\gamma}} \right)^2},
\]
where
\[
\begin{align*}
\delta_{1,\sigma^2}(\mathbb{R}\{r_k e^{-j\varphi}\}) &= \mathbb{R}\{r_k e^{-j\varphi}\} \left( -2u_id_{l,J} \alpha \left( (2l-1)^2 - (2p - 1)^2 \right) + 4(2l-1) \right) \cosh(u_i \mathbb{R}\{r_k e^{-j\varphi}\}) \cosh(u_p \mathbb{R}\{r_k e^{-j\varphi}\}), \\
\delta_{2,\sigma^2}(\mathbb{R}\{r_k e^{-j\varphi}\}) &= \left( d_{l,J} \alpha \left( (2l-1)^2 - (2p - 1)^2 \right) - \sigma^2 \right) \cosh(u_i \mathbb{R}\{r_k e^{-j\varphi}\}) \cosh(u_p \mathbb{R}\{r_k e^{-j\varphi}\}), \\
\delta_{3,\sigma^2}(\mathbb{R}\{r_k e^{-j\varphi}\}) &= u_i u_p \sigma^2 \mathbb{R}\{r_k e^{-j\varphi}\} \sinh(u_i \mathbb{R}\{r_k e^{-j\varphi}\}) \sinh(u_p \mathbb{R}\{r_k e^{-j\varphi}\}).
\end{align*}
\]
Taking expectation and changing variables, we have

\[
\mathbb{E} \left[ \frac{\partial^2 \text{LLF}_{I,k}}{\partial \sigma^4} \right] = \frac{\alpha}{\sigma^2} (-J_{4,I} + 2J_{5,I}) + \frac{2 \exp \left( -\frac{\alpha^2 d_{l,j}}{\sigma^2} \right)}{I \sqrt{\pi \sigma^2}} \int_{-\infty}^{+\infty} \frac{\exp \left( -\frac{x^2}{\sigma^2} \right) \tilde{K}_I(x) \delta_I(x)}{\delta_I(x)} \, dx,
\]

(A.19)

where \( \tilde{K}_I(x) = \sum_{p=1}^{I/2} \sum_{l=1}^{I/2} g_p^l g_I^l r_0 \left( \delta_{1,\sigma^2}(x) + \delta_{2,\sigma^2}(x) - \delta_{3,\sigma^2}(x) + 2d_{l,j} \alpha [(2l - 1)^2 - 1] \cosh(u_l x) \cosh(u_p x) - 4(2l - 1)x \sinh(u_l x) \cosh(u_p x) \right) \). In addition, we have \( \mathbb{E} \left[ \frac{\partial^2 \mathcal{C}}{\partial \sigma^4} \right] = -\left( \frac{K}{\sigma^4} + \frac{2K^2}{\sigma^6} \left( \frac{3}{2} \right) \right) \). Using (A.19) and after some manipulations, we obtain

\[ I_{3,3} = \frac{K}{\sigma^4} - \frac{K^2}{\sigma^6} [\mathcal{K}_I(\gamma) + \mathcal{K}_I(\gamma)], \]

where

\[
\mathcal{K}_I(\gamma) = \frac{4 \exp(-\gamma d_{l,j}^2)}{I \sqrt{2\pi}} \int_0^{+\infty} \frac{\exp(-x^2/2) \tilde{K}_I(x)}{\sum_{p=1}^{I/2} g_p \cosh(\sqrt{2\gamma}(2p-1)x d_{l,j})} \, dx,
\]

(A.20)

and \( \tilde{K}_I(x) = \sum_{p=1}^{I/2} \sum_{l=1}^{I/2} d_{l,j}^2 g_I^l g_I^l \left( (2(2l - 1)^2 x^2 + \gamma d_{l,j}^2 [(2l - 1)^2 - 1][(2l - 1)^2 - (2p - 1)^2]) \cosh(\sqrt{2\gamma}(2l-1)x d_{l,j}) \cosh(\sqrt{2\gamma}(2p-1)x d_{l,j}) - 2\sqrt{2\gamma}x d_{l,j}(2l-1)[(2l-1)^2 - (2p-1)^2] \sinh(\sqrt{2\gamma}(2l-1)x d_{l,j}) \cosh(\sqrt{2\gamma}(2p-1)x d_{l,j}) - 2(2l-1)(2p-1)x^2 \sinh(\sqrt{2\gamma}(2l-1)x d_{l,j}) \sinh(\sqrt{2\gamma}(2p-1)x d_{l,j}) \right) \). Substituting \( I_{b,c} \) for \( b,c = 1, 2, \) and \( 3 \) into (2.30), (2.31) is obtained and the proof is complete.
Chapter 3

Conclusions and Future Work

3.1 Conclusions

Recognizing the modulation scheme of the received signal without having knowledge of the propagation environment is an important step before demodulation in various military and commercial applications. In multi-path fading environments, the problem becomes more challenging. In addition, the classification performance improves by using multiple antenna receivers. The spatial diversity achieved by using multiple independent replicas of the transmitted symbol mitigates the fading effects of the environment and yields improvement in probability of correct detection. This thesis focuses on the LB algorithms of blind MC for a multiple antenna receivers configuration.

The expressions of theoretical performance analysis are useful tools to guide the process of designing communication systems. If deriving the exact analytical expressions is not tractable, one can resort to proper bounds, e.g., the CRLBs of the unknown parameters give us an idea on how accurately the unbiased estimates are
Firstly, we have proposed a new WS-based algorithm for a SIMO configuration assuming amplitude, phase, and noise variance to be unknown. The conditional LFs of the received signal under the modulation scheme and unknown quantities were derived. Then the unconditional LFs were computed by using the state-of-the-art NDA estimates for the unknown parameters and taking expectation over the transmitted symbols. It is demonstrated that our proposed algorithm outperformed the extended algorithm existing in the literature. An upper bound on the performance of any MC algorithms and another bound on the QHRLT-based algorithms were provided. The former, ALRT-UB, was obtained to evaluate the performance loss of MC algorithms when compared to the ideal case, i.e., no unknown parameter. The latter, QHLRT-UB, provided a bound on QHLRT-based algorithms employing NDA and unbiased estimates of the unknown parameters. Numerical results showed that the proposed algorithm outperformed the existing algorithm significantly and its performance was close to the derived upper bounds.

Secondly, the exact expressions of the CRLBs of amplitude, phase, noise variance, and SNR for general rectangular $I \times J$-QAM signals were obtained. Furthermore, we derived the asymptotic CRLBs for high SNR regime. Numerical results verified the accuracy of our analysis and demonstrated that the results available in the literature were special cases of our results.

Finally, the proposed algorithm in this thesis can be employed in modern intelligent radios equipped with multiple antenna receivers. The derived expressions of performance analysis can be used to guide practical systems design involving estimation of the unknown parameters and is not limited to modulation classification.
As an example, some parameters such as SNR, the number of receiving antennas, and the number of observed symbols may be optimized to have an appropriate trade-off between system performance and computational complexity determined by the quality-of-service demanded by the application.

3.2 Future Work

There are still many rooms for developing future work on the LB-MC algorithms in multi-path fading environments. The work presented in this thesis may be developed further in many ways.

The work of Section 2.3.2, the proposed MC algorithm for multiple antennas, may be developed further in the following ways. In the development presented in Section 2.3.2 we assumed that the receiver side has no knowledge of the instantaneous C-SI and the noise variances. If the receiver had accurate information of the CSI and variances, it might be tractable to analyze the exact analytical expression of the probability of correct classification and further employ it to maximize the performance by optimizing some parameters such as beamforming coefficients. Furthermore, we investigate the LB-MC algorithms only for a SIMO configuration. It would be more useful to generalize the problem to multiple-input-multiple-output (MIMO) or cooperative diversity networks with arbitrary number of relays. Also, it is useful and interesting to consider the problem of joint detection and MC. For this scenario, one will find the unknown modulation scheme and then starts detecting the symbols. Bit-error-rate (BER) of the received signal could be used as a new performance measure which we are interested to minimize.

The work of Section 2.4, upper bound analysis of QHLRT, may be also studied
further. We have already obtained the exact CRLBs of rectangular QAM for SISO. However, to the best of our knowledge, there has been no work on the CRLBs for SIMO where there are multiple unknown parameter vectors. This could be an interesting problem as a possible future work. Another possibility is to consider more unknown parameters such as carrier frequency offset or timing offset.
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