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Abstract

Bag-of-words deception detection systems outperform humans, but are still not always accurate enough to be useful. In interrogation settings, present models do not take into account potential influence of the words in a question on the words in the answer. According to the theory of verbal mimicry, this ought to exist. We show with our research that it does exist: certain words in a question can “prompt” other words in the answer. However, the effect is receiver-state-dependent. Deceptive and truthful subjects in archival data respond to prompting in different ways. We can improve the accuracy of a bag-of-words deception model by training a machine learning algorithm on both question words and answer words, allowing it to pick up on differences in the relationships between these words. This approach should generalize to other bag-of-words models of psychological states in dialogues.
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Chapter 1

Introduction

We all would like to be able to spot liars. From court cases to airport security, many high-stakes real-world situations rely on the human ability to figure out who is deceptive and who is not. Sadly, human ability in this area is not very good. There is variation between individuals, but overall, humans in controlled trials detect deception at chance levels [33].

Automating the detection of deception would bring many benefits. First, if this automated method performed better than humans—and better than, say, a polygraph machine—it could be used to augment human judgement in high-stakes situations. Second, automated deception detection could be used in lower-stakes situations where paying for expert human judgement is infeasible. For instance, a filter alerting users to potential deception could be used with chat rooms or online job postings.

Sadly, none of our deception-detection methods have reached this level of performance. One problem is that deception seems to work differently in different situations. The cues which predict deception online, for instance, are different from the ones that emerge in face-to-face deception [45]. Similarly, the cues shown by people who are
highly motivated to be deceptive are different from the cues shown by people who have little to gain from it [30].

The variable we focus on here is a slightly different one. In many studies of deception, participants are asked to extemporize a deceptive monologue. For example, they might be asked to tell a story of a personal experience that did not actually happen to them. But many interesting real-world cases—from police interrogations to online chat—do not involve monologues. Instead, the deceptive person is in a dialogue, answering questions from another person. As in any other dialogue, each participant responds and adjusts to the linguistic style of the other. This makes deception detection in a dialogue more complicated. If one participant shows signs of deception, are they being deceptive, or are they responding to some aspect of the other participant’s prompting?

We have undertaken an exploratory study of these issues by analyzing archival transcripts of real-world interrogations and applying a deception model developed by Newman et al. [70]. In this model, deception is marked by changes in the frequency of certain words. However, Newman et al. developed this model by looking only at monologue data. Its applicability to dialogues is an open question. We have looked into this question by applying the model to archival question-and-answer data from recent political debates, the Nuremberg trials, and a civil suit.

Our first goal was to detect the presence of a prompting effect in words relevant to Newman et al.’s model. For any of these words in the answer, could it be shown that their rates of use covaried with the rates of use of a word in the question? We discovered that for some words, particularly first-person pronouns, this prompting does occur. The more a questioner uses certain words, for example, second-person
pronouns, the more the respondent tends to use first-person pronouns.

This implies that a model like Newman et al.’s should not be applied to dialogue data in its present form, because the words in the answer will deviate from monologue-based expectations if significant prompting occurs. Models of processes other than deception which use some of the same kinds of words are presumably sensitive to the same effects.

Our second goal was to fix this problem by removing the effect of the question from each answer, thereby expanding the applicability of the deception detection model. If the respondent has a mental state which would produce certain words in a monologue, and the questioner has an influence which distorts the use of these words, we wanted to undo this distortion. We developed a method of removing it through a series of affine transformations on the data. However, using this correction method on some of our real-world question-and-answer data revealed that our assumptions had been overly simplistic. The correction method actually reduced differences between deceptive and non-deceptive answers, when we had hoped it would increase them.

Delving further, we discovered the reason for this: namely, deceptive and non-deceptive people in the data responded to prompting in different ways. Removing the prompting effect also removed some of the signs of difference between these subgroups. In deception, it is not the case that the respondent has an underlying mental state whose effects are distorted in a uniform way by prompting. Instead, it appears to be the case that prompting occurs, but the respondent’s mental state influences the effect of that prompting.

Since respondents with different mental states respond differently to questioning, we ought to be able to improve deception detection by taking into account both the
words in the answer and the words in the question. In this way, differences in how respondents respond to similar questions can become part of the model. We tested this hypothesis by running two of our data sets through a machine-learning-based classifier. In both cases, the classifier performed markedly better when taking both question and answer words into account, supporting our predictions.

We have made a contribution to deception detection in showing that existing word-based models are incomplete, and that we can make needed improvements to their accuracy by taking question words into account. We have also contributed by discovering the reason this is so: the relationships between question and answer words, and not merely the answer words themselves, are indicative of deception. In a broader sense, we have discovered a way to track the influence of words in one utterance on the words in a responding utterance. We expect this to generalize to other word-based psychological models which data miners or psychologists might wish to apply to dialogues.

In Chapter 2 of this thesis, we review previous work in deception detection and in other relevant aspects of word-based psychological models, including verbal mimicry. We also introduce the mathematical and computational ideas we will be using in later chapters: singular value decomposition, bag-of-words models, bivariate Gaussian and gamma distributions, and random forests. Chapter 3 describes our experimental setup and the three data sets we used. Chapter 4 describes our results and the discovery that the prompting effect is receiver-state-dependent. Lastly, in Chapter 5 we discuss implications, applications, and limitations of these results.
Chapter 2

Background

2.1 Singular Value Decomposition

We will begin by explaining some mathematics that are needed to understand our analysis. A singular value decomposition is a factorization of a real matrix $A$ into three other matrices:

$$A = USV^T$$

such that $U$ and $V^T$ are unitary matrices and $S$ is a diagonal matrix [88].

The matrices $U$ and $V$ contain singular vectors in each column: these represent a series of axes and coordinates corresponding to linearly independent components of the data. (In other words, they are a representation of the data as vectors in a many-dimensional space.) What is more, these axes appear in the matrices in decreasing order of size: the first rows of $V^T$ represent the axes of maximal variation in the data. The nonzero values of the matrix $S$, meanwhile, correspond to the amount of variation along each axis. One can therefore truncate a set of SVD matrices at an arbitrary number of dimensions and be confident that the truncated version is the
most faithful possible representation of $A$ in the chosen number of dimensions. The $S$ matrix values provide a suggestion of how much data is being lost [86].

SVD was discovered independently five times between 1873 and 1912 [88], but it is used now for data mining in ways its discoverers could not have foreseen. In particular, when dealing with data of very high dimensionality, it is useful to use SVD to reduce the number of dimensions. This not only compresses the data but elucidates correlations between different parts of it, because documents or variables that vary together will wind up being represented as closely aligned vectors in the SVD space [28].

In the next section, we discuss how singular value decomposition has been applied in text mining.

2.2 A Sample Bag of Words Model

A frequent technique in text mining is to analyze a document based on the words it contains. The order of the words does not matter: only the words themselves and the frequencies with which they appear are considered. These techniques are therefore called “bag-of-words” models.

An example of this technique is Latent Semantic Analysis (LSA) [28]. In LSA, one first takes a large corpus of language data and converts it into a term-document matrix. Each row $i$ represents a document, such as a short essay or chapter in a book; each column $j$ represents a word; and each element $ij$ in the matrix represents the number of times that word appears in the document. Conceptually, this produces a “semantic space” with as many dimensions as words, with each document represented as a vector in the space. One can then compute similarities between documents by
taking the vectors for two documents and calculating their dot product in the semantic space.

However, the semantic space is not very useful in this form. A space representing the entire English language will have hundreds of thousands of dimensions, and calculations will be slow; more importantly, the space cannot represent synonymy. If one document contains multiple copies of the word “doctor”, for instance, and another contains multiple copies of the word “physician”, these documents are probably dealing with roughly similar topics, but a semantic space will not “know” that the words are similar and that documents containing either one should be grouped together.

This is where SVD comes in. Recall that SVD allows one to truncate a matrix into an arbitrarily small number of maximally representative dimensions, and that documents or variables which covary will end up close together in these new dimensions. By running a document-word matrix through SVD and compressing the space to a few hundred dimensions, LSA techniques produce a new semantic space in which words that are used together, and in similar ways, appear close together. Since “doctor” and “physician” are used in the same way and with reference to the same topics—and, frequently, together in the same document—the angle between them will be small. LSA’s semantic space thus provides an approximate representation for the underlying meaning of words.

LSA proves to be a surprisingly powerful technique for processing these meanings. Perhaps most strikingly, training an LSA model on representative examples of good and bad essays produces an automated essay scoring system that agrees with skilled human scorers [36]. The underlying model can be used as part of an electronic tutoring system, performing other tasks like suggesting appropriate texts for the student to
read next and locating possible flaws in their understanding [42].

Note that when constructing an LSA corpus—or a data set to analyze using LSA techniques—one must decide how large each document should be. The official LSA corpora truncate most documents at several hundred words, but it is entirely possible to use much larger documents. Any “bag-of-words” model that faces this kind of decision: to make a bag-of-words, one must first choose a size for the bag. In theory a bag can be any size. One can put all the words in a book, for instance, into a single bag and analyze them as a unit. At the opposite end of the size scale, one can analyze single words or “N-grams” consisting of two or three words together at a time. This latter technique is often used with techniques that do not involve dimensionality reduction, such as naive Bayes classifiers (e.g. Zhou et al.’s deception model discussed in Section 2.4 [104]).

With N-grams and other small bags, one often uses a “sliding window” algorithm. That is to say, at $N = 3$, the first N-gram consists of the first three words in the document. But the second N-gram does not start where the first left off: it takes the second, third, and fourth words in the document, thereby overlapping with the first N-gram. The sliding window algorithm increases the granularity of the analysis without losing the ability to look at groups of words together or to take word order into account. It can be used at various window sizes as well as various overlap sizes [1].

A final note about LSA is that not all words are included in the matrix on which SVD is performed. It is common practice to remove a few “stop words”: words like “the”, “I”, and “if”, usually including all pronouns, which are thought to be too common to be worth analyzing [28]. It is also common practice to perform “stemming”—removing tense, number, and other information from a word, leaving
only the root. For example, the word “stemming” itself would be shortened to “stem”.

2.3 The Secret Life of Stop Words

LSA is not the only technique that involves removing “stop words”. All other gold standard “bag-of-words” models, such as Latent Dirichlet Allocation [5], include this step. It is thought that these stop words have only a grammatical function, and thus are unnecessary in a model that does not take word order into account. But stop words contain interesting meanings of their own.

Consider the following sentence:

\[ I \text{ took him to the theatre after that.} \]

The words “I”, “him”, and “that” are stop words, but they are not simply indicators of grammatical structure. “I” and “him” refer to people, and “that” to an event: they have as much referential meaning as the word “theatre”, which refers to a place. However, the word “theatre” has a meaning every English speaker knows. In contrast, the meanings of “I”, “him”, and “that” are almost entirely opaque without context. “I” presumably refers to the person speaking, and “him” to a male person who is not the one speaking or being addressed, but when the sentence is taken out of context, we can’t tell who these people are, and we certainly do not know anything about the events to which “that” refers. The article “the” also indicates that a particular theatre is being discussed, but without the social context, we do not know which one. These words are thus inherently social, having a layer of meaning that is specific to the people in the conversation.

“I”, “him”, and “that” perform referential functions in a sentence; “to” and “after” perform other functions, mostly to do with the grammatical relationship between
other words. Social psychologists call all of these words “function words”. Function
words—as opposed to “content words” like “theatre” —are words that lack a direct
lexical meaning, instead serving grammatical functions. Function words are also
called “style words”, and it is this second name that gives us a hint as to their uses
in text mining.

Consider these three sentences:

1. I think there would probably be a lot of people living in Tokyo, wouldn’t there?

2. One can certainly see a great number of people living in Tokyo.

3. So, like, oh my God, I can’t believe how many, like, people live in Tokyo.

Each of these sentences conveys the same information (that a lot of people live in
Tokyo). But each sentence is written in a different style. From the stylistic markers
in each sentence, we can infer things about the three speakers. The speaker in the
third sentence is probably young and female and speaking in a casual context, while
the second speaker appears older and more formal. The first speaker, meanwhile,
seems to feel unsure of him or herself. Some of these differences in style are expressed
in content words, but the majority come from function words: the avoidance of first-
person pronouns in the second sentence, for instance, is one signifier of formality, and
the use of words like “would” and “probably” in the first sentence convey uncertainty.
Since the meanings of function words are inherently social, it is perhaps not surprising
that this is where much of our social intuition about the speakers comes from. If we
ran these sentences through LSA and removed stop words, we would lose a great deal
of the social and psychological distinction between them.
Function words are particularly useful for the discovery of underlying mental states. They are convenient for this analysis for two reasons. First of all, they are more plentiful than content words. Although a normal English speaker has only 500 function words in their vocabulary (out of 100,000 total English words), 55% of all the words they speak or write on a given day will be function words [92]. These words are produced in a different part of the brain than content words [65] and can “leak” information about a person’s mental state even without their awareness [25].

Social psychologists in the past twenty years have been analyzing people’s speaking and writing styles by counting both function words and common content words. The foremost tool for this analysis is Pennebaker’s [74] Linguistic Inquiry and Word Count program (LIWC) which processes text and outputs word counts for more than 70 linguistic categories, including both function and content words. Users can also augment the dictionary with their own special-purpose lists of words. While the task of counting words is not in itself very complicated, creating a dictionary of words from different categories is difficult and time-consuming. LIWC saves researchers from this labor by providing standard dictionaries which have been vetted by psychological judges. The program thus makes it simple to conduct research correlating the use of different kinds of words with all sorts of other interesting variables.

The use of easily-overlooked function words to discern mental state is consistent with Ekman’s [32] work on facial microexpressions and “leakage”. Although people are mostly in control of their speech and facial expression, unconscious processes modify these signals in subtle ways. A person attempting to convey one mental state experiences “leakage” when their true mental state briefly shows through. Ekman studies this in the context of changes in facial expression, but the idea of verbal leakage
is also consistent with his theories, and in fact goes all the way back to Freud [41]. Function words are a strong venue for this verbal leakage given their different origin in the brain [65] and the fact that people do not pay conscious attention to them. In fact, people have difficulty keeping track of function words even when instructed to do so [51].

It turns out that linguistic style is extremely useful in predicting the mental state of a speaker or author. Pronouns alone reveal a huge variety of personal characteristics. In general, pronouns provide an indication of whom the speaker is focused on: themselves, the person they are speaking to, or others [92]. People in great emotional pain understandably focus on themselves: students with depression use more first-person singular pronouns than control students [81], as do neurotic students [75], while the work of poets who committed suicide contains more first-person singular pronouns and fewer first-person plural pronouns than the work of similar poets who died of other causes [89]. People with Machiavellian personalities also use more first-person singular pronouns [50]. Older people [77] and people with agreeable personalities [75] make fewer references to themselves, and people make fewer references to themselves at work than during leisure time. People use first-person plural pronouns less often when on the phone, and more often when in public places [62].

Since they show focus on the self and others, pronouns reflect relationship quality. Hostile relatives of mentally ill patients use the word “me” more in interactions with their mentally ill family member (compared to non-hostile relatives in the same situation), along with more second-person pronouns and fewer first-person plural pronouns, suggesting that they think of themselves in opposition, not together [83]. Couples who use more first-person plural pronouns are better at solving their marital
problems than others, and those who use more first-person singular pronouns when discussing their problems (consistent with the common therapeutic advice to use “I statements”) are more satisfied in their relationships later on [84].

Using more pronouns in every category is a sign of increased (self-perceived) rapport with the listener, since listeners must be trusted to understand who each pronoun refers to [69]. Women use more pronouns overall than men [69], heterosexuals use more pronouns than homosexuals [43], and manic patients use more pronouns than normal controls [61].

LIWC also counts words related to various emotions. Kahn et al. [56] tested the construct validity of LIWC’s emotional word count and found that the word categories associated with various emotions do, in fact, correspond to those emotions. People use more sadness words when instructed to tell a sad story, more positive emotion words when instructed to tell an amusing one, and so on.

Perhaps obviously, people use more negative emotion words when unhappy—if they are undergoing personal upheaval [26], if they are depressed [81], or if they are high in neuroticism [75]. Even using positive emotion words in a negative way, such as by saying “I am not happy,” is indicative of better outcomes than saying “I am sad.” Many of the Big Five personality traits (agreeableness, conscientiousness, extraversion, neuroticism, and openness) are associated with the use of positive and negative emotion words: neurotic people use fewer positive emotion words as well as more negative emotion words, while conscientious people use fewer negative emotion words and extroverts use more positive ones [75]. Older people use a greater number of positive emotion words [77], and women also use more positive emotion words than men, while men use more words associated with anger [43].
Other interesting dimensions of LIWC include cognitive complexity and distancing. Distancing is a composite measure related to a person’s detachment from what they are talking about. It includes an increase in articles and long words (defined as words of more than 6 letters) along with a decrease in first-person pronouns, modal verbs, and present tense verbs. People under personal stress use more of this distancing language [26]. People telling stories that they have not told before, as opposed to stories they had rehearsed with others, use less-distanced language and are more tentative [73]. Distancing is more common in people with open personalities, while neurotic and agreeable people distance themselves less [75].

Cognitive complexity involves longer words and words relating to thinking, causation, and insight. It also involves a category called “exclusive” words (e.g. “but”, “or”, “whereas”) which make fine-grained distinctions between concepts. Older people exhibit more cognitive complexity in their language [77], while extroverted and conscientious people exhibit less [75]. Increased cognitive complexity over time may be a sign of learning and growth: people who increased complexity over time in their writing reported better outcomes than people who stayed the same, including better grades, fewer negative health symptoms, a quicker uptake of new jobs after a layoff, and a more positive state of mind a year after bereavement [76].

Aside from this, women [43] and extroverts [75] use more “social” words (words other than pronouns denoting people and relationships); younger people [4] and women [62] use more “filler” words (“like”, “um”); people with open personalities use more tentative words, while extroverts use fewer [75]; men use more swear words than women [62]; and so on.

Many of these effect sizes are fairly small and probabilistic, holding only on average
across a large sample of people. Nevertheless, it should be clear by now that the “stop words” text miners often throw out contain a wealth of information. Rather than ignoring them, we should be embracing the things these words can tell us about the people who use them.

2.4 Deception Detection

Humans by ourselves are not very good at detecting deception. From an evolutionary perspective, one would not expect us to be good at it: since deception and detection of deception are both adaptive, the likely scenario is an evolutionary arms race between the two abilities, with neither one pulling too far ahead for long. Moreover, it’s easier to improve skill at deception than at deception detection, because it’s easy to tell when one has failed at telling an effective lie and think about how to make the next one more effective. It is not so easy to tell when one has been fooled by an effective liar. So liars ought to learn their skills faster [54].

Indeed, human deception detection rarely surpasses these low expectations. Individuals have varying levels of proficiency, but when taken as a group, college students and other ordinary subjects rarely perform above chance [33]. Even groups of humans who are employed professionally to detect lies, such as police officers [97], customs inspectors [58], federal polygraphers, judges, and psychiatrists [33], tend to do no better. Moreover, within these groups it is difficult to predict who will perform well: age, sex, experience, self-reported ability to lie, and self-reported proficiency at deception detection do not correlate with performance [33, 97]. Only a few groups have significantly better than chance accuracy: this includes members of the Forensic Services Division of the U.S. Secret Service [33], CIA agents with experience in deception,
clinical psychologists with a special interest in deception [34], and people with a high aptitude at detecting facial microexpressions [40].

Many people have tried to detect deception by analyzing the language of deceptive and non-deceptive research subjects, but the majority of these methods cannot be automated because they require trained analysts to evaluate every transcript. One such model is Criteria-Based Content Analysis (CBCA), which was originally developed to distinguish between true and false reports of sexual abuse by children. CBCA involves a human rater reading a transcript and giving scores for various criteria, such as “unique sensory detail” [2]. Inter-rater reliability can be low [87]. Although CBCA performs reasonably well in some studies (e.g. [95]), it was created for a specific purpose and may not generalize well to other contexts. Most obviously, it contains criteria such as “pardoning the perpetrator” which are meaningless in contexts where no one is reporting any crimes. Other criteria, such as reporting believable details but misunderstanding their significance, may be applicable only to children. A study of deception in college students [79] found that only three of the CBCA criteria—detail, coherence, and “admitted lack of memory”—provided significant results. It should also be noted that expert CBCA raters are easily fooled by liars who understand the CBCA criteria [96].

A related model is Reality Monitoring (RM). RM is based on the idea that memories originating in lived experience and memories originating in imagination have different properties. For instance, real memories are more easily located in space and time and contain more fine-grained sensory detail. Deception detection using RM involves counting all the sensory details described, including spatial and temporal information and descriptions of actions [53]. Like CBCA, RM can have low
inter-rater reliability [87]. RM has had mixed results in practice. It performs well with unintentionally falsified memories [82] but may not be as appropriate for deliberate deception, since a well-prepared liar can invent sensory details or appropriate them from unrelated true memories [79]. In fact, in online communication, deceptive emails [103] and chat messages [45] contain more sensory detail than truthful ones. Furthermore, humans in face-to-face communication can detect deception by omission as readily as deception by fabrication, suggesting that the sensory properties of fabricated memories are not central to the nature of deception [79].

Another model, Scientific Content ANalysis (SCAN), is somewhat closer to being automatable. SCAN works on the assumption that truthful stories are coherent and complete in ways that it is difficult for a deceptive person to imitate. It assigns deceptive scores to linguistic cues that suggest a lack of coherence or completeness, such as jumps in time, inconsistency in verb tense, or a lack of pronouns and emotion words. Several of these cues, particularly the latter two, could be automated with LIWC. SCAN has been used to correctly discriminate between innocent and guilty accused criminals [31], but not every study has replicated this effect [79]. Interestingly, SCAN includes some criteria that explicitly contradict those of CBCA: it considers “admitted lack of memory” a sign of deception, while CBCA considers it a sign of truthfulness. In Driscoll’s study [31], this was one of the least effective parts of the SCAN model.

Other researchers have searched for cues to deception in other ways with varying degrees of success. Zhou [104] uses a Bayesian model to calculate the probability of various N-grams (that is, groups of $N$ words appearing in order) in a truthful or deceptive statement given the N-grams appearing before them. This method is
vulnerable to data sparsity and overfitting, and works best with 1-grams, suggesting that it functions essentially as another kind of bag-of-words model. Further studies have associated deception with longer sentences [102], shorter sentences [9], more emotion [102], less emotion [9], and similar contradictory things.

Many researchers have attempted meta-analysis of all these models to try to make sense of all the conflicting information [30]. This is made more difficult by a lack of current publically available benchmarks for deception detection systems [104]. No single cue is reliably indicative of deception across studies [15]. One large meta-analysis by DePaulo et al. [30] found that deceptive people in general do provide less detail, distance themselves more from their listeners, are more tense, and make more negative statements and complaints. The biggest difference between truth and deception, in this meta-analysis, is that deceptive statements do not make as much sense as truthful ones. Another meta-analysis by Zuckerman et al. [106] found that deception is associated with signs of high arousal and high cognitive complexity.

One potential reason for contradictions between studies is that they study deception in a variety of different situations. For instance, the deceptive people in each study have varying levels of motivation, from criminals trying to avoid conviction to college students who are only trying to be deceptive because the people running the study told them to. Contexts and communicative mediums vary, including spoken and written statements, emails, computer-mediated chat, and face-to-face interrogations. DePaulo et al. found that effect sizes increased in situations of greater motivation, in more interactive contexts, and in situations involving a transgression [30]. Deceptive people in situations of greater motivation are also more rigidly controlled in their expression [106]. Computer-mediated communication provides each person with time to
rehearse and compose what they say. Thus, while face-to-face deception may involve less detail [30], computer-mediated deception appears to involve more [45,105].

If we would like to automate deception detection in spite of these complexities, natural language is a good place to start. Text data for natural language processing is cheap and easy to gather [86]. It has high reprocessibility (a transcript will have the same words in it no matter who counts them) and involves function and content words which have been shown to be psychologically meaningful in other areas. Moreover, natural language processing systems already exist at a relatively high level of sophistication compared to, say, facial expression processing [15].

### 2.5 The LIWC Deception Model

The model of deception we will be using in this thesis comes from Newman et al. [70]. They asked college students to speak or write, either deceptively or truthfully, about a variety of topics (political issues, their feelings about their friends, and a mock theft). Then they analyzed all the truthful and deceptive statements with LIWC. Four linguistic signs of deception emerged across categories:

- **First person singular pronouns.** These decrease in the deceptive condition. Deceptive people have less personal experience with their subject matter than truthful people, and are less emotionally willing to commit to what they are saying, so they focus on and refer to themselves less.

- **Negative emotion words.** These increase in the deceptive condition. Deceptive people are thought to do this as a sign of unconscious discomfort. Alternatively, increased emotionality may be used as a persuasive tool: this was what Zhou
### 2.5. THE LIWC DECEPTION MODEL

<table>
<thead>
<tr>
<th>Categories</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-person pronouns</td>
<td>I, me, my, mine, myself, I’d, I’ll, I’m, I’ve</td>
</tr>
<tr>
<td>Exclusive words</td>
<td>but, except, without, although, besides, however, nor, or, rather, unless, whereas</td>
</tr>
<tr>
<td>Negative emotion words</td>
<td>hate, anger, enemy, despise, dislike, abandon, afraid, agony, anguish, bastard, bitch, boring, crazy, dumb, disappointed, disappointing, f-word, suspicious, stressed, sorry, jerk, tragedy, weak, worthless, ignorant, inadequate, inferior, jerked, lie, lied, lies, lonely, loss, terrible, hated, hates, greed, fear, devil, lame, vain, wicked</td>
</tr>
<tr>
<td>Motion verbs</td>
<td>walk, move, go, carry, run, lead, going, taking, action, arrive, arrives, arrived, bringing, driven, carrying, fled, flew, follow, followed, look, take, moved, goes, drive</td>
</tr>
</tbody>
</table>

Table 2.1: Words used in the LIWC deception model

*et al.* [105] observed in their study of deceptive emails.

- More motion verbs (“go”, “run”) and fewer exclusive words (“but”, “or”, “whereas”) as a result of a reduction in cognitive complexity.

- More action verbs (“go”, “run”, “take”) as a result of the same reduction. [70]

The words used in these criteria are summarized in Table 2.1

There is mixed theoretical support for the use of these categories. Lowered self-reference is a feature often mentioned in deception models (e.g. *Zhou et al.* [102]). Hancock *et al.* [45] found that, unlike some features, it persists regardless of the
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deceptive person’s level of motivation. DePaulo et al.’s meta-analysis [30] casts doubt on this, noting that while deceptive people do distance themselves from their listeners, self-references as such are not a reliable cue across studies. Zuckerman et al.’s results [106] are also mixed, noting that there is a decrease in self-references across studies, but it is not statistically significant.

Zhou et al.’s email study found an increase in both positive and negative emotion words in deceptive email. Truthful people using email were less emotional and less persuasive, feeling that they did not need to prove anything. Expression of negative emotions in general is a cue to deception found in many studies and supported by DePaulo et al.’s meta-analysis [30].

DePaulo et al. point out that this increase should not generalize to every situation. Most lies in everyday life are “white lies”, told in order to smooth over social interactions, and the distress people experience over these lies is minor [29]. Meanwhile, a person confessing truthfully to a wrongdoing would presumably be very distressed about it [30]. For similar reasons, this part of the model should not be applied to psychopaths, who experience no discomfort when breaking moral rules [79]. Toma and Hancock [94] found a decrease in negative emotion words in deceptive online dating profiles, suggesting that, at least in computer-mediated contexts, there are some situations where deceptive people will attempt to over-persuade by specifically avoiding such words.

Deception causes a higher cognitive load than truthfulness [30], which produces an increase in visible signs of cognitive difficulty [106], even when the deceptive person has had time to prepare and does not appear to be nervous [97]. This happens because deceptive people must put mental effort into monitoring their performance
and making sure it is convincing [30]. For instance, they must display the appropriate emotions to match their words (which may not be the emotions they are really feeling), and they must make sure not to contradict themselves. Deceptive people in laboratory studies self-report increased anxiety and more concern with self-presentation than truth-tellers [100].

However, this ought not to be true with all forms of deception: some white lies are easy to tell, and some forms of truth (such as a potentially distressing confession) should be as mentally effortful as a lie. While deceptive people on average may have a higher cognitive load, they are not the only ones who must monitor their performance to make sure it has the desired effect [30]. DePaulo et al.’s meta-analysis found that, with deception overall, the only reliable cue to higher cognitive load was a reduction in detail. However, when lies were extended or unrehearsed, other cognitive complexity cues emerged [30]. Meanwhile, in computer-mediated communication, Hancock et al. [45] did not find a connection between exclusive words and deception.

The LIWC model [70] performed significantly better than human raters in distinguishing truth from deception in the political topics, whether the statements were spoken or written. However, its performance was lower on the other topics, suggesting that the model needs to be fine-tuned to different contexts.

Gupta and Skillicorn [44] suggest that the LIWC model detects not only outright falsehood, but also “spin” or “persona deception”, in which a person does not make factually false statements, but consciously projects an image of themselves that they know to be inaccurate. Skillicorn and Leuprecht have used this reasoning to apply LIWC to the speeches of politicians [85].
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Further LIWC-based analysis such as Hirschberg et al. [35, 47] and Mihalcea and Strapavara [64] have produced slightly different sets of cue word categories. Hauch et al. recently meta-analyzed all such studies, as well as a few other studies in which the frequency of categories of words was taken into account, and found support across data sets for the four word categories in Newman et al.’s original paper, as well as some additional categories [46]. Since we started this study before Hauch et al. published their results, we have limited our analysis to the original four categories.

2.6 Fine-Tuning the LIWC Model

Applying the LIWC model to new contexts has revealed more about its internal structure. Gupta and Skillicorn [44] applied LIWC to a data set consisting of internal emails at Enron in the period just before its fraudulent accounting scandal. Performing SVD on all words in the model gave an indication of which were most significant and how closely they corresponded with each other. They found that first-person singular pronouns are the most important part of the model, and that the four parts of the model appear to work separately, not together. That is, a decrease in first-person pronouns is not necessarily associated with a decrease in exclusive words (or an increase in action verbs and negative emotion words), but all these factors taken together are associated with deception. The blandest function words ("I", "but", "go") lie along the axes of greatest variation.

In the same data set, Keila and Skillicorn [57] found that LIWC performed well: the top ranked emails by a measure combining LIWC and SVD were all deceptive. However, in such a large data set, it is difficult to tell how many false negatives there are. Keila and Skillicorn also noted that, in many of these detected deceptive emails,
the expected increase in negative emotion words did not appear. They speculated that, at Enron, deceptive employees did not experience unconscious distress because they did not think they were doing anything wrong.

Skillicorn and Little [86] repeated the SVD-based analysis on transcripts from the Gomery commission, in which former Canadian government officials were examined regarding alleged corruption. They found that the model performs well when collapsed into a few dimensions with SVD, because words within a given category (except exclusive words) were correlated with each other and formed sensible structures in semantic space. They also found that in this data, deception was associated with increases—not decreases—in first-person singular pronouns and exclusive words. Altering the model to look for increases in all categories, they produced results in rough agreement with media estimates of who was being deceptive and who was not. (Although ground truth for the Gomery data was not available, the most deceptive people according to the model were people saying they did not remember basic facts about their own employment, such as who they were working for. Meanwhile, the least deceptive people were witnesses called in to explain purely technical matters. The speech of lawyers—since lawyers, in the Gomery commission, were not employed to argue a particular case—was also low in deceptiveness.)

Ott et al. [72] built a LIWC-based model to distinguish deceptive “spam” product reviews on the Internet from real ones, and found a higher incidence of first-person singular pronouns in spam, further supporting the idea that first-person singular pronouns in some situations increase with deception. Ott et al.’s results are also consistent with Zhou et al.’s [104] findings, in which deceptive people in computer-mediated communication feel that they have more to prove, and have more time
to think about their words and persuasion methods, resulting in more detailed and persuasive messages being associated with deception online.

If deception decreases first-person pronoun use in some situations and increases it in others, then this explains DePaulo et al. [30] and Zuckerman et al.’s [106] inability to find a significant effect for self-references across many studies. However, it raises the more vexing question of what causes these words to behave in this way. Skillicorn and Little [86] suggest that first-person singular pronouns and exclusive words increased with deception in the context of the Gomery commission because it was not an emotionally charged situation.

2.7 Verbal Mimicry

In the case of the Gomery commission, there may be another reason results were different from normal: the Gomery commission was a question and answer setting. The people testifying were not simply extemporizing a true or false statement, but were answering specific questions from specific people (in this case, lawyers). While this was the case in some of the other deception studies cited here, it was not the case in the original LIWC deception study, nor in most of the other research done using that model.

In deception involving two people, it is not only the deceptive person’s words that change, but the other person’s words as well. A deceptive person does not do something linguistically aberrant by themselves: rather, they and the listener match each other’s linguistic patterns, with the result that deception changes the whole character of the discussion for both participants, even if the deceptive person’s partner is not aware of their deception [45]. This is a case of a more general phenomenon.
known as verbal mimicry. Two people in conversation, even if they are strangers, will imitate each other in everything from facial expression and body language [17] to volume [66] and pitch [55] of the voice, speech rates [99], and length of silences [14]. People speaking to each other also mimic each other’s words, from single words and short phrases to entire sentences using the same grammatical structure as a previous sentence [59].

This mimicry is generally not conscious [17]. A striking example of unconscious mimicry is cryptomnesia: accidental plagiarism of phrases one has heard before. Cryptomnesia occurs in studies even when subjects have no motivation for plagiarism and are consciously trying to avoid it [8]. In a similar vein, Levelt and Kelter [59] found that mimicry of single words occurred even when subjects could not be consciously thinking of the words that were used in the question, because their working memory had been filled by a distractor task.

At this point it should not come as a surprise that the function words counted by LIWC are fertile territory for mimicry. They are so easily mimicked, in fact, that mimicry of function words as measured by LIWC has its own name: Linguistic Style Matching (LSM). LSM is measured by comparing LIWC counts on all function word categories between both partners in an interaction, either taking the interaction as a whole or splitting it into parts to track changes in LSM over time. This comparison can be done through product-moment correlation [71] or a weighted difference score [51].

The LSM metric, as measured through weighted difference scores, is internally consistent: if a dyad matches in their use of one function word category, they will probably match to the same degree with all others. It also generalizes well across
different contexts, from online chat conversations [71] and class assignments to the
real-life letters and poetry of well-known colleagues and spouses [51] and transcripts
of taped conversations between political allies [71].

Just like other function word metrics, LSM appears to a greater or lesser degree in
different circumstances. Some linguistic styles are more easily matched than others,
and different people will match a given style with more or less ease. In general,
the lower-status person in a dyad goes to greater lengths to match the higher-status
person than vice versa [51]. Thus, in a working group of several people, those of
higher social status do less matching than others [91]. Women match more than men,
people high in social skills match more than people low in them, and neurotics do
less matching than others [51]. In a task based on a class assignment, students with
higher grades and whose parents were more educated matched more [51].

A greater degree of LSM would appear to be a good thing. The correspondence
and poetry of famous couples, analyzed over a period of years, consistently shows
more LSM when things are going smoothly and less LSM when there is conflict in
the relationship [51]. Higher LSM is associated with future stability of a romantic
pairing [52], greater cohesion during group work [91], and even (if the high LSM is
stable throughout the interaction) success in hostage negotiations [93].

However, some caveats apply. The causal direction of these associations cannot
be unequivocally determined, but mimicry in general is unconscious, and deliberate
attempts to increase LSM have no effect [51], implying that LSM is a symptom of so-
cial cohesion rather than a tool for increasing it. As well, LSM scores are occasionally
high even between strangers in an Internet chat room. Niederhoffer and Pennebaker,
who invented the LSM metric, suggest that it does not signify any particular emotion two people feel for each other, but rather a pattern of mutual influence and engagement [71].

2.8 Bivariate Distributions

We have now described all the psycholinguistic underpinnings of our work. However, we have not yet described all the mathematics we are going to use in these investigations. When looking at the relationships between different word categories, we are going to be using bivariate distributions.

To describe any set of potentially correlated real-valued variables, one often uses a multivariate distribution (bivariate in the case where there are 2 variables). Bivariate distributions can be mathematically complex. The most commonly used one is the bivariate Gaussian or normal distribution. The Gaussian distribution is a “bell curve” shape which (in univariate form) is symmetrical and unipolar, and is described entirely by its mean and standard deviation. Thus, the Gaussian distribution is comparatively easy to work with. The bivariate Gaussian distribution represents two potentially correlated variables whose marginal means are both Gaussian. It is described by a mean in two dimensions and by a covariance matrix which serves as the two-dimensional equivalent of a standard deviation, describing the distribution’s length, width, and angle in Cartesian space.

However, there is no reason to suppose that word frequency data from a bag-of-words model should be normally distributed. This data tends to be highly skewed and is almost never symmetrical, as a Gaussian distribution would require. Indeed, most word frequency categories seem at first glance to be closer to an exponential
distribution, with values of 0 very common (but without any negative values) and higher values turning up every so often. However, some words—particularly the most common function words, such as “I”—do have a probability density peak above 0. That is, they appear more often than they fail to appear, which makes an exponential distribution inappropriate.

A promising distribution for words of this kind is the gamma distribution: a generalization of the exponential distribution that does not necessarily peak at 0. Yue [101] uses a distribution of this kind successfully to fit weather data.

2.9 Random Forests

We will also be using random forests in later chapters. Random forests are a state-of-the-art predictive modeling technique developed by Breiman [6].

Random forests function as an ensemble of tree predictors. A tree predictor, or decision tree, is a model that recursively splits the data into a number of categories. The tree is given training data with a number of independent variables and two or more prediction classes. At each split, the tree attempts to make some decision based on one of the independent variables that helps it classify the data into prediction classes. For example, if all the data with value $x$ in variable $Y$ belong to class $C$, the tree will “split” on value $x$ of variable $Y$, putting everything with that value into one category. That category does not need to be split anymore, since everything in it belongs to class $C$. Once a decision tree is trained, it can be tested with new data, and will classify this new data based on the “splits” it learned from the training data.

However, single decision trees are prone to overfitting. They can make splits based on coincidences in the data which will not generalize to other data of the same
Random forests present a solution to this problem by making a great number of trees based on different bootstrapped samples of the data and different subsets of the available variables. Coincidental overfitting may still occur in each tree, but the coincidences in each tree will be different due to a slightly different sampling. Once the trees are all trained, they can be tested with new data. The data will be given to every tree, and the trees will “vote” on the category in which the data belongs. The different errors of the different trees cancel each other out and what is left is a “vote” which is much more likely to correspond to a real underlying property of the data.

Besides this robustness to overfitting, random forests also have the advantage that their internal structure is intelligible and they can give useful internal estimates of their own properties. For example, the importance of different variables in the data can be estimated by counting the number of “splits” that are made, throughout the forest, on each variable.
Chapter 3

Method

Because of linguistic style matching, we expect that the word-based signs of deception in a dialogue will be different from those in a monologue. In other words, people do not have a completely free choice of words when responding to another person’s questions. In particular, we expect to see a “prompting” effect: a change in frequency in one word category in the question will produce a change in frequency in a grammatical word category in the answer.

Note that the prompting effect, as we have defined it, is a generalization of LSM. The big conceptual change is that we do not think style matching is limited to repeating words in the same category. Rather, some categories of words necessarily prompt the respondent to use different categories.

This is particularly obvious with pronouns. When asked a question using the structure, “Did you...?” it is natural to respond with “Yes, I...” or “No, I...”—responding to the presence of second-person pronouns, not with a matched number of second-person pronouns, but with first-person singular pronouns.

This leads us to our first hypothesis:
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H1. The function words in an answer to a question are not independent of the question, but are prompted (positively or negatively) by the function words in the question. At least some of the words affected in this way will be relevant words, such as first person singular pronouns, from the LIWC deception model (and since we are studying deception, these are the words we will be testing).

Our second hypothesis follows:

H2. If word frequencies from the LIWC model are affected by the words in the question, then this is an influence that potentially distorts the results of the LIWC model. Removing the effects of the question from the answer before applying the LIWC model will result in greater accuracy.

Our plan of attack has three parts. First, we gather archival question-and-answer data and visualize any relevant changes in frequency that could be caused by H1. Second, we attempt to correct for these changes. Third, although not every answer in our data could be labeled as all true or all a lie, we use some rough and preliminary methods to validate our correction and to ensure that it was changing the data in a way that was consistent with a stronger distinction between truth and deception.

3.1 Data Sets

Instead of conducting our own experiments to gather data, we created three data sets by taking archival transcriptions of real-life, high-stakes question-and-answer interactions.

First, the REpublican data set comprised transcripts of each of the Republican primary debates leading up to the American presidential election of 2012. There were twenty such debates in various American cities leading up to the primary elections,
involving a total of ten candidates, and each one was televised and transcribed online by various news organizations [3,10–13,18–24,27,39,49,68,78,80,98]. At each debate, one or more moderators (and sometimes volunteers from the audience) asked questions about politics to each candidate. Not all candidates were present at all debates.

We used the Republican data set to detect overall patterns of interaction between question and answer words. We did not rate the Republican presidential candidates as deceptive or non-deceptive, nor did we use this data set in validating our methods, since we lack access to ground truth about the candidates’ honesty. Fact checking websites may show that specific statements are true or false, but they do not help with the issue of persona deception as defined by Gupta and Skillicorn [44]: candidates will “spin” the facts to present themselves in a favourable light which does not necessarily correspond to their real self-image. Since there is no equivalent of a fact checking website for persona deception, there is no reliable way to judge one candidate overall as more deceptive than another. However, we did judge the debates in general as a forum in which all candidates would be at least moderately motivated towards persona deception. Presenting themselves and the facts in the most favourable possible light is essential to getting elected, and most of the time this favourable light does not correspond exactly with reality.

The full Republican data set contained 2118 question-answer pairs and 301,539 total words.

Second, the Nuremberg data set comprised selected examinations of witnesses from the Nuremberg trials of 1945-1956. Most of these examinations were taken from the Trial of German Major War Criminals, transcribed at the Holocaust memorial website nizkor.org [48]. Two were instead taken from the Nuremberg Medical Trial,
which is partially transcribed online at the website of the Harvard Law Library [67]. We included both direct examinations and cross-examinations—the full list of questions put to every witness in the data set and their answers.

Unlike the Republican data set, the Nuremberg data set contained obvious subgroups with markedly different motivations towards deception.

The first group, Defendants, contained two Nazi war criminals testifying in their own defense who were eventually found guilty on all counts and executed. These men were highly motivated towards deception: they were guilty, and their lives depended on convincing the tribunal that they were not. Many such defendants were questioned at the Trial of German Major War Criminals, but each defendant’s testimony was much longer than the testimony of any other witness. In order to keep the size of the first group at least roughly commensurate with the size of the others, we stopped collecting data for the Defendants group after recording the testimony of the first two defendants.

The second group, Untrustworthy Witnesses, contained ten lower-ranking Nazis who were not themselves on trial. While this group was not at immediate risk of conviction, it seems reasonable to suppose that their accounts would be moderately deceptive. Most of them would be motivated to absolve themselves either by minimizing Nazi war crimes as a whole or by minimizing their own involvement.

The third group, Trustworthy Witnesses, contained nineteen survivors of Nazi war crimes who testified about those crimes. Fourteen of these were Holocaust survivors, while the other five were civilians who reported on more general conditions in Nazi-occupied countries. We did not consider any of these witnesses deceptive.

Some witnesses spoke at great length about their experiences, resulting in very
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long answers, so we chose to truncate the answers in all subgroups of the NUREMBERG data set at 500 words. This brought maximum window size into line with the maximum size that occurred naturally in the REPUBLICAN data set, and it affected less than 1 percent of the answers.

We used the NUREMBERG data set to validate our model. Once we found patterns in the REPUBLICAN data and worked out a means of correcting for them, we performed this correction on the NUREMBERG data set as well. We hypothesized that the correction would increase the ease of differentiating TRUSTWORTHY WITNESSES from other groups.

The full NUREMBERG data set contained 4159 question-answer pairs (1355 from DEFENDANTS, 1826 from UNTRUSTWORTHY WITNESSES, and 978 from TRUSTWORTHY WITNESSES). It contained a total of 311,099 words.

Finally, we made brief use of a third data set, SIMPSON. This contains depositions from the civil trial of O.J. Simpson for the wrongful death of his wife, Nicole Brown, and another man. Since the Simpson trials received intense press coverage at the dawn of the Internet age, extensive transcripts of his case compiled by interested viewers were available online [90]. SIMPSON contains Simpson’s deposition in his own defense, which we considered deceptive, as well as the depositions of family and friends of the deceased, which we considered largely truthful. Other depositions, such as those of Simpson’s personal friends, were not included. (We chose the civil trial rather than the criminal trial because it was the first time Simpson testified directly in his own defense; it also had the advantage of being a trial at which he was found guilty.) Since Simpson’s own deposition was three times as long as the rest of the data set, we used only every third question-answer pair from him.
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We used the Simpson data set for further validation after analysis of Nuremberg. It contained 20,810 question and answer pairs, totalling 412,385 words.

In addition to these three data sets, some of our earlier analysis involved short transcripts of celebrity and politician interviews.

3.2 Data Set Parsing and Model Words

When processing this data, we had to decide on a level of granularity. We were most interested in what occurs on the level of a single question and answer pair. Thus, for us, a “window” was a single question followed by its answer.

To store these windows, except where otherwise noted, we used a pair of data structures. The first structure recorded the names of the questioner and respondent for each window, and the words used in the question and answer. As is typical for bag-of-words models, we removed all punctuation, capitalization, and other information besides the words themselves. We did not perform any stemming. An example is shown in Table 3.1.

The second data structure recorded the length (in words) of each question and answer, along with the count of the number of words belonging to certain categories:

**FPS** First person singular pronouns. The LIWC model predicts that deceptive people should use a lower rate of first-person pronouns than truthful people. However, in the Gomery commission data, Little and Skillicorn [60] found that deceptive people used a higher rate.

**but** Lower rates of this and other exclusive words are expected in deception. The LIWC model puts “but” and “or” in the same “exclusive words” category but
thank you speaker gingrich one of the ways that we judge a candidate is the campaign they run in june almost your entire national campaign staff resigned along with your staff here in iowa they said that you were undisciplined in campaigning and fundraising and at last report youre a million dollars in debt how do you respond to people who say that your campaign has been a mess so far

well let me say first of all chris that i took seriously brets injunction to put aside the talking points and i wish you would put aside the gotcha questions like like ronald reagan who had 13 senior staff resign the morning of the new hampshire primary and whose new campaign manager laid off 100 people because he had no money because the consultants had spent it like john mccain who had to go and run an inexpensive campaign because the consultants spent it i intend to run on ideas congress should come back monday they should repeal the doddfrank bill they should repeal sarbanesoxley they should repeal obamacare they should institute lean six sigma across the entire federal government a hard idea for washington reporters to cover but an important idea because its the key to american manufacturing success

Table 3.1: Verbal component of a sample window from the REPUBLICAN data set. Words from Newman et al.’s deception model in the answer are bolded; all words from the lengths-and-counts data structure are bolded in the question.
Little and Skillicorn’s SVD study [60] suggests that the two words have quite different properties in semantic space. We therefore counted “but” and “or” separately.

**or** Another exclusive word.

**excl** Other exclusive words, such as “unless” and “whereas”.

**neg** Negative emotion words. Higher rates of these are expected in deception.

**action** Action verbs. Higher rates of these are expected in deception.

**FPP** First person plural pronouns. These can be substituted for singular in some circumstances (the “royal we”) and a questioner using the “royal we” might encourage an respondent to do likewise. Similarly, if the questioner is not using the “royal we” and is referring to a group that they and the respondent both belong to, this might prompt the respondent to continue talking about this group. Focusing on a group leaves less time to focus on oneself, so we expected higher FPP rates in the question to prompt lower FPS rates in the answer.

**SP** Second person pronouns. A question containing the word “you” is probably about the respondent, and the respondent should be expected to respond by giving information about themselves. Thus, we expected higher SPP rates to prompt higher FPS rates in the answer.

**“Wh” words** Who, what, when, where, why, and how. Questions containing these words prompt the respondent for a specific fact. Questions about specific facts should make it harder for the respondent to be evasive. We expected higher
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<table>
<thead>
<tr>
<th></th>
<th>Len</th>
<th>FPS</th>
<th>but</th>
<th>or</th>
<th>excl</th>
<th>neg</th>
<th>act</th>
<th>FPP</th>
<th>SP</th>
<th>wh</th>
<th>TPS</th>
<th>TPP</th>
<th>these</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>71</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>141</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.2: Lengths and word counts of the sample window from Table 3.1. Length is in the first column, followed by word counts in each of the relevant word categories.

“wh” word rates to prompt higher rates of exclusive words due to an increase in cognitive complexity.

**TPS** Third person singular pronouns. These words are references to a person other than the questioner or respondent. Being asked about a third-person should induce the respondent to talk about that third-person, and thus give them less opportunity to talk about themselves. When talking about another person—not oneself, and not the questioner—it should also be easier to make disparaging or negative remarks. We expected higher TPS rates to prompt lower FPS rates and higher negative emotion rates.

**TPP** Third person plural pronouns. We expected higher TPP rates to prompt lower FPS rates and higher negative emotion rates, for the same reason as above.

“**These**, **those**, and **to**” An early analysis with a part-of-speech tagging program showed that rates of these words in the question were weakly correlated with rates of FPS in the answer. This early analysis did not yield other interesting results.

Table 3.2 shows an example of this lengths-and-counts data structure for the same window shown in Table 3.1.
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3.2.1 Dealing With Window Sizes

A 500-word answer with five action words is statistically and linguistically different from a 15-word answer with five action words. Therefore, using raw word counts in our statistical analysis would be inappropriate. For all our analyses, we divided the number of words of each type in each window (a “window” here meaning a single question or answer) by the total number of words in the window, giving a rate statistic for each type of word.

We expected the shortest questions and answers to be difficult to analyze. In a five-word answer with one “but”, the rate statistic for “but” would be 0.2—unusually large. But it isn’t clear that the answer really has all the properties associated with use of the word “but” to a greater degree than, say a 16-word answer with one “but” (which would have a rate of only 0.0625).

For our initial analysis, we chose a minimum window size of 50 and discarded all windows in which the question or its answer contained fewer than 50 words. We chose this minimum size because of some interesting results at an earlier, more exploratory stage in the research. At this early stage, we wanted to know if there was a movement through semantic space characteristic of questions, answers, or the transition from a question to its answer. As a result we worked with short overlapping windows within a question and answer. We varied both the size of the windows and the size of the overlaps.

One measurement we made at this early stage was “internal coherence”, or the average dot product of the vectors in semantic space leading towards and away from each window within a single question or answer. We found that varying the size of the overlap produced a striking effect: coherence rose rapidly as the overlap increased.
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Figure 3.1: Internal coherence (Y-axis) of several small data sets at window size 20 with varying overlap sizes (X-axis). The data sets pictured include politician [38,63] and celebrity [7,16] interviews on news shows, excerpts from the NUREMBERG [67] and REPUBLICAN [80] data sets, and the testimony of a witness from the O.J. Simpson criminal trial [90]. All exhibit the same basic pattern.

from 0, then suddenly leveled off when the overlap reached 50% of the current window size. This effect, which we call the ‘halfway effect’, is visible in Figure 3.1.

The halfway effect is visible at various small window sizes and in many different data sets, but as window size increases, it becomes less pronounced and is finally replaced by a smooth curve at a window size of about 50 (as shown in Figure 3.2).

These figures suggested to us that a window size of 50 was big enough to be “stable” and safe from the sort of conceptual problem that arises with five-word answers. But a model that only works on windows of 50 words or larger is not as
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Figure 3.2: Internal coherence (Y-axis) of a single Republican debate [68] at various window sizes. The X-axis is overlap size as a percentage of window size. The window sizes are represented by a continuum of shades from 10 (blue) through 20, 30, 40, and 50 (red).

useful as we would like, because in many settings the average window is much smaller than that. For example, in the SIMPSON depositions, the average question and answer pair contained fewer than 20 words in both sides of the window put together. So we looked for a way to apply our model to smaller windows.

After creating the initial model and correction technique with the REPUBLICAN data set, we tried it again on the same data set with smaller minimum window sizes—30, 10, and 1. At each window size, we measured the average change induced at each stage of the correction at each window size and compared it to the average change at a minimum window size of 50. We also measured the percent of words in the original
data set that were represented in windows at each minimum window size.

We also tried lumping adjacent questions and answers together. If a window was smaller than the minimum size, we merged it with an adjacent window with the same respondent, adding the adjacent answer to the answer and the adjacent question to the question, creating a new composite window in place of the old ones. We repeated this until all windows either met the minimum size for both question and answer, or could not be merged with adjacent answers by the same person because there were none. We then removed any windows that still did not meet the minimum size.

With this method, as well, we tried our correction technique, measured the average change induced at each stage of the correction, and compared it to the average change in the original, non-composite data.

As we will further explain in Chapter 4, we found that the best way of dealing with window sizes was with the composite windows, lumping questions and answers together until they reached a minimum size of 50. This provided the best compromise, allowing us to cover large numbers of question-answer pairs while giving results reasonably close to those of the original 50-word-minimum windows.

### 3.3 Gaussian Distributions

We wished to find differences between prompted and unprompted answers, so we split each pairing of a question word and an answer word into two parts. The “unprompted” part contained all answers to a question that did not have any of the relevant question words. In this data, it could be assumed that a prompting effect related to the question words did not exist. The “prompted” part, in which prompting could potentially exist, contained all answers to questions in which the relevant
question words did appear at least once.

For each pairing of a question word with an answer word, we counted all the rates for each in all windows and fitted a two-dimensional Gaussian distribution to the “prompted” data. We did the fitting using the FitFunc toolbox in MATLAB. We then evaluated the “prompted” data by comparing it to the “unprompted” data.

These Gaussian distributions provided a broad indicator as to the relationship between the question word and the answer word. A distribution with a positive slope and a mean higher than that of the “unprompted” data indicated that the question word prompted higher rates of the answer word. A distribution with a negative slope and a mean lower than that of the “unprompted” data indicated that the question word prompted lower rates of the answer word. A flat or near-spherical distribution with a mean close to that of the “unprompted” data suggested that there was no relationship between the two word categories.

We also used the FitFunc toolbox to produce Gaussian mixture models using Maximum Likelihood Estimation. These contained two or more Gaussians which together provided an explanation for the data. We suspected that, if there were two underlying processes—the respondent’s mental state, and the prompting effect of the questions—they might appear as two different Gaussians in a mixture model. We did not create mixture models unless there were enough nonzero points in the data to justify them (at least 30 points per Gaussian)—although the nonzero points were not excluded from the data set, because a non-response to a strong prompt might be significant, and so it was possible for models to appear with distributions that largely represented non-responses. In addition, the FitFunc toolbox sometimes produced one or more distributions explaining a small fraction of the data (below 5%). Mixture
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In addition to Gaussian distributions, we also tried fitting gamma distributions to the data.

Since MATLAB did not come with functions for two-dimensional gamma distribution mixture models, we built our own. We used the two-dimensional gamma distribution from Yue [101] and created an Expectation Maximization function in MATLAB around the distribution’s five variables. The EM function was capable of performing with either a single two-dimensional gamma distribution or a mixture model containing several such distributions.

During the E step, we calculate the probability density for each distribution at each point in the data using the PDF from Yue [101]:

\[
f(x, y) = \begin{cases} 
\frac{K_1}{K_2} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} c_{jk} (\beta_x x)^j (\eta \beta_y y)^{j+k} & \text{if } \rho > 0 \\
\hat{f}_x(x) \cdot \hat{f}_y(y) & \text{if } \rho = 0
\end{cases}
\]

\[(x, y \geq 0, 0 < \eta < 1, \gamma_y \geq \gamma_x, \text{ and } 0 \leq \rho < \eta \sqrt{\gamma_x/\gamma_y})\]

where

\[K_1 = (\beta_x x)^{\gamma_x-1} (\beta_y y)^{\gamma_y-1} e^{-(\beta_x x + \beta_y y)/1-\eta}\]

\[K_2 = (1-\eta)^{\gamma_x} \Gamma(\gamma_x) \Gamma(\gamma_y - \gamma_x)\]

\[c_{jk} = \frac{\eta^{j+k} \Gamma(\gamma_y - \gamma_x + k)}{(1-\eta)^{2j+k} \Gamma(\gamma_y + j + k) j! k!}\]

\[\eta = \rho \sqrt{\gamma_y/\gamma_x}\]
in which \( \beta_x \) and \( \beta_y \) are size parameters in each dimension, \( \gamma_x \) and \( \gamma_y \) are shape parameters in each dimension, and \( \rho \) is a correlation parameter.

While the infinite double summation in \( f(x, y) \) might appear intractable, in practice it always converges. The term \( c_{jk} \) contains factorial terms both in its numerator and its denominator, since the gamma function is a modified factorial, but the term \( \Gamma(\gamma_y + j + k) j! k! \) in the denominator will always be greater than the term \( \Gamma(\gamma_y - \gamma_x + k) \), and as either \( j \) or \( k \) increases, the ratio between the numerator and denominator increases factorially. The other terms in the summation increase only exponentially. Thus, over time the double summation will reach an asymptotic boundary as the items being summed become incredibly small. Our function stops calculating the double summation when the amount being added at each step, compared to other amounts at previous steps, becomes too small.

This gives us a probability density value for each point and each distribution in the model.

In the M step, we re-estimate the parameters of each distribution. As in Yue [101], size and shape parameters for each dimension are estimated from the parameters of the marginal distributions, as follows:

\[
\beta = \frac{M}{S^2} \\
\gamma = \frac{M^2}{S^2}
\]

where \( M \) and \( S \) are the mean and standard deviation of the data, respectively. Unlike Yue [101], we are dealing with mixture models involving more than one gamma distribution, so we weight the calculation of both \( M \) and \( S \) according to the probability density at each point in the given distribution. \( \rho \) is likewise re-estimated as a weighted correlation between the two marginal distributions.
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Note that, since the data itself does not change, the only cause for a change in this estimation is a change in the relative weights of each point in each distribution. Therefore, in the case of a model with a single gamma distribution, the EM algorithm converges in a single step, which makes it not really EM. However, this method of estimation is equivalent to Yue’s [101] method, which achieved good results. In gamma mixture models, we initialized the algorithm with random parameter values and allowed it to run until it passed either below a minimum change in the weights or above a maximum number of iterations.

We did not run gamma mixture models on data with less than 30\(n\) nonzero points, where \(n\) equals the number of distributions in the model. We also discarded mixture models containing more than one distribution with identical parameters.

3.5 Data Correction

Of course, we did not want only to model the relationship between question words and answer words: we wanted to remove the influence of questions from answers in order to better analyze the answers. With the Gaussian-based models, we could do this quite easily by performing a series of affine transformations on the points in the model—producing corrected rates for each word category.

The exact correction method is illustrated in Figure 3.3. For each question-answer pair, we found the single distribution Gaussian model of the prompted data and translated it so the mean was at (0,0). We then rotated the distribution using a standard rotation matrix until it was “flat” (one of its axes lay along X=0). We used the smallest possible angle of rotation that would achieve this end, in either direction. (This angle can be found straightforwardly using eigenvectors and eigenvalues of the...
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(a) The original data.

(b) Steps 1 and 2: Translated to a mean of (0, 0) and rotated.

(c) Steps 3 and 4: Rescaled and translated back to a mean that matches unprompted data.

Figure 3.3: Steps in the correction process illustrated using second-person pronouns in the question and first-person singular pronouns in the answer. The X-axis shows rates for the question words and the Y-axis shows rates for the answer words. The red line on the Y-axis shows the one-dimensional “unprompted” distribution to a distance of 1 standard deviation in each direction from the mean.
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distribution’s covariance matrix.)

After that, we rescaled the data on the Y axis so that its standard deviation in the Y direction was equal to the standard deviation of the “unprompted” data, and we translated it again so that its mean was back in its original place in the X direction, and equivalent to the mean of the unprompted data in the Y direction.

We have included a large blue dot in Figure 3.3 representing the example window from Table 3.1, so that the position of this question and answer pair can be traced through each step of the process. Observe that, in the uncorrected data, Gingrich is heavily prompted and responds with a number of first-person singular pronouns that is about average for the data as a whole, but much less than what might be expected given the general trend towards more first-person singular pronouns with more prompting. After the data is rotated and moved back into place, Gingrich’s “corrected” first-person singular pronoun rate is near 0.

Note that after this correction, some windows were assigned values slightly less than 0. Obviously it is impossible for a person to say fewer than zero words in response to a question. We treated the negative values as very emphatic zeroes, but did not correct them to 0 until the end of the process, so as to reduce noise from repeated corrections.

We performed these transformations for each question-answer pair in the data, feeding the input from one stage of transformation into the input of the next, so that for each response word, a correction was made for each stimulus word in turn. For question-answer pairs where the question word had negligible effect on the answer word, the effect of this correction would also be negligible, so we performed it for every question-answer pair except those without sufficient nonzero prompted points.
There was a risk of these negligible effects producing slight noise in the data, but we accepted this risk because we did not wish to choose an arbitrary threshold separating effects that “counted” from effects that “did not count”; we were doing exploratory work and wished to work with all possible interactions in the model.

We also separately performed a correction (up to, but not including, the translation back to the new mean) based on the possibility of multiple-Gaussian mixture models. For this, we had to add a step to the algorithm. For each distribution $j$ in the model, we made a copy of the original points $p$ and performed the correction according to the properties of that distribution. This provided points $p_{jk}$, where $k$ is the number of prompted windows in the data.

We then created points $p_k$ by taking the weighted mean of $w_1p_{1k}, w_2p_{2k}, \ldots w_jp_{jk}$ where $w_j$ is the weight of point $p$ in distribution $j$. In other words, if a point was best explained by a particular distribution, it would be moved mostly based on the properties of that distribution, and if a particular distribution had negligible probability density at a given point, it would not be taken very much into account while processing that point. Finally we translated all points $p_k$ to the new mean just as though they were points from a single-distribution correction, and repeated the process for each question-answer pair.

We began to devise similar methods for performing a correction based on gamma distribution models, but stopped before completing them. This is described in the “Results” section.

For our initial verification of this correction method, we produced figures of the results and inspected each one of them visually. For each question-answer pair in each data set, we drew a scatter plot in MATLAB of all the windows and overlaid the shape
of the Gaussian distribution(s) on them. We did this both before and after each stage of the correction. We looked at each figure and confirmed that the correction method was producing Gaussians parallel to the X-axis and level with the unprompted data, and that it was using the smallest applicable rotation (for example, turning the data 27 degrees instead of 117, or -9 instead of 81).

3.6 Validation

Verifying that our correction method produced Gaussians of the right shape was a good start, but it did not demonstrate that this shape reflected an actual improvement in the data. Ideally, we wanted the corrected data to show a sharper distinction than the original data between truth-tellers and liars.

We first tried a validation method based on Little and Skillicorn’s SVD-based method [60]. Before and after performing the correction on the NUREMBERG data set, we performed singular value decomposition on the answer data, reducing the 6-category deception model to 3 dimensions. As Little and Skillicorn did, we zero-centred the data for normalization.

We then made a scatter plot showing each window in the data set semantic space. As in Little and Skillicorn [60], we drew a line corresponding to the square roots of the first three singular values, which could be considered roughly as an “axis of deception”. We colour coded each point in the scatter plot, with a different colour for each group within the data set. While not every statement by an UNTRUST-WORTHY WITNESS or DEFENDANT is a lie, we suspected that, in general, these groups’ statements would appear higher on the scale than those of TRUSTWORTHY
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WITNESSES. We hypothesized that performing our correction would produce a visible increase in separation between the three groups. We also performed a similar visualization with the SIMPSON data set.

When this validation method gave unexpected results we performed a more detailed review of the corrected and uncorrected data, but this is difficult to explain in detail without referring to the unexpected results. It is therefore described in Chapter 4.
Chapter 4

Results

4.1 Gaussian Distributions

Gaussian distributions for the REPUBLICAN data showed a discernible prompting relationship for many question-answer pairs. Our initial guesses about the question word categories had mixed success.

- We predicted that higher first-person plural pronoun (Figure 4.1a and third-person singular pronoun rates in the question (Figure 4.1d would prompt lower first-person singular pronoun rates in the answer. We also predicted that higher “wh” word rates would prompt higher exclusive word rates (Figure 4.1c). None of these actually occurred at any significant level.

- We predicted that higher third-person pronoun rates would prompt higher negative emotion rates. Due to a generally low level of negative emotion words in the data, we lack results on this prediction.

- We predicted that higher second-person pronoun rates in the question would
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(a) First person plural pronouns prompting first-person singular pronouns

(b) Second person pronouns prompting first-person singular pronouns

(c) “Wh” words prompting “or”.
   The other exclusive word categories looked similar.

(d) Third person singular pronouns prompting first-person singular pronouns.

Figure 4.1: Gaussian distributions from the REPUBLICAN data set with a minimum window size of 50 words. The X-axis is rates for the answer words and the Y-axis is rates for the question words. The red line on the Y-axis shows the one-dimensional “unprompted” distribution to a distance of 1 standard deviation in each direction from the mean.
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(a) Third person plural pronouns prompting first-person singular pronouns.

(b) “These”, “those”, and “to” prompting first-person singular pronouns.

Figure 4.2: Gaussian distributions from the REPUBLICAN data set with a minimum window size of 50 words. The X-axis is rates for the answer words and the Y-axis is rates for the question words. The red line on the Y-axis shows the one-dimensional “unprompted” distribution to a distance of 1 standard deviation in each direction from the mean.

prompt higher first-person singular pronoun rates in the answer. This did occur, leading to a prompted Gaussian distribution with a positive slope and a higher mean than the unprompted distribution (Figure 4.1b).

• We predicted that higher rates of “these”, “those”, and “to” in the question would prompt higher first-person singular pronoun rates in the answer. This was also correct: the prompted mean and range were higher than the unprompted mean and range (Figure 4.2b).

• We predicted that higher third-person plural pronoun rates would prompt lower
first-person singular pronoun rates. Instead, we found a weak effect in the opposite direction: higher third-person plural pronoun rates prompted very slightly higher first-person singular pronoun rates (Figure 4.2a).

Most other pairs of question and answer words also showed no relationship, but some prompting effects, such as third-person plural pronouns prompting action words, appeared even though we did not expect them (Figure 4.3). Miscellaneous exclusive words (other than “but” and “or”) and negative emotion words were generally not numerous enough for distributions to be created. Note that, due to space limitations, not all relationships between pairs of words are shown here.

With mixture models, we had speculated that two-distribution models might be plausible: there could be one distribution describing non-responses, for example, and one describing responses, or there could be two different levels of prompting which produced different results. However, the actual function fitting did not favor two-distribution models. Instead, the question-answer pairs produced models with as many distributions as they were allowed, given the constraints of the number of windows. There were few telltale changes in shape or density to support these mixture models on a theoretical level; they simply seemed to be arbitrarily partitioning the data. Figure 4.4 shows an example of this process. Five question-answer pairs had enough points to be partitioned into four or more Gaussian distributions. Most of these distributions did not look plausible to us. The 1-Gaussian and 2-Gaussian distributions each looked somewhat plausible, but there was no clear reason to choose the 2-distribution model over the 1-distribution model. Using our correction method on mixture models also changed the data in a more unpredictable way. Since we could not justify this change, we did not continue serious work with Gaussian mixture
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(a) First person singular pronouns prompting “but”

(b) “But” prompting “or”

(c) “These”, “those”, and “to” prompting negative emotion words

(d) Third person plural pronouns prompting action words

Figure 4.3: Further Gaussian distributions from the REPUBLICAN data set with a minimum window size of 50 words. The X-axis is rates for the answer words and the Y-axis is rates for the question words. The red line on the Y-axis shows the distribution of the one-dimensional “unprompted” distribution to a distance of 1 standard deviation in each direction from the mean.
4.2 Gamma Distributions

In scatter plots of the data from many of the most interesting windows, a roughly triangular shape emerged in which the highest values of $Y$ occurred at moderately low, but not extremely low values of $X$. Gamma distributions fit this shape quite well (Figure 4.5). However, working with these distributions proved difficult.

First, not all question-answer pairs had a properly fitted gamma distribution. Of the “response” words, only first-person pronouns and action words had enough nonzero prompted points (compared to the number of prompted non-responses) to produce a distribution like this. In all other groups, the number of prompted non-responses was relatively large and caused the shape parameter to slip below 1. With a shape parameter below 1, these gamma distributions are no longer useful: the probability density at one axis rises many orders of magnitude above the probability density at any of the points we are actually interested in. This results in essentially a linear distribution which is useless for explaining anything (Figure 4.6).

Gamma mixture models, meanwhile, worked somewhat better than Gaussian mixture models. They had the same size limit as Gaussian mixture models (at least $30n$ points, where $n$ is the number of distributions), but our EM program did not continue to make mixture models all the way up to this limit. They almost universally stopped at two distributions. Unfortunately, these two-distribution models were not very interesting: the majority simply combined a distribution for non-responses and a distribution for responses (Figure 4.7).

It was also unclear how to correct gamma distributions properly. Because of their
Figure 4.4: Five different Gaussian mixture models on the same question-answer pair ("these", "those", and "to" prompting "but"). The X-axis is rates for the answer words and the Y-axis is rates for the question words. The scale and underlying data points are exactly the same in each model; the only difference is the number of Gaussian distributions (1, 2, 3, 4, and 5). Note that the 5-distribution model contains a distribution that lies along the X-axis.
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(a) Action words prompting first-person singular pronouns

(b) First person plural pronouns prompting first-person singular pronouns

(c) First person singular pronouns prompting action words

Figure 4.5: Contour plots of sample gamma distributions from the REPUBLICAN data set. The X-axis is rates for the question word and the Y-axis is rates for the answer word.
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Figure 4.6: Contour plot of a “bad” gamma distribution (“wh” words prompting “but”). The X-axis is rates for the question word and the Y-axis is rates for the answer word. Note the contour lines clustered along the X-axis and failing to explain the visible nonzero points. For this distribution, $\gamma_x = 1.19$ and $\gamma_y = 0.763$.

Figure 4.7: An example of a gamma distributed mixture model (first-person plural pronouns prompting first-person singular pronouns). The X-axis is rates for the question word and the Y-axis is rates for the answer word. One distribution describes responses while the other clusters along the X-axis and represents only non-responses.
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triangular shape, we could not use simple affine transformations to make them “flat” as we did with Gaussians. We had the idea of making distributions for all of the data (both prompted and unprompted points), then sliding points along a contour in the contour plot—moving them from their current place in the distribution to an “unprompted” place with the same probability density. In theory, we could do this by solving the probability distribution function \( f(x, y) \) for \( y \) with \( x = 0 \) and \( f \) (the probability density value) held constant.

However, attempts to solve for \( y \) were stymied because \( y \) appears in \( f(x, y) \) in different forms—as a term, as an exponent, and otherwise. We isolated terms containing \( y \) and reduced the equation to

\[
y^{\gamma y-1} \epsilon \left( \frac{-\beta_y}{1-\eta} \right) y \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} y^{j+k} = \frac{K^2 f}{(\beta_x x)^{\gamma x-1} \beta_y^{\gamma y-1} \epsilon \left( \frac{-\beta_x x}{1-\eta} \right) \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} c_{jk} (\beta_x x)^j (\eta \beta_y)^{j+k}}
\]

We suspect that this is not analytically solvable, particularly given the double summation. In any case, we could not reduce the equation further. An alternate approach would be to perform gradient descent and find a spot on the Y-axis with a probability density close to \( f \), but such spots do not necessarily exist for all relevant values of \( f \). We decided that, while gamma distributions showed certain kinds of promise, the cost of their unwieldy and complicated structure outweighed the benefit they might otherwise have over Gaussians.

4.3 Window Sizes

Recall that we achieved the above results with the REPUBLICAN data set at a minimum window size of 50. The next step was to check whether the results were the same at other window sizes. In order to see all the prompting effects at a glance, we
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Figure 4.8: Color maps showing the average change in answer rates as the result of corrections for each question-and-answer pair at each minimum window size (with question words on the X-axis and answer words on the Y-axis). Bright colors indicate that higher rates of the question word prompted lower rates of the answer word, and thus, the answer word rates were increased during corrections. Dark colors indicate the opposite. All of these maps are on the same color-based scale.
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(a) Minimum window size 10

(b) All windows (no minimum size)

Figure 4.9: Continued from Figure 4.8

made color maps showing the average change in each question-answer pair during the correction (Figure 4.8 and 4.9). We measured the average change on a rate scale. In other words, if the average change of a question-answer pair is -0.02, then on average, one in every fifty words in each answer is an answer word of the relevant type, prompted by a question word of the relevant type, and must be removed from the analysis. (In practice, average changes were much smaller than this!)
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Figure 4.10: Color map showing the average change of each question-and-answer pair for the composite windows. Note that this pattern is close to the patterns of the 50 and 30-word windows.

We also made a color map for the corrections applied to composite windows (Figure 4.10). We found that the patterns in 50-word windows degrade as the minimum window size is lowered, particularly to below 30. The most notable degradation happened in our most promising question-answer pair—second-person pronouns prompting first-person singular pronouns. The composite windows also showed slight degradation, comparable to that in the 30-word windows.

Table 4.1 shows how much of each data set we could represent and process at each window size. For NUREMBERG, small windows predominated, and there were many long stretches where one person answered many questions in a row, making this (and other courtroom data) particularly amenable to the use of composite windows. With NUREMBERG the composite window technique allowed analysis of much more data than the 30-word window. Furthermore, it caused less degradation than the small window sizes which would otherwise have been needed to cover this much data. In
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<table>
<thead>
<tr>
<th></th>
<th>Republican</th>
<th></th>
<th>Nuremberg</th>
<th></th>
<th>Simpson</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q</td>
<td>A</td>
<td>Q</td>
<td>A</td>
<td>Q</td>
<td>A</td>
</tr>
<tr>
<td>Full data set</td>
<td>65,480</td>
<td>236,411</td>
<td>109,551</td>
<td>201,548</td>
<td>219,262</td>
<td>193,123</td>
</tr>
<tr>
<td>Minimum 10</td>
<td>55,161</td>
<td>159,450</td>
<td>75,313</td>
<td>155,395</td>
<td>45,162</td>
<td>71,357</td>
</tr>
<tr>
<td>Minimum 30</td>
<td>43,876</td>
<td>107,836</td>
<td>31,452</td>
<td>51,735</td>
<td>3,280</td>
<td>4,967</td>
</tr>
<tr>
<td>Minimum 50</td>
<td>33,193</td>
<td>72,078</td>
<td>15,394</td>
<td>22,366</td>
<td>323</td>
<td>350</td>
</tr>
<tr>
<td>Composite</td>
<td>44,759</td>
<td>101,211</td>
<td>105,423</td>
<td>170,706</td>
<td>219,197</td>
<td>192,537</td>
</tr>
</tbody>
</table>

Table 4.1: Number of words that could be taken into account during processing at each minimum window size

Republican, windows tended to be larger, so the effect was less pronounced, but the composite window technique still gave coverage and degradation comparable to that of the 30-word windows. For these reasons, we performed the rest of our analysis (in all three data sets) with composite windows.

4.4 Checks of the Correction Method

A few things need to be said about our correction method. First, as is apparent from Figure 3.3, we confirmed that the affine transformations work as specified: they rotate the prompted distribution by the correct number of degrees and move it so that it is parallel to the prompted distribution.

We should note the size of the effects produced by the correction method. The changes to rate statistics are shown in Figures 4.8 and 4.9, but it would also be good to know what those statistics mean in terms of changes to the actual word counts in
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each window. We found that, on average, three first person singular pronouns were taken away from each window. (This is at an average window size of 188 words, about six of which on average were FPS—so about half of these FPS pronouns, according to our model, are caused by prompting.) The average change in other categories was less than one word.

When we averaged the absolute values of the changes, rather than the net changes, FPS stayed about the same. However, the rates of change in “but” and action words rose to about one word per window. This means that some windows were changed in a positive direction and some in a negative direction, which produces a net change about zero, but is a distinct type of process from the other word categories, which remained well below half of a word even when absolute values were taken.

These values were basically the same in the other two data sets for FPS and action words. However, the effect on “but” in the NUREMBERG and SIMPSON data sets fell below half a word.

We also had some minor concerns about the sensitivity of the correction method to distortion by outliers. We re-ran the corrections for each category of answer words after taking out the 2.5% highest rates and the 2.5% lowest rates for that category (removing 5% of the data in total). In this restricted analysis, the average absolute value of the difference after correction was still about three words for FPS and about one word for action words. However, the average change in FPS without taking an absolute value was reduced to only two words, and the effect on “but” disappeared. This suggests that the correction method is somewhat sensitive to outliers, but that its results for FPS and action words are largely valid.

By this point we had made several important discoveries. We had discovered that
a prompting effect did exist. We had developed a method for removing the effects of prompting and verified that it did so, transforming the original data distribution into one in which the question and answer word rates were independent of each other. We had also worked out the best way in which to apply these methods to data with short windows. Now it was time for validation: discovering whether or not our techniques helped distinguish deceptive and truthful subgroups.

4.5 Validation: Nuremberg and SVD

To validate our work, we used the NUREMBERG data. Recall that NUREMBERG was divided up into DEFENDANTS, TRUSTWORTHY WITNESSES, and UNTRUSTWORTHY WITNESSES, and we predicted that a working correction method would increase the distance in semantic space between these groups.

Figure 4.11 shows the result of singular value decomposition on the NUREMBERG data before correction, and Figure 4.12 shows the result after correction. The effect is exactly the opposite of what we predicted—performing the correction erased any spatial distinction that existed between the groups.

It appeared that, rather than being something to do away with, the prompting effect actually contained important information about deception.

To better understand these results, we looked more closely at the prompting effects in NUREMBERG’s subgroups.
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Figure 4.11: Singular value decomposition of the “response” words in the NUREMBERG data set prior to correction. Defendants are marked in red, TRUSTWORTHY WITNESSES in blue, and UNTRUSTWORTHY WITNESSES in green. Note that the TRUSTWORTHY WITNESSES are concentrated on one side of the semantic space.
Figure 4.12: Singular value decomposition of the “response” words in the NUREMBERG data set after correction. DEFENDANTS are marked in red, TRUSTWORTHY WITNESSES in blue, and UNTRUSTWORTHY WITNESSES in green. Note that the TRUSTWORTHY WITNESSES are no longer as highly concentrated on one side.
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Figure 4.13: Corrections for the three NUREMBERG subgroups analyzed separately.
4.6 Validation: Subgroups in the Nuremberg Data

We analyzed each of the three NUREMBERG subgroups separately and ran a separate correction on each of them, to see if there was a difference between more and less deceptive groups. Figure 4.13 shows color maps of this data. The differences between DEFENDANTS and UNTRUSTWORTHY WITNESSES (both of the Nazi subgroups) are not large, but the patterns of the TRUSTWORTHY WITNESSES subgroup appear to be quite different.

Note that these color maps are on the same scale as the earlier Republican color maps. We chose to present them this way in order to make comparisons easy across the different color maps. However, by using a scale that works for the REPUBLICAN data, we have obscured an important fact about the NUREMBERG data—namely, the average change in first-person singular pronouns prompted by second-person pronouns, for both the DEFENDANTS and UNTRUSTWORTHY WITNESSES, is literally off the scale. Both of these are more than twice the maximum amount shown by the color map; the DEFENDANTS’ change is somewhat larger than the UNTRUSTWORTHY WITNESSES. (Since we were using composite windows for this, the REPUBLICAN average change is also slightly higher than it was in the previous colormaps, which were made with 50-word minimum windows.) Figure 4.14 shows this more clearly.

Seeing these large differences prompted us to look at individual distributions more closely. We overlaid the distribution from one subgroup onto the corresponding distributions for the other subgroups. This confirmed that different subgroups responded to prompts differently. They were not simply being prompted at different rates, or showing different rates of response independently of the prompt: many question-answer pairs showed two completely different distributions with differences in slope and other
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Figure 4.14: Average change in rates of first-person singular pronouns prompted by second-person pronouns in the Republican and Nuremberg data sets, all using composite windows.

In general, Defendants and Untrustworthy Witnesses—the two deceptive groups—were basically the same, but the Trustworthy Witnesses were different. The strongest effects tended to involve first-person pronouns or action words. Four of the most notable sets of distributions are shown in Figure 4.15.

What this means is that the prompting effect is receiver-state-dependent. The deceptive groups respond to prompting in one way, and the truthful group in another—usually more weakly, though in a few cases they respond more strongly. Note that
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(a) Second person pronouns prompting first-person singular pronouns

(b) “Or” prompting first-person singular pronouns

(c) First person plural pronouns prompting “but”

(d) “Or” prompting action words

Figure 4.15: Gaussian distributions for the NUREMBERG data set, separated by subgroup. DEFENDANTS are red, UNTRUSTWORTHY WITNESSES are magenta, and TRUSTWORTHY WITNESSES are blue. The X-axis is rates for the answer words and the Y-axis is rates for the question words. Not all of the figures are on the same scale.
4.7 Validation: Random Forests

At this stage we were satisfied that we saw differences between subgroups, but we were concerned about whether the interaction between questions and answers, *per se*, had any value. It was possible that the differences we saw were mostly detectable without reference to question words, and could already be detected by models like the LIWC model, which use only answer words. We wanted to know if the question words really improved the analysis.

To get a rough estimate of the significance of question words, we trained a pair of random forests: one with the rates of only the six response word categories in the answers, and one with these plus all the stimulus words in the questions. We created these random forests using the MATLAB Statistics Toolbox. For simplicity, we included only the Defendants and Trustworthy Witnesses subgroups.

Because not every statement by Defendant is a lie, we did not expect high accuracy in either of these forests. Rather, we wanted to compare them to each other to see if the question words made a difference. If interactions between questions and
answers were predictive of deception, then the model with both question and answer words should make better predictions, and it should focus on the words involved in the most promising interactions (i.e. first-person singular pronouns in the answer and second-person pronouns in the question). If only the words in the answers were relevant to deception, then both models would perform about the same and would focus on answer words.

Figure 4.16 shows the performance of these random forests. While the answer-words-only random forest performed above chance, it showed a strong bias: its accuracy with TRUSTWORTHY WITNESSES was much lower than its accuracy with DEFENDANTS. (That is to say, it was much too quick to classify windows of both kinds as DEFENDANTS. This was probably because there were more windows belonging to DEFENDANTS than to TRUSTWORTHY WITNESSES.) Adding the question words improved overall accuracy by more than 10 percentage points—an even more dramatic
result than we expected. Moreover, it reduced bias by an even larger amount, producing a huge improvement on the Trustworthy Witnesses without reducing the accuracy on Defendants.

Recall that random forests can provide an estimate of the importance of each variable by counting how many times a tree within the forest “split” on a particular variable. Table 4.2 shows the results of this estimation with our best-performing random forest. The most influential words in the question-and-answer random forest were the same as we predicted: first-person singular pronouns in the answer and second-person pronouns in the question took the top two spots, with similar frequencies, which means it is likely that an interaction between both categories drove many of the decision trees in the forest.

There were some other interesting and somewhat surprising results as well. After these top two spots, the three next most important word categories were all question words, suggesting that the forest not only supplemented its reasoning with question words, but actually made more decisions based on question words than on answer words. However, a small overrepresentation of question words is to be expected given that we are counting a larger number of word categories in the question than we are in the answer. Also, in some cases a question word may give context to an answer word and thus need to be considered first.

4.8 Validation: the Simpson data set

Our final task was to verify that these validations generalized: that is, that they did not simply reflect properties of the Nuremberg data. So we looked at the Simpson data set and performed each validation again.
### 4.8. VALIDATION: THE SIMPSON DATA SET

<table>
<thead>
<tr>
<th>Word category</th>
<th>Splits</th>
</tr>
</thead>
<tbody>
<tr>
<td>A first-person singular pronouns</td>
<td>10771</td>
</tr>
<tr>
<td>Q second-person pronouns</td>
<td>10563</td>
</tr>
<tr>
<td>Q “wh” words</td>
<td>9581</td>
</tr>
<tr>
<td>Q “these”, “those”, and “to”</td>
<td>9277</td>
</tr>
<tr>
<td>Q first-person singular pronouns</td>
<td>6839</td>
</tr>
<tr>
<td>A “but”</td>
<td>6584</td>
</tr>
<tr>
<td>A action words</td>
<td>6581</td>
</tr>
<tr>
<td>Q “or”</td>
<td>4934</td>
</tr>
<tr>
<td>A “or”</td>
<td>4692</td>
</tr>
<tr>
<td>Q action words</td>
<td>4165</td>
</tr>
<tr>
<td>Q third-person plural pronouns</td>
<td>3973</td>
</tr>
<tr>
<td>Q first-person plural pronouns</td>
<td>3641</td>
</tr>
<tr>
<td>A misc exclusive words</td>
<td>3570</td>
</tr>
<tr>
<td>Q third-person singular pronouns</td>
<td>3383</td>
</tr>
<tr>
<td>Q “but”</td>
<td>3119</td>
</tr>
<tr>
<td>A negative emotion words</td>
<td>2254</td>
</tr>
<tr>
<td>Q misc exclusive words</td>
<td>1538</td>
</tr>
<tr>
<td>Q negative emotion words</td>
<td>871</td>
</tr>
</tbody>
</table>

Table 4.2: Word categories in the random forest trained with question-and-answer data, ranked by the number of splits in the model using each word.
Figure 4.17: Singular value decomposition of the “response” words in the SIMPSON data set prior to correction. O.J. Simpson’s answers are marked in red and Plaintiffs in blue.

The SVD results from NUREMBERG generalized to the SIMPSON data: while a modest visual distinction existed in semantic space between Simpson and the Plaintiffs, applying our correction method did nothing to increase this distinction (Figures 4.17 and 4.18).

The closer look at subgroups did not generalize quite as well. While Simpson’s deposition was somewhat different from those of the Plaintiffs (Figure 4.19), the two color maps did not differ in the same ways that the NUREMBERG color maps differed. Looking at the overlaid subgroups for individual question-answer pairs (Figure 4.20) was also perplexing: there was evidence of differences between the two groups, as there had been with NUREMBERG, but not quite in the same way. They tended
to be slightly weaker than the differences in NUREMBERG. Moreover, the strongest differences between subgroups in the SIMPSON data did not usually correspond with the strongest differences in the NUREMBERG data. In particular, the relationship between second-person pronouns in the question and first-person singular pronouns in the answer did not appear to be different between subgroups. The two distributions appeared to be extensions of each other, with SIMPSON using more first-person singular pronouns simply because he was prompted more.

Finally we ran the SIMPSON data through the same random forest process that we used with NUREMBERG. Recall that, if there were no interesting differences in interaction between questions and answers, the two random forests would perform...
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The Nuremberg data showed a large increase in accuracy in the second forest, meaning interactions with question words were important. When we trained both forests on the Simpson data, they showed an increase in accuracy as well, but a smaller one (Figure 4.21).

In general, the Simpson data supports the view that prompting effects exist, but it muddies the waters in terms of where the prompting effects actually are and whether...
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(a) Second person pronouns prompting first-person singular pronouns

(b) “Or” prompting first-person singular pronouns

(c) Second person pronouns prompting “but”

(d) Third person singular pronouns prompting action words

Figure 4.20: Gaussian distributions for the SIMPSON data set, separated by subgroup. SIMPSON is red and PLAINTIFFS are blue. The X-axis is rates for the answer words and the Y-axis is rates for the question words. Not all of the figures are on the same scale.
they can be predicted across different contexts. We discuss this, and some possible problems with the SIMPSON data, in Chapter 5

4.9 **Summary of Contributions**

This has been an exploratory analysis geared more towards uncovering patterns than creating definite answers. However, we have made the following contributions to the field of deception detection.

First, we have shown that a prompting effect exists: some word categories in a question do influence the frequency of other word categories words in the answer, including the words used in Newman *et al.*’s deception model. Moreover, we have proposed and verified a method for removing these effects. While this method by itself did not prove useful for our purposes, it does what it was meant to do in terms of removing correlations between question and answer words, replacing the answer words with a flattened distribution. It thus may be useful for other purposes. For
example, observing a pattern in a response, we can evaluate whether it is more likely to have arisen spontaneously or as a reaction to a prompt.

Second, we have discovered that prompting effects are receiver-state-dependent. Different groups respond to the same prompting differently and may require different corrections. This is more complicated to work with than a straightforward correction for everyone. If an appropriately sensitive correction method is found, it needs to be a more nuanced, and therefore more accurate, analysis.

Finally, we have shown that Newman et al.'s model—and any deception model dependent on only the words in the answer—is missing something. Looking at only the words in the answer gives us only a partial picture. Our validation with random forests supports this conclusion: deception models can improve markedly if they consider not only the respondent, but the full interaction between both questioner and respondent.

It should also be noted that our results support those of Skillicorn and Little [60]. The original LIWC deception model associates lowered rates of first-person singular pronouns with deception. But in the Gomery commission, Skillicorn and Little found that higher rates of first-person singular pronouns were associated with deception. Our data explains this discrepancy: the strongest and most noticeable prompting effect occurs with first-person singular pronouns, which are raised by most forms of prompting, particularly second-person pronouns. In an unprompted condition, deceptive people may use fewer first-person singular pronouns, but prompting raises the first-person singular pronoun rate, and does so to a greater degree when people are more deceptive. This also suggests why DePaulo et al. [30] and other meta-analyses did not find a significant association between first-person pronoun rates and
deception: they combined many different studies which included both monologues and dialogues.

However, our results do not explain Ott et al.’s [72] results, in which higher rates of first-person pronouns were found in “spam” reviews online, compared to genuine ones. Spam is not a question and answer setting. Ott et al.’s results most likely have more to do with factors unique to persuasive computer-mediated communications than with prompting, such as Zhou et al.’s [104]; since deceptive reviews ostensibly describe a positive personal experience with a product, perhaps deceptive reviewers refer to themselves excessively as a form of over-persuasion.
Chapter 5

Discussion

At present, neither humans nor computers are particularly good at detecting deception. A computer model is considered promising if it performs significantly better than humans—but all this means is that it performs significantly better than chance. When models perform with 70% accuracy (as in Mihalcea and Strapavara’s LIWC-based study [64]), they are considered promising. But we can hardly afford for three in ten accused criminals to be falsely classified as deceptive—or, as Zhou et al. [104] suggest, for three in ten online job applicants to be erroneously screened out. State-of-the-art computerized deception models, at present, are simply not good enough.

We also cannot rely on our own human ability to detect deception, since for the most part that ability does not exist. Therefore, improvements and refinements to existing deception models are desperately needed.

We have made one such refinement through the research described here. We have found that a prompting effect—similar to the effects measured by LSM [71], but generalized to include the fact that some classes of words prompt other classes—influences the rates of word usage in answers to questions. Moreover, the effect
is receiver-state-dependent. We developed a method to correct for the prompting effect and remove its influence, but this also removed a great deal of the distinction between deceptive and truthful subgroups. The way in which respondents respond to the prompting effect is, in itself, a cue to deception. We supported this conclusion by creating random forests to classify deceptive and truthful subgroups in our data, and found that the random forests performed best when they were given both question data and answer data. In this optimal condition, our random forests performed at 70-80% overall accuracy, which is very good by deception model standards.

This leads us to a number of take-home lessons for other deception researchers. First, as our random forest results show, paying attention to both questions and answers should improve word-based models—even if we are not sure quite what we are looking for. Researchers who have created deception classifiers using other machine learning methods, such as naive Bayes classifiers, should try adding question words as well as answer words to the classifier’s input. This alone is likely to result in a measurable improvement.

But beyond this, our research suggests what it is in the questions that we ought to look for. We know that the prompting effect is receiver-state-dependent. So tracking the nature of the prompting effect across different groups of respondents in similar situations should illuminate differences between respondents, including their level of deception. We have made a good start at showing which relationships between words are most useful in such analysis—in particular, second-person pronouns prompting first-person singular pronouns.

Furthermore, we wish to note that deception is not the only setting for word-based analysis in which first-person pronouns are relevant. Research with LIWC [74] has
associated these pronouns with everything from personality [75], sex [69], and age [77] to relationship quality in families [83] and marriages [84]. Any of these variables, particularly the latter two, might be assessed in a dialogue setting. In any such setting, we may suppose that paying attention to both question words and answer words will improve accuracy. It may be the case that people of different personalities, sexes, or ages respond to prompting differently—which means taking question words into account will improve our ability to profile people in dialogues, for example, if a participant’s identity in a computer-mediated chat setting is uncertain. Meanwhile, in the study of relationships—useful, for example, in analysis of social networks—there may be rich and interesting effects to uncover with regards to the association between relationship style or quality and the way the people involved respond to each other’s prompting. Perhaps people in poorer relationships respond to prompting less (as we might expect, since their LSM scores are generally lower [51]) or perhaps they are prompted by different kinds of words. Or perhaps changes in the kind of prompting that occur over time reflect changes in the relationship. Also, since the more dominant person in an interaction tends to exhibit less LSM than their subordinate(s) [51], we would expect that person to respond less to prompting as well. On the other hand, there may be settings of this nature in which all the interesting subgroups respond to prompting in the same way. In that case, our method for removing the influence of the question may prove useful.

What we ultimately hope that we have done is to introduce the prompting effect as an additional tool in the arsenal of text analysts. We must use all the tools at our disposal if we wish to make any computational sense of the huge complexity of human interaction, and allowing for prompting in our models brings us one step closer to
5.1 Limitations

5.1.1 Problems and potential biases in the courtroom data

Recall that the prompting effect exists in all the data sets we tested, and that both the NUREMBERG and SIMPSON data show receiver-state-dependent differences in prompting. However, the differences in the SIMPSON data set were somewhat different from those in the NUREMBERG data set and generally smaller. Consistent with smaller differences in prompting, the random forest model also showed a smaller improvement when question data was added. A question arises as to why this is so. Intuitively, either the SIMPSON data set underrepresents the difference between truthful and deceptive testimony, or the NUREMBERG data set overrepresents it—or both.

It is plausible that the SIMPSON data set might underrepresent this difference. The most striking feature of the SIMPSON data set is that both Simpson and the PLAINTIFFS show a high level of second-person pronouns prompting first-person singular pronouns. This is in sharp contrast to the NUREMBERG data set, in which TRUSTWORTHY WITNESSES show a great deal less prompting in this domain than any other group, and DEFENDANTS have the highest level, with UNTRUSTWORTHY WITNESSES not too far behind. (Meanwhile, as one might expect, the average prompting for these words in the REPUBLICAN data set is midway between the TRUSTWORTHY WITNESSES and the Nazis.)

We used the same scale for all of our color maps, across data sets, for two reasons. First, it allowed easy comparisons across data sets, and second, it kept relatively minor
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differences visible, rather than washing them all out in favor of a single very large result in one cell. However, this scaling choice obscured the extent of the prompting effect in the NUREMBERG data set. There is actually a second obscured effect of this nature: in both sides of the SIMPSON data set, the prompting of first-person singular pronouns by second-person pronouns is much larger than with any of the NUREMBERG subgroups (about -0.035 for both groups). Care should be taken in interpreting this result. We obviously do not suggest that all parties in this civil suit were more deceptive than Nazis! Instead, recall that these data sets were analyzed using composite windows containing several adjacent questions and several adjacent answers. While the average question length in the NUREMBERG data set is fairly short compared to that of the REPUBLICAN data, the average question length in the SIMPSON data set is much shorter. Recall as well that the prompting of first-person singular pronouns by second-person pronouns appears slightly higher in the REPUBLICAN data set when analyzed using composite windows. It appears that clumping short windows together can increase the size of perceived prompting effects in those windows. Therefore, the high numbers in this part of the SIMPSON data set are probably an artifact of having many short questions and answers.

This problem illustrates the difficulty of comparing deceptive and truthful people across different contexts. Just as different levels of motivation and modes of communication can produce different word patterns in deception, different ways of delineating windows during the analysis appear to have an effect. To avoid hopelessly erroneous results, care should always be taken to compare deceptive people to truthful people in as close to the same situation as possible.

However, Simpson and the PLAINTIFFS can still be compared to each other, since
both groups were in identical situations: they were giving videotaped depositions immediately prior to a civil trial, presided over by the same group of lawyers. When the two subgroups are compared only to each other, their lack of differentiation in first-person pronouns remains a mystery.

One possible explanation is that the Plaintiffs are not an appropriate control group for a deception study: that is, that at some level they were being deceptive. This does not necessarily imply that they perjured themselves. Recall Gupta and Skillicorn’s [44] use of the LIWC model to measure persona deception or “spin”. We excluded some individuals widely considered deceptive, such as Kato Kaelin, from our analysis, but the Plaintiffs in Simpson’s civil case were still highly motivated to present themselves in the best light possible. Like the plaintiffs in any civil suit, they had staked a great deal of money on the outcome. It is likely that, even when telling the truth, they were careful to say things in a way maximally favourable to themselves. Little research has been done on the communication of people who are truthful, or probably truthful, but who are highly motivated to “spin” the truth. This is despite the recommendation of deception researchers such as DePaulo et al. [30] who point out that such technically-truthful statements, as well as truthful statements involving feelings of guilt or personal distress, may look similar to deceptive ones. Until such research is thoroughly done, it is not advisable to apply deception models to civil suits, which present this kind of high stakes for both parties.

It is also plausible that the NUREMBERG data set overrepresents receiver-state-dependent differences in the prompting effect. Two factors other than veracity separate the Trustworthy Witnesses from the other subgroups.

First, the Defendants and Untrustworthy Witnesses were native speakers.
of German, while the TRUSTWORTHY WITNESSES came from a variety of other countries including France and the Soviet Union. Many of the witness’s statements were translated into English in real time by translators who already knew who was a Nazi and who was not, and whose biases could have distorted their work.

Second, the TRUSTWORTHY WITNESSES and other groups were asked about different topics. TRUSTWORTHY WITNESSES were generally called on to give descriptions of conditions either for inmates of concentration camps or for civilians in Nazi-occupied countries. Cross-examination of TRUSTWORTHY WITNESSES was usually perfunctory, and some were not cross-examined at all. In contrast, DEFENDANTS and UNTRUSTWORTHY WITNESSES were asked largely about internal procedures within Nazi Germany, while the DEFENDANTS were also asked in detail about their own behaviour in relation to these procedures, and both groups were cross-examined thoroughly. These two different lines of questioning may have produced two different internal emotional states quite apart from the deceptive or truthful nature of the witnesses’ communication. However, if this were the case, one would also expect to see a greater distinction between DEFENDANTS (who were on trial specifically for their own deeds as individuals) and UNTRUSTWORTHY WITNESSES (who often testified for the prosecution, and who were responsible for accounts of Nazi procedures in general, not only of their own actions). This distinction does not generally occur in the data.

Third, power relationships probably affected the witness’s use of pronouns, since they are known to affect LSM. DEFENDANTS were speaking in the presence of judges who had the power to decide if they would live or die. UNTRUSTWORTHY WITNESSES’ lives were not at risk, but they were on the losing side of a war and were speaking in the presence of the victors. TRUSTWORTHY WITNESSES generally lacked this dramatic
power imbalance with the lawyers and judges presiding, and were not at risk of 
punishment or maltreatment based on their testimony. Despite the relatively small 
difference in the data between Defendants and Untrustworthy Witnesses, a 
strong confounding effect of these power relationships on the prompting differences 
between Nazis and Trustworthy Witnesses cannot be ruled out.

As Hancock et al. [45] discovered, deception is a process involving both the ques-
tioner and respondent. It is not only the respondent who matches the questioner’s 
style: the questioner also matches the respondent’s, and changes in both can be in-
dicative of deception, even if the questioner is not consciously aware of being deceived. 
If truthful and deceptive respondents are questioned differently, it may be that the 
questioner is biased—or it may be that the questioner is responding naturally and 
unconsciously to the deceptive respondent’s speech patterns. To make matters worse, 
it may be both.

Moreover, attempting to correct for demographic differences and other suspected 
biases in archival data can be more trouble than it is worth. This is what Fornaciari et 
al. found when they built a support vector machine based partly on LIWC and small 
N-grams to distinguish true and false court testimony [37]. When they restricted their 
sample to only testimony by men, who are known to use pronouns and other LIWC 
categories differently from women [69], the model’s performance did not improve — 
possibly because any benefit of homogeneity of the data was counteracted by the 
drawbacks of a smaller data set.

It is difficult to imagine an archival setting in which confounds of this kind do 
not occur—and it is also difficult to construct a laboratory experiment in which 
deceptive subjects are motivated as strongly as the people in these archival trials.
These confounds are an inherent problem with word-based psychological models, since function word use is affected by so many different variables. Any deception model used in the field will come into contact with all sorts of people who have different linguistic styles: men and women, people from different cultures, people experiencing different emotions and confronted by different kinds of questioning, even people with mental illnesses or disabilities that affect their word choice. No deception model should be considered usable for practical purposes unless it has been tested widely and performed consistently well across all these different kinds of categories. Otherwise, we use these models at our own risk, not knowing where their biases might lie and who might be hurt by their errors.

5.1.2 Rare words and potential for bias in the model

For some words—particularly negative emotion words, and exclusive words other than “but” and “or”—we did not find meaningful results because there were not enough words from these categories in the data to create valid models.

For an analysis method depending on the creation of bivariate distributions, this is inescapable. However, our analysis is admittedly biased towards common word categories. The “average change” metric, in particular, measures not only the strength of a relationship between two pairs of words but how frequently that relationship actually appears. We would defend this choice of metric by pointing out that, the more a model relies on common words, the more applicable it will be to relatively small windows: if one in ten thousand words is involved in a particular prompting effect, it will be hard to discern that prompting effect in 50-word windows, no matter how it is measured.
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However, other metrics exist which are not biased towards common word categories. Ireland and Pennebaker’s [51] LSM metric, for instance, uses a weighted difference measure which corrects for the base frequency of a category:

$$LSM = 1 - \frac{\|q - a\|}{q + a + .0001}$$

in which $q$ is the number of words from a particular word category in the question, and $a$ is the number of words from the same word category in the answer. This metric is not directly applicable to situations in which one category prompts another, since the baseline frequency of words in the two categories is not necessarily the same, which could skew the results. Still, future researchers might like to experiment with expansions of an LSM-like metric to this situation.

5.1.3 Missing words in the model

Hauch et al.’s meta-analysis suggests that the four word categories of Newman et al.’s LIWC model are not the only LIWC-detectable cues to deception. A full LIWC-based model, according to Hauch et al., should contain the following additional categories:

- Words with higher rates in the deceptive condition: positive emotion words, emotion words overall, negations

- Words with lower rates in the deceptive condition: third person pronouns, tentative words, time-related words

A fuller analysis of prompting as applied to deception models should include these categories, as well as whatever categories might prompt them. In addition, there may be other words with a prompting effect on the original four categories which we may not have thought of.
However, the word categories we have used are sufficient to make this study’s key points: that a prompting effect exists, that it can be corrected for, and that the relationship between question and answer words is itself a key to deception.

5.1.4 Gaussian and Gamma Distributions

We gave up on using gamma distributions to describe our data because they are mathematically complex and more difficult to work with than Gaussians. In particular, it is much easier to perform a correction using Gaussians than using gamma distributions. Also, gamma distributions only work for distributions containing a relatively large number of responses. However, for those cases in which gamma distributions work, they appear to work well—fitting the data better and more tightly than a Gaussian.

We would welcome some other researcher to try to duplicate our analysis using gamma distributions. It would be challenging to come up with a correction method, or way of measuring the strength of a gamma distribution in order to find significant differences between the distributions of subgroups, but such an analysis might well be more precise than the one we have carried out.

Correcting data according to the properties of a Gaussian model was counterproductive because it erased differences between subgroups. We supported this claim by locating the actual differences between the subgroups. However, the relatively poor fit of Gaussians to the data, compared to gamma distributions, introduced a small amount of approximation into each step of the correction. With several steps of correction for each answer word, this approximation may have snowballed into statistical noise which obscures underlying structures. A hypothetical noiseless Gaussian correction would still reduce differences between subgroups, not increase them. But
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a correction based on gamma distributions, if such exists, might contain less of this
noise and thus better elucidate exactly what is happening within these structures.

5.1.5 Limitations of Bag of Words Models

We also briefly note that throughout this research, we have been using bag-of-words
models, and all their inherent limitations apply. Function words have grammatical
meanings as well as psychological ones, but counting them does not imply under-
standing of grammatical structure. Since people have been shown to mimic large-
scale grammatical structures as well as words [59], there will probably be forms of
prompting that a bag-of-words model cannot detect. Our model is also not sensitive
to effects that derive from word order.

Bag of words models, including LIWC and LSA, are stymied by polysemy—the
ability of a word to have multiple meanings. LIWC, for example, counts “mad” as
an anger word, but “mad” can also denote other emotions in sentences such as “I’m
mad about you” or “we sent him to the hospital because he had gone mad”. This is
another factor limiting the models’ precision.

Finally and obviously, bag-of-words models do not lead to any deep understanding
of the meaning of sentences. Meaning-based criteria, such as those used in CBCA,
are currently beyond the ability of any computer to detect. Nor can a computer
evaluate whether or not a statement makes sense, even though “making less sense”
was the most predictive cue to deception in DePaulo et al.’s meta-analysis [30]. For
the foreseeable future, only humans can do these things.

While humans are not good at deception detection per se, we have developed
an ability to use our understanding of meaning and reason to help compensate for
this weakness. In a courtroom, we do not merely watch the way the defendant and plaintiff talk: we also gather evidence and test whether their statements match the facts. This is a thing that can currently only be done by humans with human-level reasoning ability. Unless we invent a deception model with perfect accuracy, we must take care not to become too dependent on automated detection. A computer with much higher deception detection accuracy than humans would be extremely useful, but only humans can bring that enhanced ability into context through careful consideration of the facts.
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