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Over the last two decades, distributed model predictive control (MPC) has become an increasingly popular research topic. Distributed MPC constitutes a valuable tool, providing computationally efficient optimal control algorithms that can successfully account for the interactions of complex, interconnected processes. Achieving closed-loop stability and centralized performance in nonlinear, distributed or decentralized systems remains an obstacle to existing distributed MPC formulations.

In this thesis a discrete-time cloud-based model predictive control architecture for application to unstable nonlinear systems under process constraints is developed using a cooperative, distributed optimization approach. Distributed time-varying extremum-seeking, a form of model-free optimal control, is integrated to a conventional MPC scheme to solve the optimization problem at each time step. Each of the control horizon’s inputs is assigned to an agent that shares its local cost information over a network. Agents use this data to estimate the average total cost of the system, which they minimize by a gradient-descent control law based on local approximations of the average total cost gradient.

To demonstrate the effectiveness of the discrete-time cloud-based MPC architecture and its stability in closed-loop, three case studies are performed. The first study considers a nonlinear MIMO system subjected to input constraints. The numerical results indicate that the proposed controller recovers the performance of its centralized
counterpart. The second case study considers a non-isothermal exothermic CSTR. The simulation demonstrates that the cloud-based architecture can effectively stabilize systems with complex dynamics of higher order. The third case study investigates the architecture’s applicability to economic MPC and shows that the developed controller is capable of stabilizing a system to a periodic orbit when suitable constraints are applied.
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Introduction

The ever-increasing demands on performance, efficiency and sustainable operation in the process industries, have significantly been increasing the appeal of optimal control strategies since the turn of the century. In the chemical and process industries, these demands have manifested a pressing need to run systems as safely and profitably as possible while taking a diverse range of environmental, fiscal and operational constraints into consideration. The field of optimal control has been studied heavily over the last century, giving rise to several promising techniques that offer appealing, cost-effective solutions to some of these issues.

By providing the means to operate in an optimal fashion, properly construed control systems allow the performance of existing facilities to be improved without making modifications to the process or having to replace current unit operations with costly new equipment. However, there are still some obstacles to be overcome when applying the tools of optimal control to large-scale problems. For instance, as problems grow in dimensionality and nonlinearity, the time required to find optimal solutions can increase significantly – which can limit the application of optimal control frameworks in systems with fast dynamics. In addition, the failure of a centralized controller could have an enormous impact on the health and safety of operators or civilians near the facility and cause irreparable damage to equipment and infrastructure. Furthermore,
depending on the nature of the controller, it may not always be possible to account for
time-varying optimality criteria effectively.

1.1 Motivation

When faced with a task of overwhelming breadth and difficulty, few would argue that
breaking it up into several more tractable ventures and assigning these to the members
of a team working collaboratively is a more effective strategy than assigning everything
to one individual. Hence, there has been a steadily growing interest in the field of
distributed control and optimization strategies in industry [24, 153]. By treating a
global, large-scale problem as a collection of interacting subsystems, one can assign
individual specialized decision makers to monitor and regulate them without having to
consider the full magnitude of the problem [26]. Distributed controllers offer a number
of advantages over their centralized counterparts not limited to greater computational
efficiency, a lesser impact of local failures, and the ability to scale-up the controller
without needing to modify the existing framework [155, 153].

Model predictive control (MPC) is an optimal control framework that has become
very well-established in industry since its initial development in the late 1970s. It
has reached a stark degree of popularity due to its ability to handle multi-input multi-
output (MIMO) problems subjected to constraints with ease [16]. Evidently, combining
these strengths with the benefits of distributed control would produce a methodology
of considerable interest for many applications from chemical processing and resource
allocation to flight navigation and multi-vehicle formation control – among many more
[24, 153, 115, 37]. Hence, it comes as no surprise that the development of stable and
Figure 1.1: In a non-cooperative DMPC scheme (top left) local controllers do not communicate. For a cooperative DMPC setup (top right), local controllers share information to consider their impact on one another. In distributed optimization MPC (bottom), the optimization process is decomposed into smaller problems that are assigned to separate processing units.

effective distributed MPC (DMPC) architectures has become an increasingly popular topic in the literature over the last decade.

The main approaches taken to subdividing the MPC problem fall into three main categories, depicted in Figure 1.1: non-cooperative DMPC, cooperative DMPC, and distributed optimization MPC. In non-cooperative architectures, controllers are only concerned with a local subsystem and do not consider their impact on others, guiding the global system to a Nash equilibrium [153, 45]. In cooperative MPC, controllers communicate with one another to coordinate their efforts and drive their respective
subsystems to conditions that achieve a system-wide optimum [141]. On the other hand, the distributed optimization approach involves decomposing the optimization problem solved by a central MPC so that it can be solved by the agents of a distributed computation system [24].

To date, there are still a number of issues to be resolved in the field of DMPC. While non-cooperative approaches have been successful for problems such as collision avoidance in multi-vehicle formation control, a Nash equilibrium does not always constitute the most optimal solution when dealing with systems such as refineries and chemical plants. Cooperative MPC has also seen many difficulties in regards to proving the algorithms’ stability and demonstrating convergence to the centralized control solution. As for distributed optimization-based MPC, a large number of iterations is often required for the controller to find a solution at each time step. In addition, suitable decompositions for the optimization problem can be excessively difficult to derive in many cases. Finally, extending stability and convergence results to the nonlinear case has proven to be a monumental task for all three approaches [24, 153].

In this thesis, a fully distributed architecture for MPC is developed for application to nonlinear systems subject to process constraints. The resulting so-called cloud-based MPC (CBMPC) framework is based on the aforementioned distributed optimization approach, although the framework can easily be adapted for the cooperative control of plant comprised of many different subsystems. By integrating a distributed extremum-seeking controller (ESC) to the MPC framework as its optimizer, the CBMPC architecture can converge to the same solutions produced by its centralized equivalent and emulate the behavior and performance of conventional MPCs. In addition, CBMPC is extended to the problem of economic MPC, in which the cost function used by the
controller as a metric for optimality, is based on process economics – thereby allowing a plant to be operated such that operational costs are minimized and revenue is maximized.

1.2 Thesis Organization

The remainder of this work is divided into 4 chapters.

Chapter 2 presents a review of the relevant literature pertaining to the topics of consensus in multi-agent systems, model predictive control, and extremum-seeking control. In the first section, the mathematical theory related to multi-agent systems is summarized, followed by summary of the various consensus-based strategies and algorithms that can be used to coordinate the efforts of agents working collaboratively to control a networked system. In the second section, a brief history of MPC is provided in addition to the many theoretical developments upon which this thesis’s work is based. The stability of nonlinear MPC is covered along with the theory relating to both distributed and economic MPC. Finally, a discussion of the history and development of ESC is included to provide an overview of the mathematical theory that forms a basis for CBMPC.

Chapter 3 outlines the proposed CBMPC architecture and develops the mathematical foundations for the controller. The chapter begins by laying out the assumptions pertaining to the construction of a suitable cost function and shows how its dynamics may be parameterized to generate an exact input-output model that provides a basis for the extremum-seeking-based optimization. Following this, the components and general structure of the CBMPC algorithm are described in detail. The chapter ends
with a discussion of logarithmic barrier functions and of how process constraints may be considered by the architecture through the use of interior-point methods.

In Chapter 4, three case studies are performed to the end of testing CBMPC and validating the framework’s performance. In the first case study, CBMPC is implemented to control a MIMO system with first-order nonlinear dynamics. The results are compared to the state and input trajectories generated by the corresponding centralized MPC to validate the framework’s performance. In the second study, CBMPC is used to control a single-input single-output (SISO) system with third-order nonlinear dynamics at the desired set-points. In the third and final case study, CBMPC is extended to the case of economic MPC and the architecture’s ability to stabilize the system to both an unknown, economically optimal steady-state and to a stable, economically optimal periodic orbit.

Chapter 5 provides the conclusion of the thesis, which includes a summary of its main contributions. Recommendations for future work to improve the CBMPC architecture’s performance and range of implementation are also briefly discussed.
This chapter provides an overview of the foundational material for this thesis’s contributions. Section 2.1 provides a comprehensive review of the mathematical theory pertaining to consensus algorithms for multi-agent systems applicable to distributed control and optimization. Section 2.2 addresses the topic of Model Predictive Control (MPC) and provides an overview of the standard MPC problem addressed in the chapters that follow, various methods for establishing closed-loop stability in nonlinear systems, the fundamentals of economic MPC, and a review of several distributed MPC (DMPC) architectures that have been developed to date. Section 2.3 is dedicated to the topic of Extremum-Seeking Control (ESC) and provides a summary of its early developments, its core structure, and its extension to distributed settings.

2.1 Consensus in Multi-Agent Systems

When taking a distributed approach, one must begin by subdividing the global system into distinct, local subprocesses. The result, known as a multi-agent system (MAS), uses agents to represent individual decision makers (controllers) that are only responsible for addressing one subsystem or subprocess in particular [93]. The agents of a MAS are typically defined as being autonomous (or at least partially so), as not having
Figure 2.1: An example of a distributed control setup depicted as a MAS. The global system is made up of the five plants on the pentagon’s vertices. Each agent (labeled A1 to A5) measures their respective local outputs $y_i$ and send local inputs $u_i$ to their assigned subsystems. The arrows with dotted lines show which agents are sending information to one another (icon sources, clockwise from top of pentagon: [Im5, Im2, Im3, Im4, Im1]).

a complete knowledge of the global system (information constraints), and as having no defined leader or supervisory capabilities [155].

Figure 2.1 shows an example of a distributed control scheme represented by a MAS. The more complex global system is controlled by several independent controllers (A1 to A5) that each measure local outputs, send local inputs to each subsystem, and share any required information with one another. This simplifies the processes observed by each agent, reducing the complexity associated with selecting suitable inputs. Since agents only consider their local variables and the information provided to them via a communication network, they do not require an explicit understanding of other agents’ behavior to operate successfully.
There are two main approaches that can be used when defining how agents make decisions and select inputs, namely cooperative and non-cooperative strategies [38]. In a non-cooperative approach (also known as a competitive strategy), agents are designed to act selfishly and only consider their local problem when choosing inputs and making decisions. Thus, they make selections that benefit them individually and do not account for any negative impacts on other agents [11]. In a cooperative strategy, on the other hand, agents are designed to act more altruistically and consider their impact on the global system when selecting their inputs. This way, the decisions made are meant to bring the largest benefit to the system as a whole [38, 32]. While non-cooperative strategies have been shown to be highly effective in domains such as economics [38], the main objective for the global control of a MAS that represents an industrial plant, factory, supply train, etc., would be concerned with reaching a solution that achieves system-wide optimal performance. Hence, cooperative strategies are more suitable for the distributed control laws developed in this thesis [144, 129].

### 2.1.1 Representing Networks with Graphs

Given the aforementioned limitation on local knowledge (sometimes termed a privacy constraint), agents operating cooperatively may lack some information necessary to achieve a system-wide optimum. It follows that a suitable communication network must be created so that agents may communicate missing information to one another and work effectively. Graph theory provides a framework to describe networks numerically [14]. A graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is made up of a set of vertices $\mathcal{V}$ whose elements $v_i$ represent agents and a set of edges $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ whose elements $e_{i,j}$ are be used to designate the flow of information from agent $i$ to agent $j$, with $i, j \in \{1, \ldots, N\}$ and $N$ being
Figure 2.2: The arrows in the graphs above denote the directions in which information is flowing in the network. On the left, all communications are two-way and so the graph is said to be *undirected*. The graph on the right, however, depicts a *directed* communication network in which agents do not always receive information from the agents they send information to, and vice-versa.

the total number of agents (vertices). When all communication pathways are two-way, i.e. \( e_{i,j} \in \mathcal{E} \Leftrightarrow e_{j,i} \in \mathcal{E} \), the graph is said to be *undirected*. Alternatively, the graph is said to be *directed* if the communication pathways are only one-way and agents do not necessarily receive information from all the agents they send information to and vice-versa, i.e. \( e_{i,j} \in \mathcal{E} \nleftrightarrow e_{j,i} \in \mathcal{E} \) (see Figure 2.2). In some cases, weights \( w_{i,j} \) are assigned to each edge \( e_{i,j} \in \mathcal{E} \) to produce a *weighted* graph. When the weights are taken to be 1 for each edge, the graph is termed *unweighted* [14].

A graph representing a network can then be described by a number of matrices. Of interest are:

i) the square *Adjacency Matrix*, \( A \in \mathcal{M}_{p \times p}(\mathbb{R}_{\geq 0}) \), for which each element is set as \( a_{ij} = w_{i,j} \) if \( e_{i,j} \in \mathcal{E} \) and, if \( e_{i,j} \notin \mathcal{E} \), then \( a_{i,j} = 0 \). If the graph is undirected, \( A \) is symmetric and \( A = A^T \);

ii) the diagonal *Degree Matrix*, \( D \in \mathcal{M}_{p \times p}(\mathbb{R}_{\geq 0}) \), where each element \( d_{ii} = \sum_{j=1}^{p} w_{i,j} \).

When the graph is unweighted, the diagonal elements are simply the total number of agents to which agent \( i \) sends information to;
iii) and the Laplacian Matrix, \( L = D - A \). Note that an undirected graph will have \( \text{Rank}(L) = p - 1 \) while a directed graph (for which \( A \neq A^\top \)) will have \( \text{Rank}(L) < p - 1 \). By the definitions of \( A \) and \( D \), it follows that \( L(1) = 0 \) and so a Laplacian matrix is said to be \textit{weight-balanced} when \( L^\top(1) = 0 \). For the graphs depicted in Figure 2.2, the Laplacians would be

\[
L_{ud} = \begin{bmatrix}
3 & -1 & -1 & 0 & -1 \\
-1 & 3 & -1 & -1 & 0 \\
-1 & -1 & 3 & -1 & 0 \\
0 & -1 & -1 & 3 & -1 \\
-1 & 0 & 0 & -1 & 2
\end{bmatrix}
\quad \text{and} \quad
L_d = \begin{bmatrix}
2 & -1 & 0 & 0 & -1 \\
0 & 2 & -1 & -1 & 0 \\
-1 & -1 & 2 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 \\
-1 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

2.1.2 Consensus-Based Cooperative Strategies

One popular method for coordinating the actions of a MAS’s agents in a cooperative fashion is via consensus algorithms [118]. These provide a convenient means for agents to estimate an unknown variable and drive their local estimates to a collective agreement using only local information. As a result, agents can achieve some understanding of the global system’s state without having to know it explicitly. This is a very appealing attribute since it provides a machinery for breaking down large, interconnected problems in a scalable manner. It also offers the advantages of distributed computing, such as computational efficiency and resilience to faults, communication failures, and unknown disturbances [143]. Since they were first established, consensus algorithms have been successfully applied in a large variety of fields including spacecraft formation control [35], energy management [66], crowd-sourcing [160] and even in the medical field for managing type 2 diabetes therapy [112].
When applied to the problem of distributed optimization, a consensus algorithm provides agents with an estimate of the total global cost to be minimized when they share local cost information [114]. To converge successfully, however, the communication network’s topology must meet a connectivity requirement. A network described by an undirected graph is said to be connected if there exists a sequence of edges that can join one agent to every other agent in the network. In the directed case, for any pair of nodes \((i, j)\) there must be a set of edges connecting agent \(i\) to agent \(j\) and another sequence linking agent \(j\) to agent \(i\). For both cases, this condition implies that the information provided by each agent propagates through the entirety of the network and that agents are sufficiently informed when making their estimates.

Early work on consensus was limited to static-average algorithms which guarantee that each agent estimates the average of their initial states. The most common algorithm yields first order, linear dynamics and required that the network be connected and weight-balanced [119]. These results were extended to nonlinear dynamics, achieving convergence when the update law is based on some convex combination of states at the previous iteration and the network remained connected — although they would not necessarily converge on the exact average of the initial states [106].

As consensus methods were developed further, focus shifted to algorithms capable of tracking the dynamic average of time-varying signals. In the work of Freeman et al. [49], consensus via first- and second-order linear dynamics is explored and convergence is proven in continuous time when \(L\) was weight-balanced and connected, and the input signals were slowly time-varying. Algorithms working in discrete-time were later developed using \(n^{th}\) order update dynamics that converged on the average of input signals with bounded \(n^{th}\) differences [161]. In Kia et al. [81], consensus algorithms
with $n^{th}$ order dynamics in both continuous and discrete time were proposed. Their results bounded the algorithms’ convergence rates and tracking errors with respect to $L$’s eigenvalues and the bound on the $n^{th}$ difference (or derivative), providing insight on the impact of the network’s topology on algorithm performance. The algorithms described by Kia et al. are of particular interest to this work as they provide a highly effective means for agents in a MAS to estimate the system’s total cost based on limited local cost data they share with one another.

### 2.2 Model Predictive Control

MPC is a model-based optimal control framework that was first proposed by ADERSA in 1978 [131, 123] and Shell Oil in 1979 [27, 123]. This technique utilizes a dynamic model of the process to be controlled and a sequence of future inputs that make up a *control horizon* to predict the plant’s output over a given *prediction horizon*. These future inputs and predicted outputs are used as the arguments of a *cost* (or *objective*) function that provides a metric for the viability of the plant’s predicted trajectory. Once a sequence of inputs shown to minimize the a user-defined cost function is determined, the first input on the control horizon is implemented by the controller. This process is then repeated at the next time step [16, 129, 55].

MPC is now firmly established in industry for plant-wide control due to its many appealing characteristics [4, 48, 126]. MPC is capable of handling large MIMO problems with ease and can easily accommodate large time delays [16, 129]. By its predictive nature, MPC inherently introduces a measure of feed-forward control to its input efforts as well [16]. However, the performance of MPC is heavily dependent on the accuracy of
the models used for making predictions, which can be difficult to develop and maintain in practice [16]. In addition, highly nonlinear and interconnected dynamics introduce varying degrees of non-convexity to the dynamic optimization problem. This can lead to poor computational performance and limit the application of MPC for fast systems [105, 126, 55].

2.2.1 Nonlinear Model Predictive Control in Discrete Time

The systems considered for nonlinear MPC (NMPC) in discrete-time are those described by time-invariant models of the form

\[ x[k+1] = x[k] + f(x[k], u[k]) \] (2.1)

where \( k \) is the sample time, \( x \in X \subseteq \mathbb{R}^n \) is the state and \( u \in U \subseteq \mathbb{R}^m \) is the input. The vector field \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is such that there exists a pair \((x^*, u^*) \in \{X \times U\}\) for which \( f(x^*, u^*) = 0 \) and is assumed to be smooth. The feasible sets for the state and input variables are taken to be connected and convex. The traditional optimization problem solved at each time step involves the constrained minimization of a convex (typically quadratic) cost function over a finite horizon:

\[
\min_{u_i \in U} J[k] = \sum_{i=0}^{p-1} h(x_i[k], u_i[k]) + h_T(x_p[k])
\]

subject to

\[ x_{i+1}[k] = x_i + f(x_i[k], u_i[k]) \quad \forall \ i \in \{0, \ldots, p\} \] (2.2)

\[ x_0[k] = x_{\text{meas}} \]

\[ x_i[k] \in X \quad \forall \ i \in \{0, \ldots, p\} \]

where \( x_{\text{meas}} \) is the measured state, \( h : X \times U \to \mathbb{R}_{\geq 0} \) is the stage cost, and \( h_T : X \to \mathbb{R}_{\geq 0} \) is the terminal stage cost used to guarantee closed-loop stability (see Section 2.2.2).
The most common stage cost employed in MPC is the quadratic given by

\[ h(x_i[k], u_i[k]) \triangleq \|x_i[k] - x_{sp}\|^2_Q + \|u_i[k] - u_{sp}\|^2_R \] (2.3)

where \(x_{sp} \in \mathbb{X}\) is the state’s set point, \(u_{sp} = \pi(x_{sp})\) is the steady-state input corresponding to \(x_{sp}\) given by the map \(\pi: \mathbb{X} \to \mathbb{U}\), and \(Q, R\) are symmetric positive semi-definite and positive-definite weighting matrices, respectively.

The formulation of the input penalty above poses a problem, however. If the system is subjected to disturbances, the steady-state input corresponding to the desired set-point would be altered. In NMPC, incremental changes in the input can be used to introduce integral action to the control effort, allowing \(u_{sp}\) to be identified on-line \([129, 55]\). This approach involves penalizing the change in the input, producing a stage cost of the form

\[ h(x_i[k], u_i[k]) \triangleq \|x_i[k] - x_{sp}\|^2_Q + \|u_i[k] - u_i[k-1]\|^2_S \] (2.4)

where \(S \in \mathcal{M}_{m \times m}\) is a symmetric positive definite weighting matrix. Note that this scenario does not require \(u_{sp}\) to be known explicitly.

### 2.2.2 Closed-Loop Stability for Nonlinear MPC

Since solving infinite-horizon optimization problems online is impractical in practice, MPC typically considers the finite-horizon case with a formulation that seeks an approximation of the infinite horizon problem. Early forms of MPC used open-loop predictions as the arguments of the cost function and, due to the predictions over a finite-horizon, stability was not guaranteed \([98]\). Historically, the most common approaches to establish stability criteria for MPC involved making slight modifications...
to the problem (2.2). The earliest of these methods involved considering the cost function as a Lyapunov function for the system and placing an equality constraint on the terminal state. Chen and Shaw [18] were the first to use this method, demonstrating stability for the continuous-time, unconstrained case. Constrained, time-varying nonlinear discrete-time systems were addressed by Keerthi and Gilbert [79], using the cost as a Lyapunov function. This approach became the standard method to guarantee stability in MPC [98].

Another approach, proposed by Bitmead et al. [12] for unconstrained linear systems, allowed the terminal equality constraint to be abandoned in favor of a quadratic terminal cost function $h_T : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ defined as

$$h_T(x_p) = \frac{1}{2}x_p^TPx_p$$

where $P$ is a symmetric positive-definite matrix generated by solving an algebraic Riccati equation. Built on the work of Kalman [72] regarding the optimal control of linear systems with quadratic cost functions, Bitmead et al. used the solution $P$ to determine a stabilizing state-feedback control law given by

$$u(x) = -Kx$$

where $K \in \mathcal{M}_{m \times n}(\mathbb{R})$ is a static, optimal gain matrix determined using $P$ (see [72]).

Yet another method, developed for application to constrained, nonlinear continuous-time systems by Michalska and Mayne [103], involves constraining the last state on the prediction horizon to a terminal region, $X_p \subset X$, rather than using a terminal cost. In this approach, the terminal region is defined as a neighborhood of the origin in which a linear approximation of the nonlinear dynamics can make further predictions.
with sufficient accuracy. Hence, this region is positively invariant when the input is produced by the feedback law utilizing the optimal gain matrix $K$. Hence, stability is guaranteed if the system can be steered to $X_p$ in finite-time, which Michalska and Mayne accomplish by using prediction horizons of variable length. This form of “dual-mode” MPC was later extended to the constrained nonlinear systems in discrete-time by Chisci et al. [22].

Finally, the works of De Nicolao et al. [29] and Chen and Allgöwer [19] used a combination of the terminal cost function and the terminal region to establish the stability of constrained nonlinear systems in continuous-time, and also in discrete time in the work of Chen and Allgöwer. In these approaches, the terminal cost is employed such that the total cost represents an approximation of the infinite-horizon control problem when the terminal region constraint, $x_p \in X_p$, is met. However, there are many arguments made in the literature that the terminal region constraint is met when the prediction horizon is of a sufficient length, implying that the constraint does need to be actively enforced [122, 69, 98, 55].

### 2.2.3 Economic Model Predictive Control

Since MPCs determines inputs by solving an optimization problem, it is inherently well suited for taking economics under consideration. If the objective function is chosen to represent some aspect of the process’s economics, then inputs could be chosen on the basis of maximizing profit, minimizing operating costs, or such that certain economic constraints are met [43, 128].

Numerous investigations examining both experimental data and theoretical simulations have demonstrated that operating a plant periodically is a much more effective
strategy for optimal economic performance than steady-state operation – see for instance [34, 87, 10, 137, 140, 121, 15, 111, 88, 96, 139] (of these, [137, 121, 15, 111, 88] also propose control methods for the desired dynamic plant operation). Such transient operations pose a new set challenges for MPC; classical notions of stability are all based on steady-state plant operation and can not be applied to prove a system’s closed-loop stability under economic MPC in time-varying cases.

Consequently, the earliest attempts to integrate economic optimization with effective process control involved the implementation of multi-level hierarchal frameworks [43]. In these architectures, such as the one shown in Figure 2.3 (taken from Marlin and Hrymak [97]), the different levels operate on different time scales to account for different aspects of the plant’s operation. At the highest level, real-time optimization (RTO) samples the system operating on the scale of several hours (days) and computes optimal set-points for the plant based on up-to-date information affecting the process’s profitability or operating costs [43, 97]. These set-points are fed to the supervisory control layer – commonly consisting of a traditional MPC – which determines the optimal inputs to reach these set points, operating on a time-scale of minutes to hours. These inputs (e.g. a flow rate) are then passed to the regulatory control layer which operates on a scale of seconds to implement these inputs in the process (e.g. a PID controller that regulates the flow rate using a control valve). However, as the demands on the process industry continued to increase, so did the need for architectures that could
integrate economic optimization to the control effort more effectively, further improve the plant’s performance, and react to changing conditions [128, 71, 138, 28].

It was not until recent years that studies establishing sound stability criteria for a variety of economic MPC formulations began to appear in the literature [43]. One method involved using an infinite horizon in the optimization problem. For instance, Huang et al. [68] established robust stability for a cyclic steady-state by proving input-to-state stability with respect to a bounded disturbance. To do so, the infinite-horizon problem was approximated by using a large, finite-length horizon. In the work of Angeli et al., a finite horizon was used in conjunction with an auxiliary control law that approximated the contribution of the remaining infinitely long tail to the total cost [7]. Similarly, the developments of Mendoza-Serrano and Chmielewski [101] and Omell and Chmielewski [120] applied and verified the concept of breaking the infinite series of predictions into a finite horizon and an infinitely long tail for application to HVAC systems and Integrated Gasification Combined Cycle power generation plants.

Other means of establishing stability in economic MPC architectures involved the use of terminal constraints. In one approach, Ferramosca et al. [46] adopt a point-wise equality constraint for the terminal state of the form $x_p[k] = x_{p+1}[k]$, allowing the predicted open-loop trajectory to converge to a steady-state manifold. This allows the controller to accommodate time-varying factors affecting economic optimality [46]. In the work of Angeli et al. [7], a time-average constraint on the input is included to place an upper bound on the total control effort that can be applied over a defined operating period. Combining this with a terminal equality constraint that sets the terminal state equal with economically optimal steady-state corresponding to the desired average input, they analyzed the formulation’s asymptotic average performance compared to
the optimal steady-state operation [7, 43]. Similarly, Müller et al. constrained the
terminal state to the economically optimal steady-state and incorporated a self-tuning
terminal cost [109]. It was also shown that including a time-varying constraint on the
output ensures the fulfillment of time-average constraints placed on either states or
inputs by Müller et al. [110]. They also establish a dissipativity condition indicative
that a system will asymptotically converge to the economically optimal steady-state
and additional average constraints that can be used to show convergence when the
dissipativity criterion is not met.

A number of other publications are concerned with extending Lyapunov-based MPC
techniques to economic MPC to define sufficient criteria for closed-loop stability. The
works of Heidarinejad et al. [67] and Ellis et al. [44] capitalize on high-gain observers to
create a state-estimation-based Lyapunov technique for economic MPC, accounting for
bounded process and measurement noise via receding-horizon estimations that quickly
converge on the actual system states [44]. In [3], Alanqar et al. define a Lyapunov-based
economic MPC formulation by using a multitude of empirical linear time-invariant
models to expand the state-space over which predictions of a nonlinear system’s be-
havior can be used effectively. Lyapunov-based methods are also used by Chen et al.,
who outline a distributed architecture for economic MPC and establish its stability
[20].

The formulation developed by Grüne abandons the Lyapunov- and terminal constraint-
based approaches that have so far been adopted by the majority to establish the stabil-
ity of economic MPC. These results hold a considerable advantage in that the terminal
region can be expanded to include the entirety of the feasible state-space and that
suitable control Lyapunov functions do not need to be established (an often arduous
endeavor) [54]. Presently, the central disadvantages of such methods stem from the requirement of a suitably long prediction horizon (which increases the problem’s complexity) and the requirement that a number of other controllability requirements be satisfied [54, 43].

The aforementioned publications constitute a broad sampling of the literature dedicated to outlining stability criteria for economic MPC. For a more detailed survey, the reader is referred to the work of Ellis et al. [43] and the references therein.

2.2.4 Distributed Model Predictive Control

As explained in Section 2.1 there are two main approaches to distributed control strategies, namely non-cooperative and cooperative strategies. A number of non-cooperative distributed MPCs (DMPC) have been developed since the early 2000s. For instance, a framework for handling linear state-coupled subsystems is proposed in the work of Jia and Krogh [70]. An algorithm for handling linear systems in discrete-time is outlined in by Camponogara et al. [17] and Keviczky et al. develop a DMPC for application to dynamically decoupled linear subsystems linked through their cost functions and constraints in [80]. Dunbar and Murray describes a scheme for dynamic- and constraint-decoupled systems that couple the global system’s state vector via the cost function in the context of multi-vehicle formation control in [37], with the results extended to dynamically-coupled nonlinear subsystems in the work of Dunbar [36]. The architecture presented by Farina and Scattolini integrates the “tube-based” approach to robust MPC published by Mayne et al. [99] to their DMPC algorithm for linear state-coupled subsystems subjected to bounded disturbances in discrete-time [45]. Note that in general, such non-cooperative approaches can only achieve a Nash equilibrium if the local
control efforts remain selfish [24]. This method is particularly well suited for applications in areas such as multi-vehicle trajectory planning and collision avoidance [24, 37] and competitive markets [38].

For large-scale industrial systems, however, cooperative approaches would be better equipped for achieving maximum performance as a Nash equilibrium may not always represent the best possible solution. In a cooperative setting, the agents of a DMPC algorithm consider their impact on other subsystems through inter-agent communication and work towards minimizing a global cost rather than selecting inputs on the basis of minimizing their respective local costs. Early cooperative DMPC models, the first of which was proposed by Venkat et al. [152], were iterative in nature. This method, refined further by Rawlings and Stewart [130], dealt with linear subsystems subjected to bounded disturbances coupled only through the input and required that each agent has knowledge of the global system dynamics and total cost. Local controllers determined optimal input trajectories by fixing the inputs manipulated by other agents to the last known value, shared their predicted trajectories with one another, and determined a new optimal trajectory based on their weighted sum [130]. If a termination condition was met the inputs were sent to their local subsystems and, if not, the process is repeated. Another iterative DMPC is outlined by Stewart et al. for linear systems in which the closed-loop performance approaches that of the centralized controller’s [141]. These results were extended to nonlinear systems by Stewart et al. [142]. However, the results of the analysis could not demonstrate that the iterative DMPC could recover the performance of the centralized control system [142].

A cooperative DMPC is developed in the work of Liu et al. [91] using Lyapunov techniques for constrained and coupled nonlinear systems, but as with [142], convergence
to the performance of the corresponding centralized controller could not be guaranteed
due to the non-convexity of the nonlinear problem. Later frameworks for linear input-
couple subsystems based on agent negotiation, suggested by Maestre et al. [94, 95],
did not necessitate that local controllers posses full knowledge of the global system’s
dynamics and used communications between the agents to settle on a solution.

Another approach that was adopted for defining DMPC architectures involved
distributing the optimization problem rather than designing individual MPCs for each
local subsystem. This involved a decomposition of the large-scale problem to formulate
a number of smaller ones. For example, Negenborn outlines a number of of augmented
Lagrangian formulations for the optimization problem [115] and Rantzer proposes a
dual decomposition method to relax the couplings between subsystems using Lagrange
multipliers and verifies the construct’s practical stability in [127]. Alternatively, the
methods described in Scheu et al. [134] and Scheu and Marquardt [135] rely on a
gradient-based optimization built around the exchange of sensitivities. A primal-dual
active-set distributed optimization method for DMPC applied to linear systems with
quadratic costs subjected to bounded disturbances was developed by Koehler et al.
[82]. Another approach, based on the method of alternating direction of multipliers is
presented in Wang and Chong [154]. While using a distributed optimization approach
may facilitate the task of establishing the resulting DMPC’s stability, it has been ob-
erved that more iterations may be required at each time step to achieve convergence.
This prompted a number of efforts to develop faster computation algorithms, such as
those described by Necoara et al. [113] and Lawryńczuk [85].

More recently, the work of Gao et al. proposes a cooperative, iterative DMPC for
nonlinear systems with second-order dynamics and guarantees the controller’s stability
by means of properly constructed terminal costs, terminal regions, auxiliary controllers (that approximate the infinite horizon problem) and compatibility constraints that govern consensus between the agents’ proposed solutions. Dutta et al. presents an adaptive DMPC for application to strongly coupled nonlinear systems with potentially time-varying dynamics in [39]. For more details on the multitude of DMPC frameworks that have been developed to date, the reader is referred to Venkat et al. [153] and Christofides et al. [24].

2.3 Extremum-Seeking Control

Model-based control methods display numerous strengths and a large degree of research has been purposed with improving the robustness of these methods with respect to noisy signals, model inaccuracies, and unknown disturbances [147, 83, 133]. However, the performance of model-based control methods remains dependent on the availability of a model and, to a somewhat lesser extent, its accuracy [16, 147]. This intrinsic performance requirement can, at times, manifest itself as a monumental obstacle to overcome as there exists a large number of systems and applications that are either too complex to model or that remain poorly understood. While there are tools available to help cope with such situations – for instance, empirical models built on experimental data can be developed for highly complex or poorly understood systems – their use may not always be feasible for reasons not limited to economic constraints, computational difficulties, and hardware limitations [123, 147, 83].

The need for controllers in applications where the use of model-based control methods proved infeasible sparked a number of efforts to develop and further refine a variety
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of model-free control systems. These efforts gave rise to many powerful frameworks including neural networks, intelligent PID controllers, adaptive and machine learning-based control methods, extremum-seeking control (ESC) and more. Of primary interest to the work developed in the chapters that follow is ESC, a form of optimal control that uses output feedback to guide the system to a steady-state that minimizes (maximizes) a given cost (performance) function – without requiring any knowledge of the system’s dynamics.

The first developments of ESC theory were based on the work of Leblanc [86], which addressed issues related to powering electric train cars. The mechanism he developed inspired the work of Kazakevich, who saw how the concept’s governing principles could be applied to control theory [74, 76, 75, 78, 77]. While there was some scattered work further developing these results in the decades that followed [107, 13, 100], a more sustained interest in ESC did not appear until the turn of the century when Krstić and Wang [84] published a formal definition of the ESC problem along with a complete proof of the controller’s stability. For a more detailed history of ESC, the reader is referred to Tan et al. [145].

2.3.1 The General Extremum-Seeking Problem

Consider the general time-invariant, continuous time, nonlinear system given by

\[
\dot{x} = f(x, u) \quad (2.5)
\]
\[
y = h(x) \quad (2.6)
\]

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), and \( y \in \mathbb{R} \) are the state, input, and output, respectively. The vector field \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is taken to be smooth while the scalar cost
function \( h : \mathbb{R}^n \to \mathbb{R} \) is chosen to be smooth and convex. The primary task of an ESC unit is to guide the system to a steady-state pair \((x^*, u^*)\), i.e. a pair for which \( f (x^*, u^*) = 0 \), where \( \text{argmin} \{ y(x) \} = x^* \). This problem can be re-casted by defining a map \( \pi(u) = x_{s.s.} \), where \( x_{s.s.} \) is the steady-state corresponding to the input \( u \). Using this definition, the steady-state cost can be expressed as

\[
y = h(x_{s.s.}) = h(\pi(u)) = \ell(u) \tag{2.7}
\]

where \( \ell : \mathbb{R}^m \to \mathbb{R} \) is defined as \( \ell \triangleq h \circ \pi \). With a properly constructed optimization problem now posed, a control algorithm can be designed to drive the input \( u \) to one that minimizes the steady-state cost, \( u^* \).

While many variants of ESC have been developed since its first establishment, the majority are built on three main components:

i) an estimation routine that provides the controller with an approximation of the cost’s gradient, \( \frac{\partial \ell}{\partial u} \);

ii) a dither signal that provides the persistency of excitation – a well established requirement for many adaptive control frameworks (see Assumption 3.10 on 51) – required for closed-loop stability;

iii) and a gradient descent (ascent) control law that drives the output to an extremum.

**Perturbation-Based Extremum Seeking**

The ESC proposed by Krstić and Wang [84], colloquially known as *perturbation-based ESC* (PBESC), is shown by the block diagram in Figure 2.4. They begin by selecting a
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### System
\[
\dot{x} = f(x, \theta) \quad y = h(x)
\]

### Dynamics
\[
\theta = \hat{\theta} + A \sin(\omega t)
\]

### Control
\[
K \int \xi(t) \, dt
\]

### Filtering
- **High-Pass Filter**
  - \( \omega_h \)
- **Low-Pass Filter**
  - \( \omega_l \)

#### Figure 2.4: A block diagram of a perturbation-based extremum-seeking controller. Note that \( \omega_h \) and \( \omega_l \) are the cut-off frequencies for the high- and low-pass filters, respectively, \( \omega \) is the frequency of the dither signal, and the junction with a rotated cross represents the multiplication of the incident signals.

---

static, state-feedback control law parameterized by \( \theta \in \mathbb{R}^m \) and introducing a periodic disturbance to the system by means of a dither signal with known frequency \( \omega \in \mathbb{R}_{\geq 0}^m \).

For the controller to be effective, the dither signal frequency must be in a range that provides a time-scale separation between itself and the plant’s dynamics. Next, the system’s output is passed through a high-pass filter to eliminate the signal’s DC bias\(^1\) to produce a sinusoid signal that will either be in or out of phase with the dither signal. Thus, the DC bias of the signals’ product \( \xi \) – extracted by a low-pass filter – becomes a rough estimate of the gradient of an output sensitivity-based update law for \( \theta \). By integrating \( \xi \), \( \theta \) is driven along the gradient of \( h \) towards the optimum value \( \theta^* \) that maximizes (minimizes) the performance (cost) function \[^84\].

Once the proof of ESC’s convergence was published for general nonlinear SISO systems, many more publications pertaining to ESC began to appear. Rotea \[^{132}\]

---

\(^1\)“When discussing periodic functions, the DC bias (a.k.a. DC component or DC offset) refers to the mean value of the waveform.” Taken from: \[^{73}\].
extended Krstić and Wang’s results to the MIMO case and also demonstrated that the technique remained proficient when there was noise in the output signal. Following that, Choi et al. [23] developed an ESC framework for application in the discrete time setting for systems with stable and sufficiently fast dynamics. The work of Ariyur and Krstić [8] extended the application of PBESC to systems with time-varying extrema and, a few years later, developed a *slope-seeking* control architecture through a generalization of the PBESC scheme in [9]. Tan et al. [146] investigated the relationship between tuning parameters and the magnitude of the controller’s stable region of attraction while the work of Chioua et al. [21] clarified the dependence of the optimal solution’s error on the dither signal’s frequency. More recently, a proportional-integral PBESC scheme was proposed by Guay [58] that eliminates the need for time-scale separation, greatly improving the performance of conventional PBESC and demonstrating that the size of the stable region of attraction is proportional to the ratio of the dither signal’s amplitude to the controller’s proportional gain.

**Estimation-Based Extremum Seeking**

The dependence on time-scale separation has long been the primary limitation of ESC schemes, since this often results in slower performance and longer convergence times. Prior to the publication of Guay’s PI-PBESC in 2016, there was therefore a good deal of interest in finding ways to improve ESC’s performance. This prompted the early work of Guay and Zhang [65], who developed an *estimation-based ESC* (EBESC) method capable of estimating the output’s gradient directly using adaptive control methods. This family of ESC was confirmed to provide a better overall performance over PBESC as the gradient estimates were more accurate – the only trade-off being that EBESC
is more difficult to tune [60].

This initial EBESC technique was refined by DeHaan and Guay [31], who integrated the ability for constraint handling to the framework by introducing barrier functions to the cost. In the years that followed, the minimum perturbation required for convergence of the EBESC algorithm was investigated by Adetola and Guay [1]. The convergence of parameter estimates in finite-time, in addition to the robustness of the technique, was also explored in the work of Adetola and Guay [2]. The powerful result developed by Nešić et al. [116] indicated that a functional ESC can be constructed by combining any arbitrary parameter estimation routine with an optimization algorithm. Making increased tuning difficulties associated with EBESC less prominent was the work of Moshksar and Guay [108] which proposed an ESC algorithm that only required one tuning parameter.

In the developments of Moase et al. [104] and Ghaffari et al. [51], an optimization algorithm based on Newton’s method that additionally approximated the output’s Hessian also provided an ESC with increased performance. However, ESC’s reliance on time-scale separation was not eliminated for the first time until the work of Zhang and Ordóñez [159]. Unfortunately, their method utilized a state regulator that required measurements of both the output and states to function correctly. By establishing a PI control law for EBESC applied to control-affine nonlinear systems, Guay and Dochain [62] were capable of removing the need for a time-scale separation without requiring state measurements. After EBESC was extended to the discrete-time setting by Guay [57], the PI version was also formulated for application to control-affine, nonlinear discrete-time systems by Guay and Burns [61].
2.3.2 Distributed Extremum-Seeking Control

ESC is a model-free control framework that relies on output-feedback, making it very well positioned for handling distributed control problems. Since no explicit knowledge of the cost function, the system’s states or its dynamics is needed for the selection of inputs, a cooperative distributed setting would only require information relating to local costs or local inputs to be shared amongst the agents of a MAS.

Early work on the topic of distributed ESC relied primarily on the sharing of local cost information over a suitable communication network, which allowed agents to estimate the system’s average total cost by means of a consensus algorithm (such as those discussed in Section 2.1.2). As the local estimates converge to the true average cost, agents can work collaboratively to drive the total cost to the desired optimum through the use of perturbation-based ESCs. For instance, Li et al. outlined a scheme for application to mobile communication networks and proved the distributed controller’s convergence to the unknown extremum in [89]. Another framework with proven convergence is applied to an optimal resource allocation scenario by Poveda and Quijano [125] and a similar method proposed by Xu and Soh incorporates constraints to the distributed controller in [157]. A distributed ESC for application to the maximization of power generation in wind farms is presented with proven practical stability by Menon and Baras [102] and another developed by Lia et al. in [90] is concerned with the problem of multi-vehicle formation control.

The wind farm problem discussed by Menon and Baras [102] helped spur the initial development of an estimation-based distributed ESC by Ebegbulem, who presented a complete proof of the architecture’s stability and convergence in Ebegbulem [40]. Its
application to the maximization of power generation in wind farms, presented in Ebegbulem [42], saw a significant improvement in the system’s closed-loop performance. Another distributed controller based on estimation-based proportional-integral ESC was developed by Vandermeulen et al. for application to nonlinear control-affine systems with unstable dynamics for the continuous-time case in Guay et al. [56] and for discrete-time settings in Vandermeulen et al. [149]. Of particular interest to Vandermeulen was the problem of high-altitude balloon formation control, who applied the developed distributed ESC to the scenario with great success in Vandermeulen et al. [150, 151] for the continuous- and discrete-time cases, respectively. For a complete and detailed proof of the framework’s convergence and stability, the reader is referred to Vandermeulen [148].

In the work of Ye and Hu [158], a distributed perturbation-based ESC is developed for constrained optimization and its capacities for smart-grid energy consumption control are investigated. In [124], Poveda et al. extends perturbation-based distributed ESC to account for systems with time-varying communication networks. An estimation-based distributed ESC for nonlinear systems with costs based on the input effort rather than the state is proposed by Dougherty and Guay for scenarios in which local costs are communicated between agents in [33]. An architecture for systems with an input-based cost in which the inputs are shared by agents (rather than local costs) over an unknown network is outlined in the work of Ebegbulem [41].

The work of Vandermeulen et al. is of particular interest to the developments in the chapters that follow [149]. The discrete-time distributed ESC they propose will provide the foundation upon which the distributed ESC-based optimizer integrated in the proposed cloud-based MPC algorithm is built.
As stated in Section 2.2.4, no techniques have been developed to date that consider distributing the conventional MPC problem between more than a plant’s physical subsystems. In addition, of the DMPC frameworks that have been established in literature, most are not able to handle highly coupled nonlinear systems and only consider problems involving linear models [24]. While it is still quite useful in many cases to subdivide a plant into subsystems to be controlled by their assigned agents (as depicted in Figure 2.1), decentralizing the decision making process further could lead to even shorter computation times, allow MPC to be implemented in a broader range of applications, reduce the impact of local failures even further, and provide a flexible foundation for the framework to be installed on a cloud server or on other types of distributed computation systems. To accomplish this, each point on the MPC control horizon can be treated as an agent in a MAS. This allows a plant or one of its subsystems to decentralize the task of selecting a large number of optimal inputs to an even greater extent.

In this chapter, the general architecture for a fully distributed, cloud-based model predictive controller (CBMPC) is proposed for n\textsuperscript{th}-order unstable nonlinear systems. The resulting controller is one in which a central optimizer no longer has to solve for
the entire set of inputs making up the control horizon that minimizes the desired objective function. This technique allows a properly configured distributed computation system to consider prediction horizons of an arbitrarily large length without causing a significant increase in computation time. Instead of having a central optimizer to minimize a cost function at each iteration, agents are used to select one input vector each and need only consider the impact of their assigned input on a local estimate of the average total cost (ATC). By sharing local cost information with the network and using the data to continuously update their respective estimates, agents can approximate the impact of their contributions on the global system and select their inputs to cooperatively minimize the total cost – without needing to know it explicitly.

This work is based on the integration of decentralized, time-varying extremum-seeking control methods with conventional nonlinear MPC schemes. The CBMPC architecture outlined in the sections that follow is considered for application to nonlinear, discrete-time systems and establishes a firm foundation for installation on a cloud server. It can be nested in a subsystem-based DMPC framework to decentralize the MPC to the greatest possible extent. In addition, it can be adapted for application to economic MPC formulations.

In Section 3.1, a formal description of the problem is provided. Following that the CBMPC framework is defined in Section 3.2, which outlines the various optimization subroutines and control algorithms used by the controller and how they interact. Then, Section 3.3 describes a flexible method for accommodating constraints without having to make any changes to the previously defined optimization algorithms or control laws. Lastly, Section 3.4 provides a brief summary of the CBMPC algorithm.
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Notation

In the developments that follow, the sampling instant is denoted by $k \in \mathbb{N}_0$ while iterations of any optimization routine carried out at time $k$ is denoted by $[\kappa|k]$, with $\kappa \in \mathbb{N}_0$. The state and input vectors at time $k + i$, predicted at the sampling instant $k$, are formally denoted by $x[k + i|k]$ and $u[k + i|k]$, respectively. For notational convenience, $x[k + i|k]$ is denoted by $x_i[k]$ and $u[k + i|k]$ by $u_i[k]$. The collection of predicted state and input vectors at sampling instant $k$, denoted by $X$ and $U$, respectively, are defined as

$$
X[k] = \{x[k|k], x[k+1|k], \ldots, x[k+p|k]\} \\
= \{x_0[k], x_1[k], \ldots, x_p[k]\} 
$$

(3.1)

$$
U[k] = \{u[k|k], u[k+1|k], \ldots, u[k+p-1|k]\} \\
= \{u_0[k], u_1[k], \ldots, u_{p-1}[k]\} 
$$

(3.2)

Note that $X$ includes the measured state $x_0$. References to individual elements in a collection are indicated by a subscript (e.g. $x_1[k] \leftrightarrow X_2[k]$) while references to a connected set of elements are shown as subscripts separated by a colon. For instance, $U_{2:p}[k]$ denotes the series of elements $\{u_1[k], \ldots, u_{p-1}[k]\}$. Unless stated otherwise $\|\cdot\|$ indicates the Euclidean 2-norm. The weighted inner product of a vector $x \in \mathbb{R}^n$, given by $x^T P x$ where $P \in M_{n \times n}(\mathbb{R})$ denotes a symmetric weighting matrix, is denoted by $\|x\|_P^2$. Changes in a variable from one time step to the next are denoted by $\Delta \cdot [k] = \cdot[k+1] - \cdot[k]$, while $\Delta \cdot [\kappa|k] = \cdot[k+1|k] - \cdot[\kappa|k]$ designates the change in a variable from one step to the next of an optimization routine.
3.1 Problem Description

The proposed architecture for CBMPC is built on two optimization routines. The first solves the standard MPC problem and determines the set of inputs that minimizes an appropriate cost function via a distributed extremum-seeking controller (DESC). A network of \( p \) agents will be used to represent each point on the MPC control horizon; this concept, along with the corresponding input/output pairing assignments, is illustrated in Figure 3.1. The second consists of an independent, terminal extremum-seeking controller (TESC) that supplies the DESC’s terminal agent (representing the last step on the control horizon) with an initial condition to be used at the DESC’s next invocation. This accommodates the intrinsic receding-horizon nature of MPC and ensures that the terminal agent’s optimization trajectory at time \( k + 1 \) is directed towards a solution that decreases the terminal cost further.

3.1.1 Defining Local Objective Functions

CBMPC is considered for application to nonlinear systems with global dynamics described by discrete-time models of the form

\[
x[k + 1] = x[k] + f(x[k], u[k])
\]

where \( k \in \mathbb{N}_0 \) is the sampling instant, \( x \in \mathbb{X} \subseteq \mathbb{R}^n \) is the system’s state and \( u \in \mathbb{U} \subseteq \mathbb{R}^m \) is the input. It is assumed that the vector-valued function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is smooth and that \( \mathbb{X} \) and \( \mathbb{U} \) are both connected and compact. Note that this architecture only considers scenarios with prediction and control horizons of equal length. It must be noted that this design constraint can be relaxed but at the cost of increasing the
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3.1. Problem Description

Each input-state pairing depicted above shows which state on the prediction horizon responds to which input. Each agent manipulates their assigned input to minimize the contribution of its local output, a function of the input-state pair, to the total cost.

To keep the framework as flexible as possible, general design criteria for local cost functions are established and summarized in Definition 3.3. The description of the technique allows any tailored cost appropriate for a given application to be selected at the discretion of the user.

**Definition 3.1 – The Feasible Set of Discrete Input Velocities**

Let the difference between two feasible inputs be given by $\tilde{u} = u_1 - u_2$, with $u_1, u_2 \in U$. Then, the set of all such differences is given by the Minkowski difference $\tilde{U} = U \ominus U$. As $U$ is non-empty, connected and compact, it follows that $\tilde{U}$ is also non-empty, connected and compact. In addition, $\tilde{U}$ is such that $0 \in \tilde{U}$.

**Definition 3.2 – The Steady-State Static Map**

Let $S = \{ (x, u) \in X \times U \mid f(x, u) = 0 \}$ be the steady-state manifold for the nonlinear
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system (3.3). It is assumed that for each \( x \in \mathbb{X} \) there exists a unique input \( u \in \mathbb{U} \) for which the pair \((x, u) \in S\). Thus, each feasible steady-state pair can be represented by a static map \( \pi : \mathbb{U} \rightarrow \mathbb{X} \).

**Definition 3.3 – The General Local Stage Cost**

Let the sets \( \mathbb{X} \), \( \mathbb{U} \), and \( \hat{\mathbb{U}} \) be defined as they are above. Then, the general local stage cost \( \ell \) can be defined as the scalar function

\[
\ell := \begin{cases} \mathbb{X} \times \mathbb{U} \times \hat{\mathbb{U}} \rightarrow \mathbb{R} \\ (x, u, \hat{u}) \mapsto \ell_x(x) + \ell_u(u) + \ell_{\hat{u}}(\hat{u}) + c \end{cases}
\]

where \( c \in \mathbb{R} \) is a bias and

i) \( \ell_x : \mathbb{X} \rightarrow \mathbb{R} \), the state stage cost, is chosen to be strongly convex and of class \( C^2 \);

ii) \( \ell_u : \mathbb{U} \rightarrow \mathbb{R} \), the input stage cost, is a strongly convex function of class \( C^2 \);

iii) \( \ell_{\hat{u}} : \hat{\mathbb{U}} \rightarrow \mathbb{R}_{\geq 0} \), the input velocity stage cost, is a strictly increasing, positive definite function of class \( C^2 \) for which \( \arg\min \{ \ell_{\hat{u}}(\hat{u}) \} = 0 \) is the function’s unique minimizer and \( \ell_{\hat{u}}(0) = 0 \).

While there are many functions that meet the requirements of Definition 3.3, for the sake of simplicity local costs inspired from a typical nonlinear MPC objective function are considered for the remainder of this work. This typical cost function is given by

\[
J[k] = \sum_{i=0}^{p-1} \| x_i[k] - x_{sp} \|^2_Q + \| u_i[k] - u_{sp} \|^2_R + \sum_{i=0}^{p-2} \| u_{i+1}[k] - u_i[k] \|^2_S + \| x_p[k] - x_{sp} \|^2_P
\]

where the subscript “sp” denotes a set point, \( Q \in \mathcal{M}_{n \times n}(\mathbb{R}_{\geq 0}) \), \( R \in \mathcal{M}_{m \times m}(\mathbb{R}_{> 0}) \) and \( S \in \mathcal{M}_{m \times m}(\mathbb{R}_{> 0}) \) are diagonal weighting matrices and the terminal weight matrix \( P \in \mathcal{M}_{n \times n}(\mathbb{R}) \) is symmetric positive-definite and solves the discrete-time algebraic
Riccati equation:

\[ P = A^\top PA - (A^\top PB)(R + B^\top PB)^{-1}(B^\top PA) + Q \quad (3.6) \]

As explained in Section 2.2.2, the term weighted by \( P \) (the terminal cost), is required for closed-loop stability of the MPC controller. The matrices \( A \in \mathcal{M}_{n\times n}(\mathbb{R}) \) and \( B \in \mathcal{M}_{n\times m}(\mathbb{R}) \) above are found by linearizing (3.3) about the desired steady-states to produce a linear time-invariant (LTI) state-space approximation of the dynamics in the form

\[ \Delta x[k] \approx Ax[k] + Bu[k] \quad (3.7) \]

It is desired to express the total MPC cost as a sum of agents’ local costs, as expressed by

\[ J[k] = \sum_{i=1}^{p} y_i[k] \quad (3.8) \]

To facilitate the incorporation of constraints in the resulting controller, the quadratic input error term in (3.5) (\( \| u_i[k] - u_{sp}\|_R^2 \)) is generalized to a convex, scalar function of the input \( \Upsilon : \mathbb{U} \rightarrow \mathbb{R} \). Section 3.3 provides a more detailed explanation for this choice. Thus, the proposed local cost function for the DESC’s agents is given by (3.9).

\[ y_i[k] = y_0[k] + \| x_i[k + 1] - x_{sp}\|_{Q_i}^2 + \| \Delta u_i[k]\|_S^2 + \Upsilon(u_i[k]) \quad (3.9) \]

\[ y_0 = \frac{1}{p} \| x_0[k] - x_{sp}\|_Q^2 \quad (3.10) \]

The bias term \( y_0 \) above stems from the measured state’s contribution to the total cost. With the chosen input/output pairings (see Figure 3.1) the measured state remains unaccounted for and so its contribution is simply distributed evenly between the agents.
Note that agent $p$'s state's contribution corresponds to the terminal cost and requires the terminal weighting matrix $P$. Thus, the state argument in (3.9) is assigned the agent-based weighting matrix $Q_i$, defined here as

\[
Q_i = \begin{cases} 
Q & i \in \{1, \ldots, p - 1\} \\
P & i = p 
\end{cases}
\] (3.11)

### 3.1.2 Generating an Input/Output Model

The goal of the DESC's agents is to take an initial guess for the input, $u_i^0[k]$, and drive it to an optimal input $u_i^*[k]$ using the DESC algorithm. The notation $[\kappa|k]$ will be used to denote iteration $\kappa$ of an optimization routine invoked at sampling instant $k$. The measured initial condition $x_0[k]$ is held constant throughout the DESC computation cycle. Therefore, the optimization dynamics are given by

\[
x_{i+1}[\kappa|k] = x_i[\kappa|k] + f(x_i[\kappa|k], u_i[\kappa|k]) \\
= g_i(x_0[k], u_i[\kappa|k], u_{i-1}[\kappa|k], \ldots, u_0[\kappa|k]) \\
= g_i(x_0[k], U_{0:i}[\kappa|k])
\] (3.12)

\[
y_i[\kappa|k] = y_0[k] + \|x_{i+1}[\kappa|k] - x_{sp}\|_{Q_i}^2 + \|\tilde{u}_i[\kappa|k]\|_{S}^2 + \Upsilon(u_i[\kappa|k])
\] (3.13)

\[
y_i[\kappa|k] = y_0[k] + \|g_i(x_0[k], U_{0:i}[\kappa|k]) - x_{sp}\|_{Q_i}^2 + \|\tilde{u}_i[\kappa|k]\|_{S}^2 + \Upsilon(u_i[\kappa|k])
\] (3.14)

\[
y_i[\kappa|k] = y_0[k] + \|g_i(x_0[k], U_{0:i}[\kappa|k]) - x_{sp}\|_{Q_i}^2 + \|\tilde{u}_i[\kappa|k]\|_{S}^2 + \Upsilon(u_i[\kappa|k])
\] (3.15)

where $\tilde{u}_i[\kappa|k] = u_i[\kappa|k] - u_{i-1}[\kappa|k]$. For the first agent, this difference is $\tilde{u}_0[\kappa|k] = u_0[\kappa|k] - u_0^*[k-1]$ as there are no agents preceding it (where $u_0^*[k-1]$ is the input implemented at the previous sampling instant).

To state the DESC’s objective more formally with respect to the dynamics above,
agents aim to drive their assigned state-input pairs to equilibria \((x^*_i, u^*_i)\) that collectively minimize the total cost \(J[k]\). As the measured initial condition is held constant while the optimization is carried out, the predicted output trajectory will only be actively affected by local inputs and their discrete velocities. Placing (3.15) in general form, we have that

\[
y_i[\kappa|k] = y_0[k] + \|\tilde{u}_i[\kappa|k]\|^2_S + \|g_i(x_0[k], U_{0:i}[\kappa|k]) - x_{sp}\|^2_{Q_i} + \Upsilon(u_i[\kappa|k])
\]

\[
= c + \ell_{\tilde{u}}(\tilde{u}_i[\kappa|k]) + \ell_x(x_{i+1}[\kappa|k]) + \ell_u(u_i[\kappa|k])
\]

Here, the stage costs are chosen to be \(\ell_x(x_{i+1}) \triangleq \|g_i(x_0[k], U_{0:i}[\kappa|k]) - x_{sp}\|^2_{Q_i}\), \(\ell_{\tilde{u}}(\tilde{u}_i) \triangleq \|\tilde{u}_i[\kappa|k]\|^2_S\), and \(\ell_u(u_i) \triangleq \Upsilon(u_i[\kappa|k])\) with the bias \(c = y_0[k]\). Note that these selections for \(\ell_x, \ell_u\) and \(\ell_{\tilde{u}}\) fully comply with the requirements of Definition 3.3.

The control action that drives the predicted inputs to their optimal solutions is based on a gradient descent control law. A model of the local cost dynamics with respect to the input is therefore required. To begin developing a suitable input-output map, certain assumptions are required.

**Assumption 3.4 – Stage Cost Convexity**

*By Definitions 3.2 and 3.3, we have that argmin \(\{\ell_x(x)\} = x^* = \pi(u^*)\). Thus, for all \(u \in U\), we have that for some \(\beta_1 \in \mathbb{R} > 0\)

\[
(u - u^*)^\top \frac{\partial \ell_x(\pi(u))}{\partial u} \Bigg|_u \geq \beta_1 \|u - u^*\|^2
\]

With that, we require that \(\ell_u\) be constructed such that argmin \(\{\ell_u(u)\} = u^*\). Therefore, for all \(u \in U\), we have that for some \(\beta_2 \in \mathbb{R} > 0\).

\[
(u - u^*)^\top \frac{\partial \ell_u(u)}{\partial u} \Bigg|_u \geq \beta_2 \|u - u^*\|^2
\]

40
By the convexity of $\ell_x$ and $\ell_u$, and the definition of $\ell_{\tilde{u}}$, for all $u \in U$ and for some $\beta \in \mathbb{R}_{>0}$, the local steady-state cost is therefore such that

$$(u - u^*)^\top \frac{\partial \ell(x, u, (u - u^*))}{\partial u} \bigg|_{u^*} \geq \beta \|u - u^*\|^2$$

**Assumption 3.5 – Existence of the Local Cost Minimum**

Let $\tilde{U}$ be defined as in Definition 3.1 and let the local stage cost be defined as in Definition 3.3. Letting Assumption 3.4 hold with $x^* = \pi(u^*) \in X$, it is assumed that

i) $\frac{\partial \ell(x, u, (u - u^*))}{\partial u} \bigg|_{u^*} = 0$

ii) $\frac{\partial^2 \ell(x, u, (u - u^*))}{\partial u \partial u^\top} \bigg|_{u} > \alpha I, \forall u \in U$, where $\alpha \in \mathbb{R}_{>0}$

**Assumption 3.6 – Local Boundedness of the Gradient and Hessian**

By the compactness of $\tilde{U}$, we have that there exists some $c \in \mathbb{R}_{\geq 0}$ such that

$$\sup_{\tilde{u} \in \tilde{U}} \{\|\tilde{u}\|\} = \max_{\tilde{u} \in \tilde{U}} \{\|\tilde{u}\|\} = c < \infty$$

It is thus assumed that there exists some $L_0, L_1, L_2 \in \mathbb{R}_{>0}$ for which

i) $\|y_i\| \leq \|\ell(x, u, \tilde{u})\| \leq L_0$

ii) $\left\| \frac{\partial \ell(x, u, \tilde{u})}{\partial u} \right\| \leq L_1$

iii) $\left\| \frac{\partial^2 \ell(x, u, \tilde{u})}{\partial u \partial u^\top} \right\| \leq L_2$

for all $u \in U$, for all $\tilde{u} \in \tilde{U}$, and for all $x \in X$.

Note that if $\ell$ is chosen to be smooth, that the boundedness of its gradient and Hessian follows directly from its definition and Assumption 3.6 is not required. However, the assumption is still included here for completeness in the event that the user
wishes to use a non-smooth selection for $\ell$. Using the definitions above, the local cost dynamics can be written as

$$
\Delta y_i[\kappa|k] = y_i[\kappa + 1|k] - y_i[\kappa|k] = \ell(x_{i+1}[\kappa + 1|k], u_i[\kappa + 1|k], \tilde{u}_i[\kappa + 1|k]) - \ell(x_{i+1}[\kappa|k], u_i[\kappa|k], \tilde{u}_i[\kappa|k])
$$

Using Definition 3.3 to break the local cost into its constituent stage costs yields

$$
\Delta y_i[\kappa|k] = \left( y_0[k] + \ell_x(x_{i+1}[\kappa + 1|k]) + \ell_u(u_i[\kappa + 1|k]) + \ell_{\tilde{u}}(\tilde{u}_i[\kappa + 1|k]) \right) - \left( y_0[k] + \ell_x(x_{i+1}[\kappa|k]) + \ell_u(u_i[\kappa|k]) + \ell_{\tilde{u}}(\tilde{u}_i[\kappa|k]) \right)
$$

Next, substituting in (3.13) produces

$$
\Delta y_i[\kappa|k] = \ell_x(g_i(x_0[k], U_{0:i}[\kappa + 1|k])) - \ell_x(g_i(x_0[k], U_{0:i}[\kappa|k])) + \ell_u(u_i[\kappa + 1|k]) - \ell_u(u_i[\kappa|k]) + \ell_{\tilde{u}}(\tilde{u}_i[\kappa + 1|k]) - \ell_{\tilde{u}}(\tilde{u}_i[\kappa|k])
$$

If agents are to select solutions that collectively minimize the total cost, the optimization problem cannot be based on the direct minimization of local costs. In this case, the best possible outcome would have agents settle on a Nash Equilibrium. While this constitutes the best possible solution in certain restricted communication scenarios, it is not the most optimal result for this application. Since explicit knowledge of the total cost may not be available to all agents, they can gauge optimality based on local estimates of the average total cost (ATC). For the local cost definition provided above, the dynamics of the ATC as seen by one agent can be described as

$$
\frac{1}{p} \Delta J[\kappa|k] = \frac{1}{p} J[\kappa + 1|k] - \frac{1}{p} J[\kappa|k] = \frac{1}{p} \sum_{i=1}^{p} y_i[\kappa + 1|k] - y_i[\kappa|k] = \frac{1}{p} \sum_{i=1}^{p} \Delta y_i[\kappa|k]
$$

42
\[
\Delta \ell (\tilde{\mathbf{u}}_i) = \left( \Delta \tilde{\mathbf{u}}_i \right) \left[ \frac{\partial \ell_\alpha ((1 - \delta) \mathbf{u}_i[k|k] + \delta \tilde{\mathbf{u}}_i[k+1|k])}{\partial \tilde{\mathbf{u}}_i} \right] d\delta \\
= \left( \Delta \mathbf{u}_i[k|k] - \Delta \mathbf{u}_{i-1}[k|k] \right) \left[ \frac{\partial \ell_\alpha ((1 - \delta) \mathbf{u}_i[k|k] + \delta \tilde{\mathbf{u}}_i[k+1|k])}{\partial \tilde{\mathbf{u}}_i} \right] d\delta
\]

Next, consider the change in the state stage cost given by

\[
\Delta \ell_x (\mathbf{x}_{i+1}) = \ell_x (\mathbf{g}_i (\mathbf{x}_0[k], \mathbf{U}_{0:i}[\kappa+1|k])) - \ell_x (\mathbf{g}_i (\mathbf{x}_0[k], \mathbf{U}_{0:i}[\kappa|k]))
\]

\[
= \frac{1}{p} \sum_{j \neq i} \Delta \mathbf{y}_j[k|k] + \frac{1}{p} \left( \ell_x (\mathbf{g}_i (\mathbf{x}_0[k], \mathbf{U}_{0:i}[\kappa+1|k])) + \ell_u (\mathbf{u}_i[\kappa+1|k]) \right) \\
\quad + \ell_\alpha (\mathbf{u}_i[\kappa+1|k]) - \ell_x (\mathbf{g}_i (\mathbf{x}_0[k], \mathbf{U}_{0:i}[\kappa|k])) - \ell_u (\mathbf{u}_i[\kappa|k]) - \ell_\alpha (\mathbf{u}_i[\kappa|k])
\]

Recalling that \( \tilde{\mathbf{u}}_i = \mathbf{u}_i - \mathbf{u}_{i-1} \), we have that

\[
\Delta \mathbf{u}_i = (\mathbf{u}_i[\kappa+1|k] - \mathbf{u}_{i-1}[\kappa+1|k]) - (\mathbf{u}_i[\kappa|k] - \mathbf{u}_{i-1}[\kappa|k])
\]

\[
= \left( \mathbf{u}_i[\kappa+1|k] - \mathbf{u}_i[\kappa|k] \right) - \left( \mathbf{u}_{i-1}[\kappa+1|k] - \mathbf{u}_{i-1}[\kappa|k] \right)
\]

\[
= \Delta \mathbf{u}_i[k|k] - \Delta \mathbf{u}_{i-1}[\kappa|k]
\]

Hence, the change in the input velocity stage cost can be expressed as

\[
\Delta \ell (\tilde{\mathbf{u}}_i) = \left( \Delta \tilde{\mathbf{u}}_i \right) \left[ \frac{\partial \ell_\alpha ((1 - \delta) \mathbf{u}_i[k|k] + \delta \tilde{\mathbf{u}}_i[k+1|k])}{\partial \tilde{\mathbf{u}}_i} \right] d\delta
\]

Lastly, the change in the input stage cost can be expressed as

\[
\Delta \ell_u (\mathbf{u}_i) = \Delta \mathbf{u}_i^T[k|k] \int_0^1 \frac{\partial \ell_u ((1 - \delta) \mathbf{u}_i[k|k] + \delta \tilde{\mathbf{u}}_i[k+1|k])}{\partial \tilde{\mathbf{u}}_i} d\delta
\]
Combining all these expressions together allows the locally observed change in the ATC to be written as

\[
\frac{1}{p} \Delta J[k|k] = \frac{1}{p} \left( \sum_{j \neq i} \Delta y_j[k|k] - \Delta u^\top_{i-1}[k|k] \int_0^1 \frac{\partial \ell_u((1 - \delta) \tilde{u}_i[k|k] + \delta \tilde{u}_i[k + 1|k])}{\partial \tilde{u}_i} d\delta \right. \\
+ \sum_{j=0}^{i-1} \Delta u^\top_j[k|k] \int_0^1 \frac{\partial \ell_x(g_i(x_0[k], (1 - \delta) U_{0;[i]}[k|k] + \delta U_{0;[i]}[k + 1|k]))}{\partial u_j} d\delta \\
+ \Delta u^\top_i[k|k] \int_0^1 \frac{\partial \ell_u((1 - \delta) u_i[k|k] + \delta u_i[k + 1|k])}{\partial u_i} d\delta \\
+ \int_0^1 \frac{\partial \ell_u((1 - \delta) u_i[k|k] + \delta u_i[k + 1|k])}{\partial u_i} d\delta \bigg) \\
\]

As a result, a local drift parameter \( \theta^0_i[k|k] \) can be defined as

\[
\theta^0_i[k|k] = \frac{1}{p} \left( \sum_{j \neq i} \Delta y_j[k|k] - \Delta u^\top_{i-1}[k|k] \int_0^1 \frac{\partial \ell_u((1 - \delta) \tilde{u}_i[k|k] + \delta \tilde{u}_i[k + 1|k])}{\partial \tilde{u}_i} d\delta \right. \\
+ \sum_{j=0}^{i-1} \Delta u^\top_j[k|k] \int_0^1 \frac{\partial \ell_x(g_i(x_0[k], (1 - \delta) U_{0;[i]}[k|k] + \delta U_{0;[i]}[k + 1|k]))}{\partial u_j} d\delta \\
+ \Delta u^\top_i[k|k] \int_0^1 \frac{\partial \ell_u((1 - \delta) u_i[k|k] + \delta u_i[k + 1|k])}{\partial u_i} d\delta \\
+ \int_0^1 \frac{\partial \ell_u((1 - \delta) u_i[k|k] + \delta u_i[k + 1|k])}{\partial u_i} d\delta \bigg) \\
\] (3.16)

while the gradient of the locally observed ATC with respect agent \( i \)'s input is given by

\[
\theta^1_i[k|k] = \frac{1}{p} \left( \int_0^1 \frac{\partial \ell_x(g_i(x_0[k], (1 - \delta) U_{0;[i]}[k|k] + \delta U_{0;[i]}[k + 1|k]))}{\partial u_i} d\delta \\
+ \int_0^1 \frac{\partial \ell_u((1 - \delta) u_i[k|k] + \delta u_i[k + 1|k])}{\partial u_i} d\delta \bigg) \\
+ \int_0^1 \frac{\partial \ell_u((1 - \delta) \tilde{u}_i[k|k] + \delta \tilde{u}_i[k + 1|k])}{\partial \tilde{u}_i} d\delta \bigg) \\
\] (3.17)
Substituting these parameters into the expression for the change in the ATC provides

\[
\frac{1}{p} \Delta J[k | \kappa] = \theta_i^0[k | \kappa] + \theta_i^1[\kappa | k] \Delta u_i[k | \kappa]
\]

\[= \theta_i^1[\kappa | k] \phi_i[k | \kappa] \tag{3.18}
\]

where \( \theta_i[\kappa | k] = [\theta_i^0[\kappa | k], \theta_i^1[\kappa | k]]^\top \) and \( \phi_i[k | \kappa] = [1, \Delta u_i[k | \kappa]]^\top \).

The parameterization (3.18) is exact and expresses the ATC’s dynamics with respect to agent \( i \)'s input only. This parametrization is considered in the development of an estimation strategy that allows each agent to estimate \( \theta_i \) based on local estimates of the ATC. By the continuity of \( \ell(x, u, \tilde{u}) \), the boundedness of its gradient and Hessian over its domain (Assumption 3.6), and the definition of \( \theta_i \), it follows that

\[ ||\Delta \theta_i[\kappa]|| \leq L_2 ||\Delta u_i[k + 1]|| + L_2 ||\Delta u_i[\kappa]|| \quad \forall \ i \in \{1, \ldots, p\} \]

This argument provides a basis for the following assumption, which is required for the control algorithm to be stable [59].

**Assumption 3.7 – Boundedness of the Input Signal**

The input signal \( u_i[\kappa | k] \) is such that

\[ u_i[\kappa | k] \in U \quad \forall \ \kappa \geq 0, \ \forall \ k \geq 0 \]

for each agent \( i \in \{1, \ldots, p\} \).

### 3.2 The CBMPC Algorithm

The general algorithm employed in this study is summarized in Figure 3.2. At time \( k \), the current state of the system, \( x_0[k] \), is measured and its contribution to the total
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Figure 3.2: General flow diagram for the CBMPC architecture.

cost is determined. The local cost bias \( y_0[k] \) that is communicated to each agent is determined by (3.10). Agents then invoke the DESC, outlined in Section 3.2.1, to drive the elements of an initial collection of inputs, denoted by \( U^0[k] \), towards one that further minimizes the agents’ estimates of the ATC, \( \hat{J} \in \mathbb{R}^p \). The routine runs for a total of \( \kappa_D \) iterations (or until a suitable termination condition is met), producing an adjusted collection of inputs, denoted by \( U^*[k] \), whose first element, \( u_0^*[k] \), is sent to the plant. Before beginning this cycle again, the initial input collection must be updated, providing \( U^0[k+1] \). This update is assisted by the TESC, which is tasked with selecting an input that minimizes the terminal cost at time \( k + p + 1 \) (predicted at step \( k \)). The update process for \( U \) is described in detail in Section 3.2.2.

3.2.1 The DESC Optimization Routine

The DESC method used to select inputs is primarily based on the work of Vandermeulen et al. [149]. The routine has three components: a dynamic average consensus
algorithm that handles the agent’s estimates of the ATC, a parameter estimation routine that allows agents to estimate the parameters $\theta_i$ defined by (3.18), and a gradient-descent control law that tunes the inputs toward their optimal values. The block diagram in Figure 3.3 outlines the algorithm utilized by the DESC.

Dynamic Average Consensus

Since agents do not have an accurate knowledge of the total cost, a dynamic average consensus (DAC) algorithm provides agents with local estimates of the ATC to be minimized. As explained in Section 2.1.2, the DACA updates these estimates using local cost information shared over a suitable communication network and drives the estimates to a consensus that converges to the true ATC. The DACA employed by the CBMPC framework is provided by Kia et al. [81], where the ATC’s dynamics are given.
by
\[
\begin{bmatrix}
\Delta \hat{J}[\kappa|k] \\
\Delta \rho[\kappa|k]
\end{bmatrix} = \Delta t \beta \begin{bmatrix}
-\beta_P \mathbf{I} - \beta \mathbf{L} & -\mathbf{I} \\
\mathbf{0} & \beta_P \beta_i \mathbf{L}
\end{bmatrix} \begin{bmatrix}
\hat{J}[\kappa|k] \\
\rho[\kappa|k]
\end{bmatrix} + \Delta t \beta \begin{bmatrix}
\mathbf{I} \\
\mathbf{0}
\end{bmatrix} \begin{bmatrix}
\mathbf{y}[\kappa|k] \\
\mathbf{0}
\end{bmatrix} + \Delta \mathbf{y}[\kappa - 1|k]
\]
(3.19)

where \( \mathbf{L} \) is the selected network’s Laplacian matrix, \( \beta_P, \beta_i \in \mathbb{R}_{>0} \) are tuning parameters, \( \Delta t \) is the optimizer’s update period, \( \mathbf{\rho} \in \mathbb{R}^p \) is a vector of integrator variables and \( \mathbf{y} \in \mathbb{R}^p \) is a vector of the local costs. Following the recommendation of Vandermeulen et al. [149] the tuning parameters are set to \( \beta_P = \Delta t^{-1} \) and \( \beta_i = (\Delta t \max(\deg(\mathbf{L})))^{-1} \) as these values help improve the algorithm’s performance in the distributed extremum-seeking controller. As explained in the work of Kia et al., the network’s Laplacian must comply with Assumption 3.8 for (3.19) to converge.

Assumption 3.8 – Network Properties

The network is structured such that its graph is connected and undirected. Letting the eigenvalues of \( \mathbf{L} \) be denoted as \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_p \), as a consequence of connectedness we have that \( \lambda_2 \neq 0 \). In addition, by the definition of an undirected graph, the Laplacian will be such that \( \mathbf{L} = \mathbf{L}^\top \).

Further considerations are required to ensure suitable performance of the algorithm. For one, the first agent’s input will have an impact on the local costs of every other agent. In addition, the terminal agent’s state is weighted more heavily by \( \mathbf{P} \) in its local cost. This could cause agent \( p \)'s local cost to have a more significant impact on the ATC. This makes the ability to propagate local cost information through the network quickly desirable for agents 1 and \( p \). Therefore, a network structured such
that each agent communicates with its immediate neighbor, with the first agent additionally communicating with all odd-numbered agents and the terminal agent also communicating with all even-numbered agents, is recommended. An example of this setup, valid for \textit{even} numbers of total agents, is depicted in Figure 3.4.

**Time-Varying Parameter Estimation**

To estimate the gradient of the cost, agents will employ a RLS algorithm provided by Guay and Dochain [63] and Guay [57]. The estimation routine is defined by the following:

\[
\begin{align*}
e_i[\kappa|k] &= \Delta \hat{J}_i[\kappa|k] - \Delta \hat{y}_i[\kappa|k] \quad (3.20) \\
\Delta \hat{y}_i[\kappa|k] &= \hat{\theta}_i^\top[\kappa|k] \phi_i[\kappa|k] \quad (3.21) \\
\Sigma_i[\kappa + 1|k] &= \alpha \Sigma_i[\kappa|k] + \phi_i[\kappa|k] \phi_i^\top[\kappa|k] + \alpha_s I \quad \Sigma_i[0|k] = \sigma_0 I \quad (3.22) \\
\hat{\theta}_i[\kappa|k] &= \hat{\theta}_i[\kappa|k] + \frac{\Sigma_i^{-1}[\kappa|k] \phi_i[\kappa|k] e_i[\kappa|k]}{\alpha + \phi_i^\top[\kappa|k] \Sigma_i^{-1}[\kappa|k] \phi_i[\kappa|k]} \quad (3.23) \\
\hat{\theta}_i[\kappa + 1|k] &= \text{Proj}_{\gamma_0} \{\hat{\theta}_i[\kappa|k]\} \quad \hat{\theta}_i[0|k] = \theta_0 I \quad (3.24)
\end{align*}
\]

where \(e_i\) is the local output prediction error, \(\alpha \in (0, 1)\) is the forgetting factor for the local covariance matrix \(\Sigma_i\), \(\alpha_s \in \mathbb{R}_{>0}\) is a filter parameter (typically < 1), and \(\hat{\theta}_i\) is
the local estimate of $\theta_i$. Note that the covariance matrix and vector of parameter estimates are initialized at $\Sigma_i[0|k] = \sigma_0 I$, where $\sigma_0 \in \mathbb{R}_{\geq 0}$, and $\hat{\theta}_i[0|k] = \theta_0 1$, where $\theta_0 \in \mathbb{R}$, respectively. $\hat{\theta}_i$ denotes the update of the estimate $\hat{\theta}_i$ before the latter is projected onto a ball of radius $\gamma_\theta \in \mathbb{R}_{>0}$ by the orthogonal projection operator $\text{Proj}$ – which guarantees that $\hat{\theta}_i$ does not escape its uncertainty set by enforcing an upper bound on $\|\hat{\theta}_i\|$.

Any projection algorithm can be used so long as it meets the criteria outlined by Goodwin and Sin [53]. Namely, it must be constructed such that:

i) $\hat{\theta}_i[\kappa + 1] \in \Theta^0$, $\forall \kappa \geq 0$

ii) $\bar{\theta}_i^\top[\kappa + 1] \Sigma_i[\kappa + 1] \bar{\theta}_i[\kappa + 1] \leq \bar{\theta}_i^\top[\kappa + 1] \Sigma_i[\kappa + 1] \bar{\theta}_i[\kappa + 1]$

where $\Theta^0 = B_{\gamma_\theta}$ is a ball of radius $\gamma_\theta$, $\bar{\theta}_i = \hat{\theta}_i - \theta_i$, and $\tilde{\theta}_i = \theta_i - \theta_i$. The recommended projection algorithm is supplied by the work of Guay et al. [59]:

**Definition 3.9 – Orthogonal Lipschitz Projection**

Let $\Sigma_{\text{Ch}} = \text{Chol} \{ \Sigma_i[\kappa + 1] \}$ denote the Cholesky factor of $\Sigma_i[\kappa + 1]$. If $\|\bar{\theta}_i[\kappa + 1]\| \geq \gamma_\theta$, perform the following:

- If $\|\bar{\theta}_i[\kappa + 1]\| \geq \gamma_\theta$, perform the following:

  i) Letting $\vartheta = \frac{\gamma_\theta}{\|\bar{\theta}_i[\kappa + 1]\|} \bar{\theta}_i[\kappa + 1]$ and $z_\vartheta = \sqrt{\vartheta^\top \Sigma_i[\kappa + 1] \vartheta}$

  ii) define $\varphi = \frac{z_\vartheta}{\|\varphi\|} \varphi$, where $\varphi = \Sigma_{\text{Ch}} \bar{\theta}_i[\kappa + 1]$;

  iii) and then $\hat{\theta}_i[\kappa + 1] = \Sigma_{\text{Ch}}^{-1} \varphi$.

- Otherwise $\hat{\theta}_i[\kappa + 1] = \bar{\theta}_i[\kappa + 1]$. 
For the parameter estimation routine to converge, Assumption 3.10 must be met. This requirement, known as a persistence of excitation (PE) condition, is prevalent in the fields of adaptive control theory and system identification. Detailed discussions of this assumption can be found in the works of Goodwin and Sin [53] and Ljung [92]. As stated in Section 2.3.1, a dither signal is used to meet this criterion in EBESC systems.

**Assumption 3.10 – Persistence of Excitation**

The input signals are such that there exist constants $T \in \mathbb{Z}_{>0}$ and $\gamma^-_\phi, \gamma^+_\phi \in \mathbb{R}_{>0}$ for which the following is true:

$$
\gamma^-_\phi I < \frac{1}{T} \left[ \sum_{j=\kappa}^{\kappa+T-1} \phi_i[j|k] \phi_i^\top[j|k] \right] < \gamma^+_\phi I
$$

**Control Law Design**

The control law used for the DESC will be a general gradient-descent controller (see [63, 59]) given by

$$
u_i[\kappa + 1|k] = \nu_i[\kappa|k] - k_g \hat{\theta}_i[\kappa|k] + d_i[\kappa|k]
$$

where $k_g \in \mathbb{R}_{>0}$ is the proportional gain and $d_i \in \mathbb{R}^m$ is a bounded dither signal that ensures the criteria of Assumption 3.10 are met. As explained by Ljung [92] and Goodwin and Sin [53], the dither signal must be such that $\|d_i[\kappa]\| \leq \gamma_d$, where $\gamma_d \in \mathbb{R}_{>0}$, $\forall \kappa \geq 0$. When coupled with the upper bound on $\hat{\theta}_i$, this ensures that the discrete input velocity remains bounded, i.e. that $\|\Delta \nu_i[\kappa]\| \leq k_g \gamma_\theta + \gamma_d$. These requirements are easily met by a sinusoidal that can take either of the following forms:

$$
d_i[\kappa|k] = D \sin(\omega_1 \kappa) \quad \text{or} \quad d_i[\kappa|k] = D \sin(\nu_1)
$$
where \( D = \gamma_d \in \mathbb{R}_{>0} \) is the amplitude of the dither signal, \( \nu_i \in \mathbb{R}^m \) is a vector of i.i.d. random variables with mean 0 and variance \( \sigma^2_d \), and \( \omega_i \in \mathbb{R}^m \) is a vector of dither signal frequencies that meet the selection criteria outlined in Remark 3.11.

**Remark 3.11 – Dither Signal Frequency Selection**

If one chooses to use non-stochastic dithers, each \( \omega_i \) must be chosen with care. Letting \( \Omega = [\omega_1^\top, \ldots, \omega_p^\top] \), where \( p \) is the number of agents in the network (\( p = 1 \) in the centralized case), the frequencies must be such that:

1. \( \Omega_i \neq \Omega_j + \Omega_k \) for all \( i, j, k \)
2. \( \Omega_i \neq \beta \Omega_j \), for all \( i, j \) and all \( \beta \in \mathbb{Q} \)

The frequencies must also be in a range that avoids signal aliasing with respect to the optimizer’s update period \( \Delta t_d \).

### 3.2.2 Shifting the Prediction and Control Horizons

Once the DESC completes its task, producing \( U^*[k] \), the first agent’s input (\( U^*_1[k] \)) is sent to the plant. At the next sampling instant the state is measured to provide the DESC with its new initial condition.

To shift the control horizon each agent communicates its optimized input to the preceding agent, which is used as the initial input condition at the following time step. The terminal agent’s initial input is supplied by the TESC, which selects an input vector that guarantees a reduction in the terminal cost. This process for shifting the control horizon (which corresponds to steps 4, 5 and 6 in Figure 3.2) is illustrated by the diagram in Figure 3.5 and formally defined by

\[
U^0[k + 1] = \{ U^*_{2:p}[k], u^*_T[k] \} 
\] (3.26)
where $u_T^*$ is the input vector generated by the TESC.

Lastly, the DAC algorithm’s integrator variables must be reset at each sampling instant so that proper integral action is applied for the run. Thus, at each sampling instant the consensus algorithm is initialized as per

$$
\begin{bmatrix}
\hat{J}[0|k] \\
\rho[0|k]
\end{bmatrix} =
\begin{bmatrix}
y[0|k] \\
0
\end{bmatrix}
$$

(3.27)

**The TESC Optimization Routine**

The TESC operates under the same general guidelines as the DESC. It is an independent controller that is not required to communicate with other agents and its only purpose is to minimize its associated cost, $y_T$. To do so it uses the same RLS parameter estimation routine (3.20) to (3.24) and gradient-descent control law (3.25) as the DESC, but discards the DAC algorithm. The TESC’s optimization dynamics are
similar to those of the DESC’s agents in that it holds its initial state static at $x_p^*[k]$.

Contrary to the local costs of the DESC’s agents, however, the TESC is solely tasked with ensuring that the terminal cost decreases. Therefore, the TESC’s cost is a function of the terminal state at time $k + p + 1$ and does not penalize the input—unless a term is included to enforce input constraints. Excluding a direct input penalty allows the TESC to select inputs of larger magnitude if they are required to reduce the terminal cost. This produces the optimization dynamics and output given by

\[
x_T[\kappa + 1|k] = x_p^*[k] + f \left( x_p^*[k], u_T[\kappa|k] \right) \quad (3.28)
\]

\[
y_T[\kappa|k] = \| x_T^+[\kappa + 1|k] - x_sp \|^2_P + \Upsilon_T (u_T[\kappa|k]) \\
= \ell_T \left( x_p^*[k], u_T[\kappa|k] \right) \quad (3.29)
\]

where $\Upsilon_T (u_T)$ is an optional input penalty term for enforcing input constraints.

The predicted change in the TESC’s cost can be parameterized similarly as with the DESC. There are no contributions from other agents or terms dependent on another agent’s input that need to be considered, eliminating the need to consider drift. Hence, the parameterization of the TESC’s output dynamics is given by

\[
\Delta y_T[\kappa|k] = y_T[\kappa + 1|k] - y_T[\kappa|k] \\
= \ell_T \left( x_p^*[k], u_T[\kappa + 1|k] \right) - \ell_T \left( x_p^*[k], u_T[\kappa|k] \right) \\
= \int_0^1 \frac{\partial \ell_T \left( x_p^*[k], \delta u_T[\kappa + 1|k] + (1 - \delta) u_T[\kappa + 1|k] \right)}{\partial u} d\delta \Delta u_T[\kappa|k] \\
= \theta_T^T[\kappa|k] \phi_T[\kappa|k]
\]

where $\phi_T[\kappa|k] = \Delta u_T[\kappa|k]$.

The parameter estimation routine remains unchanged, except the predicted output
error is with respect to the TESC’s true cost and not an estimate of the ATC:

\[ e_T[\kappa] = \Delta y_T[\kappa] - \Delta \hat{y}_T[\kappa] \quad (3.31) \]

The TESC’s control law is given by (3.32) and is subject to the same assumptions as (3.25) and its dither signal must also meet the conditions listed in Remark 3.11. The TESC runs for a total of \( \kappa_T \) iterations or until a suitably developed termination condition is met.

\[ u_T[\kappa + 1] = u_T[\kappa] - k_T^T \theta_T[\kappa] + d_T[\kappa] \quad (3.32) \]

### 3.2.3 A Note on Time-Scale Separation

As a result of the DESC and TESC holding their initial conditions static, they do not necessarily require time-scale separation to function correctly. Recall, however, that the DESC begins its optimization with initial estimates of the ATC equal to that agent’s local cost and that, if the parameter estimation routine is to be successful, that the consensus algorithm must converge to the true ATC quickly. Introducing time-scale separation to the DESC’s parameter estimation routine and control law allows the consensus algorithm to converge to the true ATC before any significant adjustments are made to the agents’ inputs. Thus, even if it is not explicitly required for the parameter estimation routine to converge, the introduction of a time-scale separation can improve the overall performance of the CBMPC architecture.

Incorporating time-scale separation to the estimation routine and control law assumes that the DACA operates at a faster time-scale \( \varepsilon \Delta t_D \), where \( \varepsilon \in (0, 1) \). The optimizer and control law, however, operate at the slower time scale \( \Delta t_D \). To accommodate this, the rates of change of \( \Sigma_i, \hat{\theta}_i \) and \( u_i \) must be scaled by \( \varepsilon \). Thus, with
time-scale separation (3.22), (3.23) and (3.25) become:

\[
\Sigma_i[\kappa + 1|k] = a \Sigma_i[\kappa|k] + \varepsilon \phi_i[\kappa|k] \phi_i^T[\kappa|k] + \varepsilon \alpha_s I \tag{3.33}
\]

\[
\theta_i[\kappa + 1|k] = \tilde{\theta}_i[\kappa|k] + \frac{\varepsilon \Sigma_i^{-1}[\kappa|k] \phi_i[\kappa|k] \varepsilon_i[\kappa|k]}{\alpha + \phi_i^T[\kappa|k] \Sigma_i^{-1}[\kappa|k] \phi_i[\kappa|k]} \tag{3.34}
\]

\[
u_i[\kappa + 1|k] = \nu_i[\kappa|k] - \varepsilon k_\theta \tilde{\theta}_i^1[\kappa|k] + \varepsilon d_i[\kappa|k] \tag{3.35}
\]

where \(a = (1 + \varepsilon (\alpha - 1))\).

### 3.3 Constraint Handling

One of the strengths of MPC is the ability to incorporate process constraints in the closed-loop system [16, 129]. When considering CBMPC, the ability to consider constraints without making many changes to the ESC optimizers (if any) would be highly desirable. For this reason, interior point methods (also known as barrier methods) are used to enforce constraints in the overall architecture.

Interior point methods were popularized in the mid 1990s when renewed research developed the techniques further, leading to convergence times that were more competitive than alternative methods at the time (especially with large-scale problems) [156, 117]. To implement them in CBMPC, one adds terms known as barrier functions to the cost that penalize violations of the constraints.

It is for this reason that the quadratic term penalizing the input in (3.5) is generalized to the function \(\Upsilon(\nu_i)\) in (3.9). A quadratic input penalty dependent on the knowledge of \(\nu_{sp}\) can limit the performance of an MPC-based controller as any inaccuracies in the prediction model or any unknown disturbances affecting the system would
change the steady-state input values corresponding to the desired set-point. Consequently, such penalties would likely hinder the controller’s performance. However, these scenarios have a considerably smaller impact on performance if barrier functions are used instead of a quadratic penalties (even if they were parameterized by $u_{sp}$ as well), as their contributions are only significant when the constraint boundaries are approached.

### 3.3.1 Logarithmic Barrier Functions

Barrier functions are typically logarithmic in nature as logarithms inherently meet the general criteria for barrier function behavior by decaying quickly as the argument moves away from a “barrier” in the form of a vertical asymptote. While more recent approaches to barrier methods require that slackness be considered by the optimization algorithm via the dual problem [117], earlier approaches known as the *primal log-barrier method* are known to be more easily implementable [47, 117]. They do require some additional assumptions regarding the feasibility of the argument ([47]) that are discussed in more detail in Section 3.3.2. The general form of a barrier function used by this method is given by

$$
\Phi(z) = \sum_{j=1}^{m_c} -\mu_j \log(\xi_j(z))
$$

where $z \in \mathbb{R}^{m_c}$ is the vector of constrained variables, $\mu \in \mathbb{R}_{>0}^{m_c}$ is a vector of weight parameters and the vector field $\xi : \mathbb{R}^{m_c} \to \mathbb{R}_{\geq 0}^{m_c}$ is a constraint function satisfying $\xi(z) \geq 0$. The upper bound on a variable $z_j$ is denoted by $b_j^+$ while the lower bound is denoted by $b_j^-$. Before selecting a definition for $\xi$, we consider the following conditions:

1) it is desirable to keep the definition flexible by parameterizing the mapping with
Figure 3.6: The plots above aim to demonstrate why care must be taken when selecting a barrier function for a variable that is asymmetrically bounded about its approximate set point. In this case, $z_{sp,j} = 0$, $b_j^+ = 5$ and $b_j^- = -2$. The plot on the left depicts how a lack asymmetric scaling can lead to a disproportionate response. If one wished to stabilize $z_j$ at 0, a small deviation to the left would produce a much larger kick than an equal deviation to the right. The plot on the right demonstrates how growth of the barrier function is normalized in (3.38).

... respect to the constrained variable $z_j$’s approximate set point and desired upper and lower bounds

ii) the upper and lower bounds for a variable $z_j$ may not be symmetrically centered about its approximate set point, $z_{sp,j}$. Care must be taken to ensure that deviations of similar size above or below $z_{sp,j}$ do not generate significantly disproportionate responses (see Figure 3.6 for an example of this phenomenon)

One possible option for $\xi$ that accounts for *symmetrically* bounded (i.e. $|b_j^- - z_{sp,j}| = |b_j^+ - z_{sp,j}|$) and *asymmetrically* bounded (i.e. $|b_j^- - z_{sp,j}| \neq |b_j^+ - z_{sp,j}|$) variables is provided in Definition 3.12. For a much more flexible definition of mean-centered logarithmic barrier functions, the reader is directed to the work of DeHaan [30]. DeHaan’s developments allow a significantly larger family of functions to be used and can provide...
greater control of the enforcement of constraints for tailored applications.

**Definition 3.12 – A General Barrier Function for Constrained Variables**

Let the vector of constrained variables be given by $z \in \mathbb{R}^{m_c}$ where $m_c$ is the total number of constrained variables. Then, the overall barrier function is given by

$$
\Phi(z) = \sum_{j=1}^{m_c} \Phi_j(z_j)
$$

$$
= \sum_{j=1}^{m_c} -\mu_j \log(\xi_j(z_j))
$$

where the map $\xi_j$ is defined as

$$
\xi_j(z_j) = \begin{cases} 
1 - \left( \frac{z_j - z_{sp,j}}{|b_j^+ - z_{sp,j}|} \right)^2 \frac{|b_j^+ - z_{sp,j}|}{|b_j^- - z_{sp,j}|} & \forall z_j \geq z_{sp,j} \\
1 - \left( \frac{z_j - z_{sp,j}}{|b_j^- - z_{sp,j}|} \right)^2 \frac{|b_j^- - z_{sp,j}|}{|b_j^+ - z_{sp,j}|} & \forall z_j < z_{sp,j}
\end{cases}
$$

Note that when $z_j$ is symmetrically bounded, (3.38) reduces to

$$
\xi_j^s(z_j^s) = 1 - \left( \frac{z_j^s - z_{sp,j}^s}{|b_j - z_{sp,j}^s|} \right)^2
$$

While barrier functions are introduced to consider input constraints and discussed as a substitute for input penalties, states can be constrained in the same manner without having to change the definition of the regressor vector $\phi_i$ in the parameterization of the ATC provided by (3.18).

### 3.3.2 Switch Functions

The drawback to using logarithmic barrier functions is that outside the feasible range for a constrained variable $z_j$ the value of $\Phi_j(z_j)$ is undefined. While more current
barrier methods are equipped to handle such situations [117], when using the primal log-barrier method it is required that the initial condition for the constrained variable is feasible. In the CBMPC framework, this is not guaranteed as a result of the TESC not penalizing the input.

In addition, it has been shown that meeting this requirement guarantees that the trajectory of $z_j$ produced by the classic primal log-barrier method stays within the feasible set [47]. While the proposed barrier function structure is inspired from this method, the optimization algorithm being used is not the same. Here, a gradient descent with constant step size is being used which could cause the algorithm to diverge if the proportional gain $k_j$ in (3.25) is too large.

These scenarios can be addressed by using suitable switch functions – second-order Taylor series approximations of the barrier functions made about a point near the boundary of the feasible set. If the trajectory of the constrained variable is accidentally driven outside of its feasible set, then one may evaluate the corresponding switch function instead of the barrier function. This would still result in a sudden, significant increase in the cost’s magnitude without rendering the problem infeasible. The general definition for the switch functions, which does not change for symmetrically and asymmetrically bounded variables, is given by

$$
\Psi_j(z_j) = \begin{cases} 
\Phi_j(\tilde{b}_j^+ + \tilde{b}_j^+ \left( z_j - \tilde{b}_j^+ \right) + \Phi_j' \left( \tilde{b}_j^+ \right) \left( z_j - \tilde{b}_j^+ \right)^2 & \forall z_j \geq \tilde{b}_j^+ \\
\Phi_j(\tilde{b}_j^- + \tilde{b}_j^- \left( z_j - \tilde{b}_j^- \right) + \Phi_j' \left( \tilde{b}_j^- \right) \left( z_j - \tilde{b}_j^- \right)^2 & \forall z_j \leq \tilde{b}_j^- 
\end{cases}
$$

(3.40)

where $\tilde{b}_j^+ = b_j^+ - \epsilon$ and $\tilde{b}_j^- = b_j^- + \epsilon$ are points very close to the feasibility boundary for $z_j$, with $\epsilon \ll 1$ being a strictly positive constant to be assigned. Thus, for the provided definitions of $\Phi$ and $\Psi$, the overall term to be added to the local costs defined
by (3.9) to enforce input constraints, \( \Upsilon (u_i) \), is defined as

\[
\Upsilon (u_i) = \sum_{j=1}^{m} \Upsilon_j (u_{i,j}) \tag{3.41}
\]

where

\[
\Upsilon_j (u_{i,j}) = \begin{cases} 
\Phi_j (u_{i,j}) & \forall \ u_{i,j} \in [\tilde{b}_j^-, \tilde{b}_j^+] \\
\Psi_j (u_{i,j}) & \forall \ u_{i,j} \notin [\tilde{b}_j^-, \tilde{b}_j^+] 
\end{cases} \tag{3.42}
\]

### 3.4 Summary

To reiterate, the CBMPC architecture integrates a distributed ESC into the MPC algorithm as its optimizer. To do so, each point on the prediction horizon is treated as an agent; rather than adopting the conventional approach of using agents in a MAS to represent a plant’s various subsystems, agents of the CBMPC are used to represent the same system at different moments in time.

At each sampling instant, the state is measured and the local cost bias is determined. Both the state and the bias are communicated to each of the agents and a distributed ESC routine is initiated. To drive the inputs to their respective optimums, each agent begins with an initial guess which it uses to predict the next state and compute the local cost. Local cost information is then shared between agents so that they may update their estimates of the system’s average total cost via a discrete-time, dynamic average consensus algorithm. The agents track the change in their local estimates of the average total cost to update their estimates of its gradient with respect to the change in that agent’s local input using a recursive least-squares algorithm. The estimated gradient is then used in a gradient descent to adjust the input. Each agent then communicates
their input to succeeding agents so that they may all correctly compute their respective predictive states at the next iteration. Once this cycle completes a given number of iterations, the routine returns the optimized inputs.

The first optimized input is then sent to the plant and implemented. Before moving to the next time step, the control horizon is shifted to provide the agents of the distributed ESC-based optimizer with updated initial conditions for the following sample time. This shift is performed by having each agent communicate their optimal input to the previous agent. However, this process leaves the terminal agent empty-handed, and so a terminal ESC is defined to provide the last agent with its new initial condition. Once an input that reduces the predicted terminal cost at the next time step is selected, it is passed to the terminal agent. At this point, the state is re-measured and the cycle is repeated.
Analyzing the Performance of CBMPC Implementations

With the general machinery for CBMPC now outlined, the controller’s performance can be discussed. As a complete proof for the overall architecture’s stability is beyond the scope of this work, the main objective of this chapter is to test the performance of CBMPC. The impact of design variables, tuning parameters, and of a system’s properties on the overall performance will be explored and examined in three case studies.

In the first investigation CBMPC is used to stabilize a first-order unstable MIMO system, both with and without input constraints. The simulation results are then compared to those produced by a conventional MPC controller\(^1\) using sequential quadratic programming (SQP) to solve for the collection of optimal inputs at each time step. SQP was chosen as the optimization algorithm as these methods are widely accepted as some of the most accurate and efficient constrained optimization algorithms for nonlinear programming and they are widely applied in the design and implementation of MPC [136, 52, 25]. Lastly, a brief discussion of the impact of communication network structure on the DESC’s performance is included.

\(^1\)The MPC Toolbox provided by the software was not used to run the simulations with conventional MPC controllers to ensure that there were not any subroutines affecting the selection of inputs and ensure that the integrity of the comparisons wasn’t compromised.
In the second case study, CBMPC is implemented to control the concentration of a reactant in a non-isothermal, jacket-cooled CSTR by manipulating the flow rate of coolant passing through the jacket. This problem consists of stabilizing a third-order unstable SISO system. The results of the simulation will be used to demonstrate that CBMPC can be used effectively to control systems with unstable dynamics of higher order without having to introduce any measure of state feedback to the control law and without having to make any changes to the architecture itself.

Finally, the third investigation is purposed with exploring the applicability of CBMPC to economic MPC scenarios. A first simulation demonstrates that CBMPC can effectively stabilize the system at a steady-state that maximizes a profit-based objective function. Then, a second simulation is included to show how including a time-averaged constraint on the input by making a slight modification to the objective function allows CBMPC to stabilize the system to a periodic orbit. This allows the user to avoid cases in which the optimum steady-state corresponds to the system’s continuous operation at maximum control effort.

### 4.1 Example 1: A First-Order MIMO System

In this section, consider the discrete-time nonlinear system with dynamics given by

\[ x[k + 1] = x[k] + \Delta t f(x[k], u[k]) \]  

where \( \Delta t \) is the sampling interval and the vector field \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is defined as

\[ f_1(x, u) = -x_1 + \frac{x_3 x_5}{5} + u_1 \left( 2 - \frac{\sin(u_6)}{2} \right) \]  

\[ f_2(x, u) = -5x_2 + \frac{x_1 x_3}{1 + \sqrt{x_4^2 + x_5^2}} + u_2 \left( 5 + \cos(x_2) \right) \]
\[ f_3(x, u) = -\frac{x_3^3}{2} + \ln \left(0.01 + x_2^2\right) + x_7 + 6u_3 \left(5 - \frac{3 \sin(x_6)}{2}\right) \quad (4.4) \]

\[ f_4(x, u) = -\left(2 - 4 \arctan \left(\frac{x_4}{10}\right)\right)^2 + x_2 \cos(x_1) + u_4 + \frac{u_2u_5}{50} \quad (4.5) \]

\[ f_5(x, u) = \frac{5x_5}{2} - \sin(x_3) \left(x_1 + \ln \left(\frac{x_2^2 + 0.01}{x_2^2 + 1}\right)\right) + 2u_5 \quad (4.6) \]

\[ f_6(x, u) = -x_6^2 + x_3e^{2-x_1^2} + u_6 \left(1 - \frac{\cos^2(x_2)}{2 + \sin(x_1)}\right) \quad (4.7) \]

\[ f_7(x, u) = x_7^2 - \sin(x_1x_2) + \arctan \left(\frac{x_3x_4}{5}\right) - \cos \left(\frac{x_5x_6}{3}\right) + u_7 \left(1 + \frac{1}{2} \arctan^2 \left(\frac{u_3}{10}\right)\right) \quad (4.8) \]

For the simulations the system was initialized at \(x[0] = 0\) and stabilized to \(x_{sp} = [4, -1, 6, -2.5, -4, 1, 2.5]^\top\) with the corresponding steady-state inputs being \(u_{sp} \cong [3.50, -1.66, 4.70, 8.04, -5.72, 1.26, -3.66]^\top\). At each iteration, inputs are chosen by minimizing the conventional quadratic MPC cost function given by (3.5). The elements of the cost’s diagonal weighting matrices are provided in Table 4.1 and the terminal cost’s weighting matrix was selected by solving the discrete-time algebraic Riccati equation, as described in Section 3.1.1. For each case, the DESC’s communication network was structured in the manner depicted in Figure 3.4.

**Table 4.1:** List of the MPC cost function design parameters used in the simulations to validate the performance of the CBMPC architecture.

<table>
<thead>
<tr>
<th>Cost Function Weighting Matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q \quad \text{diag} {[50, 50, 50, 250, 50, 50, 250]}</td>
</tr>
<tr>
<td>R \quad \text{diag} {[0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1]}</td>
</tr>
<tr>
<td>S \quad \text{diag} {[0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1]}</td>
</tr>
</tbody>
</table>
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Table 4.2: A summary of the settings and tuning parameters used in the simulation of the system given by (4.1)-(4.8) to validate the performance of the CBMPC architecture with unconstrained inputs. See Figure 4.1 for the simulation results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td>0.02 [s]</td>
<td>$k_{g,b}$</td>
<td>0.001</td>
<td>$k_{g,t}$</td>
<td>0.005</td>
</tr>
<tr>
<td>$p$</td>
<td>22</td>
<td>$D_{b}$</td>
<td>0.02</td>
<td>$D_{t}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$\Delta t_{b}$</td>
<td>$5 \cdot 10^{-4}$</td>
<td>$\alpha_{b}$</td>
<td>0.001</td>
<td>$\alpha_{t}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$\kappa_{b}$</td>
<td>2000</td>
<td>$\alpha_{s,b}$</td>
<td>0.01</td>
<td>$\alpha_{s,t}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$\kappa_{t}$</td>
<td>750</td>
<td>$\varepsilon_{b}$</td>
<td>0.5</td>
<td>$\varepsilon_{t}$</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_{b}$</td>
<td>2000</td>
<td>$\sigma_{n,b}$</td>
<td>$1 \cdot 10^{5}$</td>
<td>$\sigma_{n,t}$</td>
<td>$1 \cdot 10^{5}$</td>
</tr>
<tr>
<td>$\beta_{t}$</td>
<td>181.8</td>
<td>$\tilde{\theta}_{i,b}[0</td>
<td>k]$</td>
<td>$-10 \cdot 1$</td>
<td>$\tilde{\theta}_{i,t}[0</td>
</tr>
<tr>
<td>$\sigma_{d,b}^2,\sigma_{d,t}^2$</td>
<td>1.75</td>
<td>$\gamma_{\theta,b}$</td>
<td>75</td>
<td>$\gamma_{\theta,t}$</td>
<td>50</td>
</tr>
</tbody>
</table>

4.1.1 Unconstrained Inputs

In this first scenario, the performance of CBMPC is compared to that of a conventional MPC when no input constraints are enforced. For the conventional MPC, the SQP algorithm (implemented via MATLAB’s built-in function) was used to solve the optimization problem at each iteration. For the CBMPC controller, a summary of the tuning parameters chosen for the DESC, for the TESC, and the remaining design variables is provided in Table 4.2. The results of each simulation are compared in Figure 4.1.

For this unconstrained case, each MPC framework clearly produces trajectories that are nearly identical. In contrast to the conventional controller, CBMPC produces inputs that are a bit smaller in magnitude early in the simulation. These more moderate inputs produced a smaller initial ATC value and lead to significantly less overshoot.

---

2While function is typically used for constrained optimization, it was also used here to remain consistent when comparing the architectures in both the constrained and unconstrained scenarios.
Figure 4.1: Performance comparison of CBMPC and traditional MPC using the SQP optimization algorithm without enforcing constraints on the inputs. The desired state set-points and corresponding steady-state inputs are designated by the dashed lines.
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the third state’s trajectory \(x_3[k]\). This occurrence is most closely related to the fact that the DESC is run for a finite, predefined number of iterations \(\kappa_D\), which means that the DESC can complete its run before the parameter estimates have had the chance to converge. Thus, the early input trajectories predicted by the CBMPC may not have been those that minimized the total cost to the maximum possible degree. While this implies that the first few control moves are not optimal, however, the implemented inputs have the desirable effect of almost eliminating the overshoot produced by the conventional controller in the third state’s trajectory.

The aforementioned phenomenon highlights the forgiving nature of the CBMPC framework and demonstrates that full parameter convergence is not required for the control effort to be successful. Since the extremum-seeking control laws are based on a gradient descent, it is known that even if the inputs produced by the routines are sub-optimal, they still steer the system in a direction that reduces the cost. Thus, with each passing step the time required for full convergence decreases and the true minimizer for the cost at that sampling interval is reached and the closed-loop system operates as expected.

The simulation results demonstrate that the CBMPC yields a practical stability property in the closed-loop. This means that the controller doesn’t drive the cost completely to 0 and that it can only guarantee its convergence to a neighborhood of the origin. This is due to the presence of dither signals in the input, which are required to provide the persistence of excitation necessary for closed-loop stability and convergence of the parameter estimation routine.

The size of the limit set to which the closed-loop system converges is proportional to the amplitude of the dither signal \([1, 2]\), making smaller amplitudes preferable.
Table 4.3: List of the barrier function weights and input bounds used in the simulations to validate the performance of the CBMPC architecture.

<table>
<thead>
<tr>
<th>Barrier Function Design Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower Bounds ($b^-$)</td>
</tr>
<tr>
<td>$[-10, -10, -10, -15, -20, -10, -15]$</td>
</tr>
<tr>
<td>Upper Bounds ($b^+$)</td>
</tr>
<tr>
<td>$[20, 10, 20, 10, 15, 20]$</td>
</tr>
<tr>
<td>Barrier Weights ($\mu$)</td>
</tr>
<tr>
<td>$[1, 1, 1, 1, 1, 1]$</td>
</tr>
</tbody>
</table>

However, caution must be taken when reducing this value as the magnitude of the extremum’s region of attraction (ROA) is determined by the ratio of the dither’s amplitude to the controller’s proportional gain ($D/k_g$) [58, 64]. As a result, if the dither’s amplitude is reduced to diminish the size of the limit set and the gain is scaled down by the same amount the ROA’s size will be unaffected. On the other hand, a reduction of the gain can slow down convergence and increase computation times. Tuning the ESC must therefore be done with careful consideration of the process dynamics’ nature and the system sampling frequency.

4.1.2 Constrained Inputs

To validate the performance of the developed CBMPC architecture when input constraints are enforced, the simulation of the system given by (4.1)-(4.8) was repeated and compared to the results produced by a conventional MPC controller. The upper and lower bounds for the inputs are summarized in Table 4.3. For the CBMPC, constraints were enforced using the barrier function defined in (3.38) with the weights listed in Table 4.3.

Due to the inclusion of a barrier function in the local costs for the DESC’s agents, the tuning parameters for the DESC were slightly modified from the values chosen.
Table 4.4: A summary of the settings and tuning parameters used in the simulation of the system given by (4.1)-(4.8) to validate the performance of the CBMPC architecture with constrained inputs. See Figure 4.2 for the simulation results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta t)</td>
<td>0.02 [s]</td>
<td>(k_{g,b})</td>
<td>0.001</td>
<td>(k_{g,T})</td>
<td>0.005</td>
</tr>
<tr>
<td>(p)</td>
<td>22</td>
<td>(D_p)</td>
<td>0.01</td>
<td>(D_T)</td>
<td>0.05</td>
</tr>
<tr>
<td>(\Delta t_d)</td>
<td>5 \cdot 10^{-4}</td>
<td>(\alpha_d)</td>
<td>0.001</td>
<td>(\alpha_T)</td>
<td>0.01</td>
</tr>
<tr>
<td>(\kappa_d)</td>
<td>2000</td>
<td>(\alpha_{s,d})</td>
<td>0.01</td>
<td>(\alpha_{s,T})</td>
<td>0.01</td>
</tr>
<tr>
<td>(\kappa_T)</td>
<td>1000</td>
<td>(\varepsilon_d)</td>
<td>0.5</td>
<td>(\varepsilon_T)</td>
<td>1</td>
</tr>
<tr>
<td>(\beta_r)</td>
<td>2000</td>
<td>(\sigma_{0,d})</td>
<td>1 \cdot 10^5</td>
<td>(\sigma_{0,T})</td>
<td>1 \cdot 10^5</td>
</tr>
<tr>
<td>(\beta_i)</td>
<td>181.8</td>
<td>(\hat{\theta}_{i,0} \mathbb{E}[k])</td>
<td>-5 \cdot 1</td>
<td>(\hat{\theta}_{i,0} \mathbb{E}[k])</td>
<td>-10 \cdot 1</td>
</tr>
<tr>
<td>(\sigma_{d,b}, \sigma_{d,t}^2)</td>
<td>1.75</td>
<td>(\gamma_{\theta_d})</td>
<td>75</td>
<td>(\gamma_{\theta_T})</td>
<td>50</td>
</tr>
</tbody>
</table>

for the unconstrained scenario. A summary of the tuning parameters chosen for the DESC, for the TESC, and the remaining design variables used for the CBMPC in the simulation is provided in Table 4.4. A comparison of the results produced by both the CBMPC and conventional MPC is shown in Figure 4.2.

As with the unconstrained case, the CBMPC produced trajectories nearly identical to those generated by the conventional controller. With the enforcement of input constraints, inputs \(u_1, u_4, u_5,\) and \(u_7\) remain saturated for the first 0.075 seconds of the simulation. If the function’s weights are chosen carefully and the switch functions given by (3.40) are used to accommodate any input value that could potentially exceed their boundaries, the controller is capable of holding the inputs at their maximal values without having to saturate the signals directly. This highlights the effectiveness of barrier functions to enforce input constraints.

Due to the extra input penalty, the gradient with respect to the inputs increases more rapidly as they move away from their steady-state values. This increases the
Figure 4.2: Performance comparison of CBMPC and traditional MPC using the SQP optimization algorithm with constraints on the inputs. The desired state set-points and corresponding steady-state inputs are designated by the dashed lines.
driving force of the controller and explains why the average total cost is not minimized to the degree as it was in the unconstrained scenario.

4.1.3 Computational Performance

While each control framework can produce near-identical results, the primary advantage in using CBMPC over conventional MPC controllers lies in the total computation time required by the solvers to determine the collection of optimal inputs at each sampling instant. The simulations were performed in MathWorks’ MATLAB v.R2015a on a 2015 Dell Optiplex 9020 equipped with an Intel® Core™ i7-4790 (3.60 GHz) processor and 16 Gb installed RAM running Windows 8.1 Enterprise (64-bit). The computation times required by each controller to generate their optimal inputs at each time step are compared in Figure 4.3 for both the unconstrained and constrained scenarios. Note that for the CBMPC, the plot is of the average computation time per agent (as the framework allows the agents to run their routines in parallel).

As the extremum-seeking controllers are run for a predefined number of iterations at each sampling instant the total computation time taken by the CBMPC hardly varied from step to step. For the conventional controller, significantly more time was required earlier on in the simulation to arrive at a solution. However, even as time progressed, the conventional controller requires more time to perform the computations. These results clearly indicate that CBMPC is more than capable of performing to the same high degree of performance as conventional MPCs without requiring nearly as much time. This could allow CBMPC to be implemented for systems with faster dynamics.

Due to its distributed nature, CBMPC can perform the calculations for each input along the horizon in parallel. This also means that CBMPC can arbitrarily increase
Figure 4.3: A comparison of the computation times required by the CBMPC and conventional MPC controllers to determine the collection of optimal inputs along the control horizon at each iteration.

the size of its prediction horizon without having any impact on total computation time. This offers another huge advantage over conventional controllers due to the stability requirements for nonlinear MPC. As systems increase in complexity, more attention must be paid to the selection of a suitable terminal cost matrix and terminal region. These are simply tools that allow the user to guarantee stability when considering a finite-horizon optimization problem by providing routes to approximate the infinite-horizon problem. With CBMPC, one could simply extend the prediction horizon to a point where a well tuned, specialized terminal cost penalty or suitable terminal constraint is no longer required (see [55]) – all without increase computation time and compromising its ability to control the system effectively.
4.2 Example 2: A Higher-Order SISO System

In this second case study, the CBMPC is used to stabilize a system with unstable, third-order dynamics. The system describes the dynamics of a non-isothermal, exothermic continuously-stirred tank reactor (CSTR). The reactor is cooled by a jacket and the rate of heat removal is controlled via the flow rate of coolant through the jacket. A diagram of the system can be found in Figure 4.4.

The CSTR is treated as a lumped-parameter system and is assumed to maintain a constant liquid-level. Assuming that density and heat capacity are constant, that the reaction has first-order kinetics, and that the reaction rate constant is described by an

![Figure 4.4: Process flow diagram for the simulated jacket-cooled CSTR.](image-url)
Table 4.5: Summary of the parameters used in the simulation of a non-isothermal CSTR with a first-order reaction.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>7.5</td>
<td>$m^3 \cdot min^{-1}$</td>
<td>$\Delta H_r$</td>
<td>$-20 \cdot 10^3$</td>
<td>$kJ \cdot kmol^{-1}$</td>
</tr>
<tr>
<td>$V$</td>
<td>50</td>
<td>$m^3$</td>
<td>$\rho$</td>
<td>1000</td>
<td>$kg \cdot m^{-3}$</td>
</tr>
<tr>
<td>$C_{a,0}$</td>
<td>1</td>
<td>$kmol \cdot m^{-3}$</td>
<td>$c_p$</td>
<td>0.239</td>
<td>$kJ \cdot (kg \cdot K)^{-1}$</td>
</tr>
<tr>
<td>$k_0$</td>
<td>$8.2 \cdot 10^{10}$</td>
<td>$min^{-1}$</td>
<td>$UA$</td>
<td>7000</td>
<td>$kJ \cdot (min \cdot K)^{-1}$</td>
</tr>
<tr>
<td>$-E_a/R$</td>
<td>$-8750$</td>
<td>$K$</td>
<td>$V_j$</td>
<td>10</td>
<td>$m^3$</td>
</tr>
<tr>
<td>$T_0$</td>
<td>350</td>
<td>$K$</td>
<td>$T_{j,0}$</td>
<td>283</td>
<td>$K$</td>
</tr>
</tbody>
</table>

Arrhenius expression, we derive the following dynamic model:

$$\frac{dC_a}{dt} = \frac{F}{V} (C_{a,0} - C_a) - k_0 e^{-E_a/RT} C_a$$

(4.9)

$$\frac{dT}{dt} = \frac{F}{V} (T_0 - T) - \frac{\Delta H_r k_0 e^{-E_a/RT} C_a}{\rho c_p} + \frac{UA}{\rho c_p V} (T_j - T)$$

(4.10)

$$\frac{dT_j}{dt} = \frac{F_j}{V_j} (T_{j,0} - T_j) - \frac{UA}{\rho c_p V_j} (T_j - T)$$

(4.11)

where concentration of the reactant, $C_a$, is to be controlled by manipulating the flow rate of coolant through the jacket, $F_j$. A summary of the CSTR’s model parameters is shown in Table 4.5.

The control objective is to stabilize the system to $C_{a,sp} = 0.20 \ kmol/m^3$, $T_{sp} = 341.3 \ K$ and $T_{j,sp} = 321.9 \ K$. The system was initialized at $C_a[0] = 0.3 \ kmol/m^3$, $T[0] = 334.2 \ K$ and $T_j[0] = 315.2 \ K$. The cost function weights and barrier function

Table 4.6: List of the MPC cost function weights and barrier function design parameters used in the simulation of a CSTR with third-order dynamics under CBMPC with input constraints.

<table>
<thead>
<tr>
<th>Cost Function Weights</th>
<th>Barrier Function Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>diag ${[50, 30, 5]}$</td>
</tr>
<tr>
<td>$R$</td>
<td>0.5</td>
</tr>
<tr>
<td>$S$</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table 4.7: A summary of the settings and tuning parameters used in the simulation of a CSTR with third-order dynamics under CBMPC with input constraints. See Figure 4.5 for the simulation results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td>0.075 [s]</td>
<td>$k_{g,D}$</td>
<td>0.001</td>
<td>$k_{g,T}$</td>
<td>0.005</td>
</tr>
<tr>
<td>$p$</td>
<td>26</td>
<td>$D_D$</td>
<td>0.025</td>
<td>$D_T$</td>
<td>0.005</td>
</tr>
<tr>
<td>$\Delta t_D$</td>
<td>3.33 $\cdot$</td>
<td>$\alpha_D$</td>
<td>5 $\cdot$ 10^{-4}</td>
<td>$\alpha_T$</td>
<td>0.01</td>
</tr>
<tr>
<td>$\kappa_D$</td>
<td>3000</td>
<td>$\alpha_{s,D}$</td>
<td>0.01</td>
<td>$\alpha_{s,T}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$\kappa_T$</td>
<td>2000</td>
<td>$\varepsilon_D$</td>
<td>0.5</td>
<td>$\varepsilon_T$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta_c$</td>
<td>3000</td>
<td>$\sigma_{0,D}$</td>
<td>1 $\cdot$ 10^6</td>
<td>$\sigma_{0,T}$</td>
<td>1 $\cdot$ 10^5</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>230.8</td>
<td>$\hat{\theta}_{i_D}[0</td>
<td>k]$</td>
<td>$-75 \cdot 1$</td>
<td>$\hat{\theta}_{i_T}[0</td>
</tr>
<tr>
<td>$\sigma_{d,D}^2, \sigma_{d,T}^2$</td>
<td>1.75</td>
<td>$\gamma_{\theta_D}$</td>
<td>100</td>
<td>$\gamma_{\theta_T}$</td>
<td>75</td>
</tr>
</tbody>
</table>

parameters used to upper and lower bound the coolant flow rate are given in Table 4.6 while the CBMPC tuning parameters are summarized in Table 4.7. The structure of the communication network used for the consensus algorithm is depicted in Figure 3.4. The simulation results, shown in Figure 4.5, indicate that CBMPC is capable of effectively stabilizing unstable systems with higher-order dynamics.

### 4.2.1 Including State Feedback in the Control Law

The above example used open-loop predictions to select the optimal inputs. It is generally recognized that MPC performs much better when closed-loop predictions are considered. One mechanism that is often used involves adding a linear stabilizing feedback in the implemented control effort. While no simulation example is provided for this case, including state feedback in the control law can also be done with CBMPC without making any changes to the framework – although it is not necessary for the
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Figure 4.5: Results for the simulation of a jacket-cooled CSTR carrying out an exothermic reaction with first-order kinetics operating at constant volume. The reactant concentration, reactor temperature and jacket temperature are controlled using the CBMPC architecture by manipulating the flow rate of coolant through the jacket.
controller to be effective. Nonetheless, if incorporating state feedback to the control
claw was desired, one would simply need to define an auxiliary input \( v \), given here by

\[
v[k] = -K(x[k] - x_{sp}) + u[k]
\]  

where \( K \) is the gain matrix for proportional action on the state feedback and \( u \) is the
input selected by the extremum-seeking controllers.

Once the extremum-seeking inputs are calculated as per the gradient descent (3.25)
and the auxiliary input is determined, one can set this value equal to the controlled
variable’s rate of change and solve for the corresponding manipulated variable. For
instance, for this case study taking the third derivative of the concentration’s rate of
change provides an expression for the system’s dynamics with respect to the manipu-
lated variable \( F_j \). Setting the third derivative equal to the auxiliary input would then
allow the user to solve for the coolant flow rate corresponding to that input, which
would then be sent to the plant.

4.3 Example 3: Extensions to Economic MPC

MPC provides a systematic approach to select inputs to maximize efficiency and im-
prove performance. This is achieved by optimizing metrics that aim to minimize the
close-loop system’s tracking error and control effort. In many practical situations, it
may be advantageous to compute inputs that optimize an economics-based objective
function. This premise provides the motivation for the design of economic-MPC sys-
tems. In this section, we propose an extension of CBMPC for the solution of large-scale
economic MPC problems.
4.3. Example 3: Extensions to Economic MPC

For this case study, an example from the work of Ellis et al. [43] is considered. The system is similar to the exothermic non-isothermal CSTR in the previous example. In this study the reaction is taken to have second-order kinetics and can be cooled or heated by an internal coil. A schematic representation of the system is shown in Figure 4.6 and the model of the system’s dynamics is given by

\[
\frac{dC_a}{dt} = \frac{F}{V} (C_{a,0} - C_a) - k_0 e^{-E_a/RT} C_a^2 \quad (4.13)
\]

\[
\frac{dT}{dt} = \frac{F}{V} (T_0 - T) - \frac{\Delta H_r k_0 e^{-E_a/RT} C_a^2}{\rho c_p} + \frac{Q}{\rho c_p V} \quad (4.14)
\]

where the feedstock reactant concentration \( C_{a,0} \) and heat flow \( Q \) are the manipulated variables. The model parameters are listed in Table 4.8.

The control objective is to maximize the production of the reaction product subject to the input constraints \( C_{a,0} \in [0.5, 7.5] \text{ kmol/m}^3 \) and \( Q \in [-20, 20] \text{ MJ/hr} \). As this is a maximization problem, the expression for the produced product is negative in the cost. The barrier function (3.38) is used to enforce the input constraints, producing
Table 4.8: Summary of the parameters used in the simulation of a non-isothermal CSTR with a second-order reaction under economic CBMPC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>5</td>
<td>$m^3 \cdot hr^{-1}$</td>
<td>$\Delta H_r$</td>
<td>$-1.16 \cdot 10^4$</td>
<td>$kJ \cdot kmol^{-1}$</td>
</tr>
<tr>
<td>$V$</td>
<td>1</td>
<td>$m^3$</td>
<td>$\rho$</td>
<td>1000</td>
<td>$kg \cdot m^{-3}$</td>
</tr>
<tr>
<td>$T_0$</td>
<td>300</td>
<td>$K$</td>
<td>$c_p$</td>
<td>0.239</td>
<td>$kJ \cdot (kg \cdot K)^{-1}$</td>
</tr>
<tr>
<td>$k_0$</td>
<td>$8.46 \cdot 10^6$</td>
<td>$m^3 \cdot (kmol \cdot hr)^{-1}$</td>
<td>$-E_a/R$</td>
<td>6014</td>
<td>$K$</td>
</tr>
</tbody>
</table>

the cost function given by

$$y_i[k] = \Phi(u_i[k]) - \beta k_0 e^{-E_a/RT} C_a^2 \Delta t$$

(4.15)

where $\beta$ is a production weight parameter to scale the impact of production on the cost. For this scenario, the barrier and production weights were set to $\mu_{C,a,0} = 0.1$, $\mu_Q = 0.075$, and $\beta = 10$. The remaining design variables and tuning parameters are listed in Table 4.9. The simulation was initialized at $x[0] = [2, 425]^T$, and the results are shown in Figure 4.7.

The results demonstrate that CBMPC is effective for stabilizing the system at an

Table 4.9: A summary of the settings and tuning parameters used in the simulation of a CSTR under CBMPC with an economics-based objective function. See Figure 4.7 for the simulation results.

<table>
<thead>
<tr>
<th>General Settings</th>
<th>DESC Settings</th>
<th>TESC Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
<td>Parameter</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>0.01 [hr]</td>
<td>$k_{g,b}$</td>
</tr>
<tr>
<td>$p$</td>
<td>20</td>
<td>$D_b$</td>
</tr>
<tr>
<td>$\Delta t_D$</td>
<td>$2.5 \cdot 10^{-3}$</td>
<td>$\alpha_D$</td>
</tr>
<tr>
<td>$\kappa_D$</td>
<td>400</td>
<td>$\alpha_{s,b}$</td>
</tr>
<tr>
<td>$\kappa_T$</td>
<td>100</td>
<td>$\xi_D$</td>
</tr>
<tr>
<td>$\beta_D$</td>
<td>400</td>
<td>$\sigma_{0,b}$</td>
</tr>
<tr>
<td>$\beta_I$</td>
<td>80</td>
<td>$\theta_{i,b}[0</td>
</tr>
<tr>
<td>$\sigma^2_{d,b}, \sigma^2_{d,T}$</td>
<td>1.75</td>
<td>$\gamma_{\theta_D}$</td>
</tr>
</tbody>
</table>
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Figure 4.7: Results for the simulation of a non-isothermal CSTR carrying out a reaction with second order kinetics under CBMPC with an economic-based cost function.
operating condition that maximizes the stepwise unit production of the desired product. Since the inputs are stabilized to points very close to their upper bounds, the steady-state contribution of the barrier function to the cost is significantly larger than in the previous examples. This is what causes the large degree of variability in the average total cost once the system has reached steady-state. While operating the system at maximum input effort may maximize the production of the desired product, operating under such conditions may not be an appropriate choice in practice (due to increased operating or reactant material costs, for instance).

It has been argued in the literature that the most profitable solutions are achieved by plants operating around a stable, periodic orbit (see Section 2.2.3). To avoid continuously operating at maximum input effort and achieve the desired dynamic behavior an additional, time-average constraint is placed on the input. This is done by defining an *operating period* of length $M$ sampling instants and selecting a desired average input value for the period. In this example, the maximum reaction rate can be achieved when the system is operated at the greatest possible temperature. As a result, the heat flow is fixed at its upper bound in this scenario, as is done in [43]. Following the approach of Angeli et al. [7], a time-average constraint is placed on the feedstock concentration:

\[
\sum_{i=j}^{j+p} u_i[k] + \sum_{i=0}^{j-1} u_i^*[k - j + i] \geq pC_{a,0}^- + (j + p) \overline{C}_{a,0}
\]

\[
\sum_{i=j}^{j+p} u_i[k] + \sum_{i=0}^{j-1} u_i^*[k - j + i] \leq pC_{a,0}^+ + (j + p) \overline{C}_{a,0}
\]

(4.16)

(4.17)

where $p$ is the prediction horizon length, $\overline{C}_{a,0}$ is the average feedstock concentration over the operating period $M$, $C_{a,0}^-$ and $C_{a,0}^+$ are the lower and upper bounds on the input, respectively, and $j$ is an index that is reset at the beginning of each operating
period (i.e., \( j = 0 \) when \( k \) is a multiple of \( M \)). Note that the constraint given by (4.16) and (4.17) does not guarantee that the time-average input is achieved right away. However, it has been shown to drive the time-average input to its desired value asymptotically [7]. Rather than using the barrier function (3.38), the mean-centered barrier function described by DeHaan [30] is used in this example, given by

\[
\Phi(z) = \sum_{i=1}^{m_z} \Phi_i(z_i) - \Phi_i(0) - \nabla \Phi_i(0) z_i \tag{4.18}
\]

\[
\Phi_i(z_i) = -\mu_i \left( \ln \left( z_i + b_i^{-} \right) + \ln \left( -z_i + b_i^{+} \right) \right) \tag{4.19}
\]

where \( z \in \mathbb{R}^{n_z} \) is a vector of constrained variables, \( n_z \) is the total number of constrained variables, and \( b_i^{\pm} \) and \( b_i^{-} \) are the upper and lower bounds on \( z_i \). Since the barrier function enforcing the time-average input constraint is scalar, its contribution will be distributed between all of the agents’ local costs (similarly to the bias \( y_0 \) in the previous examples). Therefore, the local costs to be minimized by the DESC in this example are defined as

\[
y_i[k] = \frac{\Phi(U[k])}{p} + \Phi_a(u_i[k]) - \beta k_0 e^{-E_a/RT} C_a^2 \Delta t \tag{4.20}
\]

where \( \Phi(U) \) is the barrier function enforcing the time-average input constraint, \( \Phi_a \) enforces the upper and lower bounds on the feedstock concentration, and \( \beta \) is the same product production weight as in (4.15).

To help stabilize the system to the desired orbit, an equality constraint is placed on the terminal state. This is set to \( x_p[k] = x^*_s \), where \( x^*_s \) is the optimal steady state corresponding to the time-average input. Note that this method is not viable when the system is subjected to disturbances, noise, or model inaccuracies. In such cases, a suitable terminal region must also be defined for the closed loop to be stable [5, 6].
To enforce the equality constraint, the terminal agent’s local cost is augmented by a quadratic penalty to obtain

\[ y_p[k] = \frac{\Phi(U[k])}{p} + \Phi_u(u_i[k]) - \beta k_0 e^{-E_a/RT} C_a^2 \Delta t + (x_p[k] - x_s^*)^\top P (x_p[k] - x_s^*) \]

where \( P \in \mathcal{M}_{n \times n} (\mathbb{R}) \) is a symmetrical, positive definite weighting matrix.

For the simulation, the desired time-average feedstock concentration is chosen to be 4.0 \( \text{kmol/m}^3 \) for an operating period of \( M = 100 \) time steps and the heat flow fixed at 20 \( \text{MJ/hr} \), as in the example found in [43]. The optimal steady-states corresponding to the desired inputs are \( x_s^* = [0.719, 481.4] \top \) in \( \text{kmol/m}^3 \) and \( K \), respectively, and the selected terminal penalty matrix is given by

\[
P = \begin{bmatrix}
25 & 0.5 \\
0.5 & 0.02
\end{bmatrix}
\]

The production weight is set to \( \beta = 200 \), the barrier function parameters used in the simulation are listed in Table 4.10, and the remaining design variables and tuning parameters are given in Table 4.11. The communication network used in the simulation was structured such that each agent communicates with its neighbors and with every second agent afterwards. The corresponding Laplacian matrix for a network with an

<table>
<thead>
<tr>
<th>Table 4.10: List of the MPC cost function weights and barrier function design parameters used in the simulation of a CSTR under economic CBMPC with a time-average input constraint.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{a,0}^{\text{min}} )</td>
</tr>
<tr>
<td>( C_{a,0}^{\text{max}} )</td>
</tr>
</tbody>
</table>
even number of agents is given by

\[
L = \begin{bmatrix}
p/2 & -1 & 0 & -1 & \cdots & -1 & 0 \\
-1 & p/2 & -1 & 0 & \ddots & & -1 \\
0 & -1 & p/2 & \ddots & \ddots & \ddots & \\
-1 & 0 & \ddots & \ddots & \ddots & 0 & -1 \\
\vdots & \ddots & \ddots & \ddots & 0 & p/2 & -1 \\
-1 & \ddots & 0 & -1 & p/2 & -1 \\
0 & -1 & \cdots & -1 & 0 & -1 & p/2
\end{bmatrix}
\]

The system is simulated over 25 hours of operation. Since the system converged to a stable orbit quickly, the results for the last 5 hours of simulation time are shown in Figure 4.8 to show the closed-loop behavior more clearly.

The simulation demonstrates that CBMPC can successfully stabilize the system to a stable orbit. However, in this case it does not perform as well as the conventional controller implemented in the work of Ellis et al. [43]. The literature suggests that

<table>
<thead>
<tr>
<th>General Settings</th>
<th>DESC Settings</th>
<th>TESC Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
<td>Parameter</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>0.01 [hr]</td>
<td>$k_{g,D}$</td>
</tr>
<tr>
<td>$p$</td>
<td>20</td>
<td>$D_{p}$</td>
</tr>
<tr>
<td>$\Delta t_D$</td>
<td>$2.5 \cdot 10^{-4}$</td>
<td>$\alpha_D$</td>
</tr>
<tr>
<td>$\kappa_D$</td>
<td>4000</td>
<td>$\alpha_{s,D}$</td>
</tr>
<tr>
<td>$\kappa_T$</td>
<td>1000</td>
<td>$\varepsilon_D$</td>
</tr>
<tr>
<td>$\beta_D$</td>
<td>400</td>
<td>$\sigma_{0,D}$</td>
</tr>
<tr>
<td>$\beta_I$</td>
<td>40</td>
<td>$\hat{\theta}_{i,0</td>
</tr>
<tr>
<td>$\sigma^2_{d,D}$</td>
<td>2</td>
<td>$\gamma_{s_D}$</td>
</tr>
<tr>
<td>$\sigma^2_{d,T}$</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.11: A summary of the settings and tuning parameters used in the simulation of a CSTR under CBMPC with an economics-based objective function. See Figure 4.7 for the simulation results.
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Figure 4.8: Results for the simulation of a non-isothermal CSTR carrying out a reaction with second order kinetics under CBMPC with an economic-based cost function with the enforcement of a time-average input constraint. The heat flow plot is not included as the value was held fixed at 20 MJ/hr.
the optimal orbit sees the feedstock concentration alternate between its maximum and minimum allowed values every 10 time steps. While the fluctuations in feedstock concentration produced by the CBMPC occur at the desired frequency, the controller does not drive their minimum value as low as the literature suggests is optimal. This is most likely due to the fact that the desired average feedstock concentration ($\bar{C}_{a,0} = 4 \text{ kmol/m}^3$) is not achieved, as is shown in Figure 4.9.

This phenomenon could suggest that the weight of the barrier function enforcing the time-average input constraint is too low relative to the penalty on the terminal state. However, it is found that increasing the weight of this term reduced the frequency at which the input attempted to alternate between higher and lower values, reducing the controller’s overall performance. This indicates that including a heavily-weighted barrier function to enforce the time-average input constraint prevents the penalty on the terminal state from being fully minimized. The effected violations of the terminal constraint – which was enforced as a strict equality in the literature example – are most likely the primary factor that led to the lower bound on feedstock concentration
being higher than expected.

Increasing the weight on the terminal state’s penalty also reduced the closed-loop performance of the system under CBMPC. Increasing the terminal cost’s weight caused the CBMPC to discourage the selection of inputs closer to their upper and lower bounds. This caused the system to become more focused on meeting the terminal constraint at the cost of reduced product production. In the end, it was found that increasing the degree of time-scale separation had the most impact on improving the resolution of CBMPC’s input trajectory.

In summary, the results demonstrate that CBMPC can effectively stabilize the closed-loop to a periodic orbit and, while it does not achieve the same performance as a conventional controller in this example, the architecture shows promise in its application to economic process optimization. By investigating the manner in which the local costs are constructed, the relationships between the various constraints placed on the optimization problem, and the impact of the extremum-seeking controllers’ tuning parameters on the optimization trajectories further, CBMPC could bring all the benefits of distributed control to economic MPC formulations and achieve closed-loop performance comparable to conventional economic MPC.


Chapter 5

Conclusion

5.1 Summary

In this thesis, a fully distributed, cloud-based MPC architecture is developed. It used a distributed optimization approach for the design of MPC controllers for nonlinear systems in discrete-time. By integrating a dynamic average consensus algorithm and time-varying extremum-seeking control with MPC, the inputs along prediction horizon can be assigned to agents that share local cost information to collaboratively minimize the total cost at each iteration. This allows the optimization problem to be solved more quickly and for the prediction horizon to be extended to arbitrarily large lengths without having a major impact on the total computation time.

In Chapter 3, the mathematical foundations for the architecture are presented. First, general definitions that describe the criteria for viable objective functions are provided. An input-output model describing the dynamics of the average total cost as a function of an agent’s local input is derived to form the basis of a gradient descent control law. Using this model, the machinery for the distributed ESC tasked with computing the optimal inputs is outlined. The recommended dynamic average consensus algorithm allows agents to estimate the average total cost based on local cost information shared over a suitable communication network. Then, a parameter estimation
routine that allows agents to estimate the unknown parameters in the derived input-output model. The estimates are used by agents in a gradient-descent-based control law, permitting them to converge on inputs that practically minimize the total cost at that iteration. The remainder of the chapter outlines a mathematical basis for taking process constraints into account when selecting inputs, built on logarithmic barrier functions.

Chapter 4 presents three case studies in which the performance of the proposed CBMPC architecture is investigated. The results of the first study demonstrate that the architecture converges to the same solutions produced by its centralized MPC counterpart, both in constrained and unconstrained scenarios. In the second case study, it is shown that CBMPC can be implemented to control systems with dynamics of higher order effectively. In the third investigation, CBMPC is implemented in an economic MPC scheme and the results indicate that the architecture is also capable of driving a system to a stable periodic orbit.

The CBMPC architecture proposed in this thesis is shown to perform as well as its centralized counterpart for a very broad class of nonlinear systems. By using a distributed optimization approach – and without requiring a convoluted decomposition of the optimization problem – the framework is shown to be computationally efficient and very easily scalable. While the examples examined in the case studies only considered systems distributed by their prediction horizons, this approach could also be used for a subsystem-based distribution of a plant’s processes, as shown by the communication network depicted in Figure 5.1. The developed technique could be used for a wide variety of real-world applications and assist with improving operational efficiency in many industrial processes by providing a highly flexible foundation for cooperative DMPC.
5.2 Recommendations for Future Work

While the initial results provided in Chapter 4 demonstrate the promise shown by CBMPC as a machinery for distributed MPC, there are many aspects of the architecture that remain to be explored and developed. The most immediate next step would be to complete a proof of the construct's stability and convergence to the solution produced by the corresponding centralized controller.

In each case study, the DESC computes a predefined number of iterations at each sampling instant. As a result, the time taken by the DESC to make its computations remained constant throughout the simulation. To improve computational efficiency further, an exit condition for the algorithm that detects convergence to the optimum could be developed. Coupling this with an investigation of time-varying tuning parameters, such as decaying dithers and adjusted initial conditions for the parameter estimates, could also improve the overall architecture's performance and reduce the likelihood of optimization trajectory divergence.

Another avenue for research would be concerned with accounting for asynchronous
measurements and investigating the impact of local controller failures and communication delays. This would be especially useful if CBMPC is used to distribute the optimization problem between agents representing different subsystems in addition to the points along the prediction horizon, as shown in Figure 5.1. If CBMPC is installed on a cloud server, developing protocols to handle lost or time-delayed communications could also improve the reliability of the approach. A detailed investigation of these issues would also bring out one of CBMPC’s greatest strengths: a resilience to external, intelligent attack. Due to the architecture’s distributed nature, a malicious party wishing to disrupt a facility’s operations by causing controller malfunctions would be faced with a significantly more difficult task. Rather than only needing to bring down one, centralized controller, the malicious party would need to decipher the roles of each agent and the communications passing between them – considerably complicating the endeavors.

Additionally, investigating CBMPC’s robustness and its ability to accommodate process and measurement noise or erroneous models would allow the framework to be used effectively in a much broader range of applications. Since the architecture’s distributed nature is embedded in the controller’s optimization algorithm, it could be possible to formulate the problem to incorporate adaptive MPC techniques to the construct.
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