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Abstract

Mobile application (app) markets, such as Google Play Store, are immensely competitive for app developers. Receiving high star-ratings and achieving higher ranks are two important elements of success in the market. Therefore, developers continuously enhance their apps to survive and succeed in the competitive market of mobile apps.

We investigate various artifacts, such as users’ mobile devices and users’ feedback, to identify the factors that are statistically significantly related to star-ratings and ranks. First, we determine app metrics, such as user-interface complexity, and device metrics, such as screen size, that share a significant relationship with star-ratings. Hence, developers would be able to prioritize their testing efforts with respect to certain devices. Second, we identify the topics of user-reviews (i.e., users’ feedback) that are statistically significantly related to star-ratings. Therefore, developers can narrow down their activities to the user-reviews that are significantly related to star-ratings. Third, we propose a solution for mapping user-reviews (from Google Play Store) to issue reports (from GitHub). The proposed approach achieves a precision of 79%. Fourth, we identify the metrics of issue reports prioritization, such as issue report title, that share a significant relationship with star-ratings. Finally, we determine the rank trends in the market. We investigate the most important factors that are statistically significantly related to the changes in the ranks, such as release latency.
The outcome of this thesis helps app developers to be more successful in the market. Having the knowledge of the factors that are statistically significantly related to star-ratings and ranks helps developers to make wiser decisions to develop a successful app.
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Chapter 1

Introduction

Mobile application (app) markets, such as Google Play Store [69], are becoming more competitive every year [135, 153]. When it comes to users’ choice when downloading an app, app ratings and app ranks play a major role [83]. In this chapter, first, background information is provided in Section 1.1. Then, the thesis statement (Section 1.2), objectives (Section 1.3), methodology (Section 1.4), and contributions of this thesis (Section 1.5) are explained.

1.1 Background

In this section, mobile apps, app markets, mobile app development process, and app ratings are explained and discussed.

1.1.1 App Markets

An app market is a platform where mobile app developers introduce and sell their apps to users (i.e., customers) [35]. After publishing an app on an app market, users can view and download the published app. While several mobile app markets exist (e.g., Apple App Store [8] and Microsoft Store [142]), Google Play Store [69] is by far
In this thesis, we investigate and study Google Play Store as our primary app market.

1.1.2 Mobile Apps

A mobile app is a computer program which is designed to run on smartphones and tablets. Google Play Store hosts the mobile apps that run on top of the Android Operating System (OS). To build the Android OS, Google has modified the Linux kernel to make it compatible with mobile devices.

The revenue of Android apps has increased enormously in the past few years. Google Play Store is immensely competitive for app developers due to the recent increase in the number of mobile apps and smartphone users. As of July 1, 2018, more than three million apps exist on Google Play Store.

Android apps can be published in different categories, such as Finance and Education. Each category holds a specific purpose. For example, an app that is published in the category of Finance should address or solve a financial requirement. Figure shows a sample overview of Google Play Store.

1.1.3 App Development Process

To bring a higher quality of mobile apps, developers should follow the continuous app development paradigm. The continuous app development is the process of continuously releasing high-quality apps and high-quality code changes. Developers may adopt various software development methodologies, such as agile, for the continuous app development process. However, regardless of the development methodology, developers need to manage continuous releases to succeed in the competitive market.
1.1. BACKGROUND

1.1.1. App Ranks

Figure 1.1: Overview of Google Play Store, showing app ranks, star-ratings, and user-reviews.

of mobile apps [1, 148]. As shown in Figure 1.2, the major steps that need to be continuously taken are:

(i) **Develop.** The first step is integrating all the new changes to the source code [19]. App developers should continuously improve their apps by adding new features, fixing bugs, and enhancing the performance of their apps [1, 37]. Bugs and new features can be identified from users’ feedback or can be identified by developers (e.g., testing team).

(ii) **Test.** After the development step and before releasing a newer version on an app market, developers should conduct some short tests on the code [1, 99]. If
Figure 1.2: Major steps in the continuous app development process.

the code passes the test step, it would be ready to release.

(iii) **Release.** In the release step, developers release the tested code to the market, i.e., Google Play Store. The older versions of an app (installed on users’ devices) can be updated to the newest version via Google Play Store [69].

(iv) **Track and Monitor.** After releasing a newer version, developers should keep track of the released version. Mobile app developers should consider (i) star-ratings, (ii) user-reviews, and (iii) ranks to evaluate the newly released version of an app (see Part 1.1.4).

Like traditional software development, different aspects of software development, such as engineering the requirements, having a correct and solid design, and intuitiveness of the initial idea, influence the success of an app [146]. Despite the similarities between mobile app development and traditional software development, there are important differences that can help developers deliver a high-quality app [33]:

(i) App developers have a direct contact with users.

(ii) App developers have a real-time access to users’ feedback.

(iii) Users can rate an app and express their experience.

(iv) Users can request a feature or report a bug.
(v) Mobile apps are in a tight competition with other similar apps on the market.

(vi) Different users run the apps in different geographical locations, on different mobile devices, and with different conditions and limitations.

(vii) Mobile apps can be updated automatically with minor user effort.

1.1.4 App Ratings and Users’ Feedback

Developers should mine users’ feedback (i.e., user-reviews) (i) to understand users’ concerns and avoid declines in ratings, i.e., star-rating, and potentially increase the star-ratings and (ii) to improve app rankings. Moreover, developers should understand the factors that might affect users’ experience to better succeed in the market.

Star-Ratings

Google Play Store uses a star-rating mechanism to quantify the user-perceived quality of mobile apps. A user can give one star (i.e., the lowest) to five stars (i.e., the highest) rating to each app. Figure 1.1 shows the total number of star-ratings received for a sample app. The sample app in Figure 1.1 have been rated 16,830,218 times with the average of star-ratings of 4.0. For a given app, the received star-ratings are vital for two main reasons:

(i) Users rely on star-rating when choosing a new app to download [17]. The apps with higher star-ratings are preferred. Users usually do not install the apps with an average of star-ratings less than 3 [155].

(ii) Harman et al. [78] report that there is a statistically significant relationship between the number of downloads and star-ratings.
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Maintaining or improving the star-ratings requires the knowledge of the factors that can impact the star-ratings. Recent studies (e.g., [59, 60, 159, 160, 163]) have shown the unavoidable importance of star-ratings and user-reviews in the success and the profitability of apps. Understanding the factors that share a significant relationship with star-ratings helps developers to succeed in the market. In addition to the app factors, such as code quality, developers should also consider the devices that users usually use. Therefore, developers can proactively quantify the expected user-perceived quality of apps prior to release. Moreover, developers can prioritize their app testing efforts by focusing on certain devices [104].

User-Reviews

A user-review is a piece of informal text without a predefined structure [160]. Each user-review is associated with a star-rating [69]. Figure 1.1 shows two sample user-reviews on Google Play Store. Studying user-reviews helps developers to improve their apps and increase the star-ratings [135] as user-reviews could contain useful information, such as bug reports, feature requests, and user experiences [59, 160]. Therefore, by studying user-reviews:

(i) The main concerns and expectations of users can be understood.

(ii) The topics of user-reviews that share a significant relationship with star-ratings can be determined.

(iii) Users’ feature requests can be extracted.

(iv) Bug reports can be determined and resolved.
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(v) Bug reports and feature requests can be prioritized to achieve higher star-ratings.

Ranks

When a user searches for an app on Google Play Store, the most related apps get listed in order of a rank $[140]$ (see Figure 1.1). The apps that are not placed among the top apps have a lower chance of being noticed and downloaded by users $[153]$. Therefore, improving the rank of an app increases the chance of having more users. Although high star-ratings can denote an app success, star-ratings might be misleading in some cases. For example, a 5-star app could be downloaded only a couple of times, as opposed to 3-star app with thousands of downloads. Therefore, both star-ratings and ranks should be taken into the consideration.

1.2  Thesis Statement

The path to survive and succeed in the competitive markets of mobile apps is not clear for app developers. For example, whether constantly maintaining an app, such as adding new features, will improve star-ratings and ranks is a moot point. Even top apps are in danger of losing their ranks and failing in mobile app markets. App developers and development companies need to achieve (or maintain) high ranks and star-ratings in order to succeed.

The goal of this thesis is assisting app developers to achieve higher star-ratings and better ranks. Therefore, developers could survive and succeed in the competitive market of mobile apps. To help developers make an informed decision, we investigate the main factors that share statistically significant relationships with ranks.
and star-ratings. For example, we show that users’ feedback is an important asset to consider. However, users’ feedback is unstructured and informal. Thus, we propose some solutions, such as mapping user-reviews with issue reports, to simplify and enhance app maintenance. We investigate to what degree developers can succeed in the market with/without (i) considering important app and device metrics that share a significant relationship with star-ratings, (ii) understanding users’ feedback (i.e., user-reviews) and identifying users’ main concerns, (iii) prioritizing issue reports with respect to user-reviews, and (iv) understanding rank trends and important factor that are statistically significantly related to ranks.

1.3 Objectives

The main objectives of this thesis include:

- **Identifying the factors that share a statistically significant relationship with star-ratings.**
  The star-ratings of mobiles apps reflects users’ experience using an app on a particular mobile device. Therefore, the user-perceived quality of an app is not solely determined by app metrics. Hence, studying the relation of both device metrics, such as display resolution, and app metrics, such as user-interface complexity, with the user-perceived quality can help app developers to better manage maintenance and testing efforts.

- **Finding the topics of user-reviews that share a statistically significant relationship with star-ratings.**
  Mobile apps tend to receive various user-reviews. Addressing all the users’ demands and fixing all the reported issues is a time- and budget-consuming
task. However, in each category of mobile apps, there are some certain topics that share a statistically significant relationship with star-ratings, so called key topics. Therefore, developers can achieve higher star-ratings by focusing on the key topics.

- **Prioritizing issues of mobile apps.**
  Addressing the issues that are reported in user-reviews is important for achieving higher star-ratings \[135\]. However, despite the prevalence and importance of user-reviews and issue reports prioritization, no prior research has analyzed the relationship between issue reports prioritization and star-ratings. Therefore, we propose a solution for integrating user-reviews into the process of issue reports prioritization.

- **Studying the factors that can improve ranks of mobile apps.**
  Understanding the evolution of ranks and identifying the factors that share a statistically significant relationship with ranks can help developers improve the ranks. Not all the factors that common-wisdom would deem important have a significant relationship with the ranks. In fact, only a few factors, such as release latency, can enhance a rank.

### 1.4 Methodology

Figure [1.3] shows the overall methodology of this thesis. First, we collect the required data from Google Play Store and issue tracking repositories (i.e., GitHub \[63\]). Then, we preprocess the retrieved data. The output of the preprocessing step is the required data for Chapters \[3, 4, 5, 6\] and \[6\].
Figure 1.3: Overview of the methodology for enhancing the app development process and succeeding in the competitive markets of mobile apps.
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### 1.4.1 Data Collection

First, we explain the process of collecting star-ratings and user-reviews of mobile apps. Then, we explain how to get ranks, installation files, and issue reports.

**Star-ratings and User-Reviews.** Google Play Store limits the total number of user-reviews that a user can view to 2,400 user-reviews \(^{[104]}\). Therefore, one cannot access all the available user-reviews of an app at once if it comes with more than 2,400 user-reviews \(^{[69]} [104]\).

To access all the user-reviews of an app, we need to gradually retrieve the user-reviews from Google Play Store. There are different solutions, such as utilizing Apache Nutch \(^{[154]}\), for gradually retrieving the user-reviews. However, a simpler solution is utilizing the Selenium automation tool \(^{[181]}\) to crawl and retrieve the user-reviews. Figure 1.4 shows an overview of the process of retrieving user-reviews using Selenium.

Selenium \(^{[181]}\) provides a set of tools and an application programming interface (API) to automate Web browsing. The main purpose of Selenium is Web testing \(^{[181]}\). However, it can be used for other purposes, such as Web crawling \(^{[156]}\). The primary
parts of Selenium are (i) an IDE, (ii) a client API, and (iii) a Web driver. The Selenium IDE is implemented as a Firefox add-on that allows recording, editing, and debugging Web tests [28]. The client API lets developers communicate with Selenium. Finally, the Web driver sends the Selenium commands to the browser [181]. To retrieve the user-reviews, we use Selenium as a crawler. By using Selenium, app details, such as app names, app descriptions, and release notes, can be retrieved in addition to the user-reviews. The crawler needs to be run on a daily basis to get the latest user-reviews of each app. Then, the new user-reviews will be merged with the existing user-reviews in the database. Hence, one could capture all the user-reviews for all the required apps.

**Ranks.** Ranks are the order of the appearance of the apps when they are searched by a user [69]. Ranks are accessible from Google Play Store.

**Installation Files.** The source codes of the majority of Android app are not publicly accessible. Also, only the latest version of the installation file of an app could be downloaded from Google Play Store. To access all the versions of an app, the latest installation files need to be downloaded gradually.

**Issue Reports.** An issue report usually includes a title, a text, and a date on which the issue is posted. In Chapter 5, we consider the issue reports of the apps that are publicly available on GitHub [50]. We get the list of the open-source Android apps (i.e., 1,310 apps) from F-Droid [57]. F-Droid is the largest platform for open-source Android apps. We retrieved the issue reports of the open-source apps using GitHub API [50].
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1.4.2 Preprocessing Data

In this part, we explain the data processing step for installation files, user-reviews, and issue reports.

**User-Reviews and Issue Reports**

The data that is retrieved from Google Play Store and code repositories contain noises that must be fixed. For example, a user-review is a piece of informal text that can potentially suffer from grammatical issues and typos. A user-review, such as “Tha pics couldnt be senttttt” has several typos. “Tha” and “senttttt” need to be changed to “The” and “sent”, respectively. In addition, user-reviews contain negations that can confuse automatic approaches. Without considering negations, a user-review such as “Great app! Runs with no problem!” could have been interpreted as a user-review that reports a problem. The above problems can happen with issue reports too. In the following paragraphs, we describe the steps that need to be taken for cleaning the textual data.

**Step 1) Removing Non-English Sentences.** We filter out non-English user-reviews and issue reports using Language Detector. Language Detector is a Java library that detects the language of a piece of text.

**Step 2) Identifying Inconsistent User-Reviews.** Google Play Store faces inconsistencies among the user-reviews. For example, two users who perceive the same quality from the same app may give different star-ratings due to their subjective experience. Some user-reviews have negative content, but they are associated with high star-rating, and vice versa. As an example, we find “Absolutely terrible.”
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“Waste of time” associated with 5 stars. The inconsistent user-reviews can affect the accuracy of the findings. To identify inconsistent user-reviews, the given star-ratings should be compared with the sentiment scores of user-reviews. Different sentiment analysis tools, such as SentiStrength, SentiStrentgh-SE, and Natural Language Toolkit (NLTK), can be used to capture the sentiment scores. SentiStrentgh-SE is a sentiment analysis tool that is trained using software engineering data.

Sentiment scores are normally between $-5$ and $+5$. The most negative user-reviews receive the score of $-5$ and the most positive user-reviews receive the score of $+5$. The user-reviews with the score of $-1$, $0$, and $+1$ are considered as neutral user-reviews. Any score above $+1$ is a positive sentiment score and any score below $-1$ is a negative sentiment score. The user-reviews are associated with star-ratings between 1 and 5. The majority of users do not download the apps with the star-rating of less than three. Therefore, the star-ratings of 3 should be counted as neutral ratings, any star-rating below 3 as a negative rating, and any star-rating above 3 as a positive rating. The consistent user-reviews hold a positive user-reviews with a positive sentiment score or a neutral user-reviews with a neutral sentiment score or a negative user-reviews with a negative sentiment score.

Step 3) Identifying Uninformative User-Reviews. An uninformative user-review, such as “This app is OK”, provides minor information for app developers. AR-Miner is an approach proposed by Chen et al. to filter out uninformative user-reviews. AR-Miner applies Expectation Maximization for Naïve Bayes method to build a classifier that distinguished between informative and uninformative user-reviews.
Step 4) Correcting Typos. Typos in the text would disturb the analysis techniques \[157\]. To reduce the risk of missing valuable information, typos should be corrected. We use Jazzy Spell Checker \[94\] to correct the typos. Jazzy is a tool that provides a set of Java APIs. We use Jazzy with a dictionary of 645,289 English words.

Step 5) Coreference Resolution. Coreference happens when two or more expressions refer to the same referent \[44\]. For example, suppose a user-review: “I really like the pictures in this app. They give me a more comprehensive view”. The second sentence uses a pronoun (i.e., they). However, the machine does not understand what does “they” refer to. We use the Stanford deterministic coreference resolution \[114\] to resolve the coreferences in the user-reviews. The above example will be converted to “I really like the pictures in this app. The pictures give me a more comprehensive view”.

Step 6) Sentence Annotation. Some users write long user-reviews with several concerns, such as listing the pros and cons in details, in one single review. We use Stanford CoreNLP \[132\] to fragment the user-reviews with several concerns into pieces. Hence, each piece could share an independent concept. Stanford CoreNLP annotates the words in the user-reviews. It produces the base forms and the parts of speech for the words. It also identifies the structure of the sentences in terms of words and phrases dependencies. The two sentences in the example above share the same concept and refer to the same concept that is “pictures”. If the sentences did not share the same concern, we would have fragmented them into two pieces. For example, “I can easily search the product names. However, the app is a battery
killer.” is fragmented into two pieces of “I can easily search the product names.” and “However, the app is a battery killer”. Therefore, we can have each fragment with an independent subject.

Step 7) Resolving Synonyms. General-purpose thesaurus, such as WordNet [143], are not sufficient to resolve the synonyms of an informal text, such as a user-review [203]. Therefore, we build our own dictionary of words to resolve the synonyms. To ease the processing of building the dictionary, we applied LDA topic modeling technique [26, 154] on the data. We manually investigate each group of words that appear in the same topic and group the words that have similar meaning together accordingly. From each set of similar words, we pick one as the representative word and replace the other words with the representative word of each group. For example, *bug, error, and glitch* belong to the same group of terms.

We also replaced abbreviations and informal messaging vocabularies with formal words. We find the abbreviations and informal messaging vocabularies from the available online sources [6, 150]. For example, “luv” should be replaced with “love”.

Step 8) Resolving Negations. The negations in a text can mislead the text processing techniques in getting the real meaning of the text. To avoid such confusions, we use the Stanford natural language processing toolkit [132] to find and resolve the negated terms [203].

Installation Files

Android apps on Google Play store are compiled into APK files. An APK file contains all the content that is required for both the installation and the execution of an
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app. An APK file contains a manifest file, a meta-information directory, a Dalvik EXecutable (DEX) file, and a resource directory. The manifest file describes app-level meta-information, such as the title. The compiled source code is stored in a DEX file. A DEX file represents the compiled code of Java classes using an intermediate language similar to Java byte code. Unlike Java byte code, DEX files are compiled to be consumed by Dalvik, which is a register-based virtual machine that is provided by the Android platform. We use Dex2jar \[51\] to decompile the DEX files into Java classes. Then, we use Java Decompiler \[95\] to convert the Java classes to Java source codes.

1.4.3 Approach

Figure \[1.3\] shows an overall view of our approach to enhance the app development process and succeed in the competitive markets of mobile apps. The details of the approach are thoroughly described and discussed in the next chapters.

Identifying the app and the device metrics share a significant relationship with star-ratings (Chapter \[3\]) helps developers as follows:

- **Develop.** When developing an app, developers should carefully take care of the app and the device metrics that will be potentially related to the star-ratings of their app.

- **Test.** Testing team should prioritize the testing efforts on certain devices that might harm the star-ratings.

- **Release.** Developers can limit the availability of their apps to specific devices to reduce the risk of receiving low star-ratings from the users of specific devices.
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- *Track and Monitor.* By taking care of the devices that can potentially harm the star-ratings, the number of negative user-reviews should decrease. Therefore, developers could focus on other important issues of users, such as bug reports.

Identifying the key topics of user-reviews (Chapter 4) helps developers as follows:

- *Develop.* Identifying the topic of user-reviews that share a statistically significant relationship with star-ratings will help app developers to prioritize their development process on important issues.

- *Test.* The testing efforts should be prioritized on the key topics of user-reviews because a flaw in a key topic (e.g., *messaging* in a *social* app) can significantly harm the star-ratings.

- *Release.* When releasing an app, developers should mention the fixes and the changes that have been committed with respect to the key topics of user-reviews. We observe that having more similar release notes to user-reviews share a positive relationship with star-ratings.

- *Track and Monitor.* Developers can consider user-reviews (e.g., bug reports and feature requests) that are related to the key topics carefully. For example, due to the vital importance of the key topics, user-reviews related to the key topics should be considered prior to other user-reviews.

Matching user-reviews with issue reports and prioritizing the user-related issue reports (Chapter 5) helps developers as follows:

- *Develop.* Developers could prioritize addressing the issue reports to achieve higher star-ratings and succeed in the competitive market of mobile apps.
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- **Test.** Testing team should consider and test the changes that are conducted with respect to the prioritized issue reports.

- **Release.** When releasing a newer version, the new changes that are done with respect to user-reviews should be mentioned in the release notes that are viewable by users on Google Play Store.

- **Track and Monitor.** By mapping user-reviews to issue reports, developers could identify (i) the issue reports that already exist in the issue tracking repository and (ii) the issue reports that does not exist in the issue tracking repository. Therefore, developers would be able to narrow down the number of issues that are not identified yet.

Identifying the rank trend and the metrics that share a significant relationship with the changes in the ranks (Chapter 6) helps developers as follows:

- **Develop.** Identifying the factors that are significantly related to the ranks, such as app description, installation file size, and app features, can help developers to maintain an app better.

- **Test.** The testing team could consider the important factors that could potentially improve or harm the ranks very carefully.

- **Release.** We observe that the release latency and the number of releases are two important factors that share statistically significant relationships with ranks.

- **Track and Monitor.** User-reviews are important artifacts for improving a rank. However, we observe that user-reviews, app descriptions, and release notes of
other competitors are other important artifacts that should be tracked and monitored for improving the rank of a given app.

1.5 Contributions

The major contributions of this thesis include:

(i) We identify both app metrics, such as code complexity, and device metrics, such as screen resolution, that share a statistically significant relationship with star-ratings.

(ii) We determine the topics of user-reviews that are statistically significantly related to star-ratings. We find that each category has a specific set of topics that share a significant relationship with star-ratings (i.e., key topics). The key topics are not necessarily the most frequent topics of user-reviews.

(iii) We propose a solution to map user-reviews (from Google Play Store) to issue reports (from GitHub) for prioritizing user-related issue reports.

(iv) We identify the evolution of ranks (i.e., rank trends) over time. Also, we empirically determine the factors that share a statistically significant relationship with ranks, such as the release latency and the name similarity.

1.6 Organization of Thesis

We proceed by introducing related work in Chapter 2. Chapter 3 describes our study for identifying app and device metrics that share a significant relationship with star-ratings. In this chapter, first, the study setup is
explained (e.g., data collection). Then, we compare star-ratings of different mobile apps to show that there is a significant difference in the star-ratings given by users of different mobile devices. Finally, we identify the app and the device metrics that share a significant relationship with star-ratings.

Chapter 4 explains our study to identify the topics of user-reviews that share a significant relationship with star-ratings (i.e., key topics). After setting up the study, we apply topic modeling to identify the topics of user-reviews. Then, we determine the key topics with respect to the star-ratings. Finally, we evaluate the key topics.

Chapter 5 explains our solution to map user-reviews to issue reports. Chapter 5 also includes our proposed approach for prioritizing the user-related issue reports. In this chapter, we highlight the important factors for prioritizing issue reports of mobile apps. We also evaluate the suggested prioritizing solution.

Chapter 6 discusses our study on the app ranks. In this chapter, first, we determine the rank trends of mobile apps. Then, we highlight the factors that are statistically significantly related to the ranks trends and the changes in the ranks.

Finally, Chapter 7 concludes and outlines future work.
Chapter 2

Related Work

In this chapter, related work is introduced along five directions: (i) user-perceived quality analysis (Section 2.1), (ii) summarizing user-reviews (Section 2.2), (iii) source codes and issue reports analysis (Section 2.3), (iv) issue reports prioritization analysis (Section 2.4), and (v) other aspects (Section 2.5).

2.1 User-Perceived Quality Analysis

The majority of the existing work in the literature rely on star-ratings to measure the user-perceived quality of Android apps. Harman et al. [78] report that there is a statistically significant relationship between the number of downloads and star-ratings. Kim et al. [106] discuss how star-ratings influence the users’ decision to download an app.

Some empirical studies examine app metrics that share a relationship with the user-perceived quality [135]. Taba et al. [190] studied the relationship between the UI complexity and the user-perceived quality of Android apps. They observed that the UI complexity has a significant relationship with the user-perceived quality.

Linares-Vasquez et al. [123] found that low-quality APIs affects the star-ratings of
In another work, they noticed that anti-patterns in source code may negatively affect app quality [124]. Bavota et al. [17] indicated that the user-perceived quality of an app is related to the fault- and change-proneness of the APIs used by such an app. Tian et al. [196] measured 28 metrics of apps and found that highly rated apps were different from low rated apps in 17 metrics, such as the source code complexity and marketing. Ruiz et al. [177] examined the rating system of app stores to see how the ratings are demonstrated to the users and how the ratings affect the number of users of each app. Bakar and Mahmud [12] found that there is no correlation between star-ratings and the number of permissions which an app asks.

In this thesis, we further investigate the user-perceived quality of Android app in terms of star-ratings. We study the relation of mobile device metrics, the topics of user-reviews, and issue reports prioritization with star-ratings.

2.2 Summarizing User-Reviews

User-reviews contain users’ feedback running an app in different situations and conditions. User-reviews are important as they can contain the concerns of users regarding an app. Due to the importance of user-reviews, recent work proposed some solutions to summarize user-reviews and ease the process of app development accordingly [60, 75, 89].

Goul et al. [70] published the earliest work on user-reviews in 2012 [135] in the context of requirements engineering. They applied sentiment analysis on 5,000 user-reviews that were retrieved from Apple App Store [8].

In 2014, Chen et al. [33] proposed a framework, called AR-MINER, to identify and filter out uninformative user-reviews. They employed textual analysis techniques
to detect and rank informative user-reviews. In Chapters 4 and 6 we use AR-MINER to filter out uninformative user-reviews.

Classifying user-reviews into meaningful groups is an important issue in the mobile app development research. Gu and Kim [74] classified user-reviews in five groups of evaluation, praises, feature requests, bug reports, and others. They applied aspect opinion mining [109] and sentiment analysis to find the most popular features of the apps. However, their work did not reveal relation of such features with star-ratings. Panichella et al. [164] applied natural language processing, text analysis, and sentiment analysis to classify user-reviews into five main intentions of users, including information giving, information seeking, feature requests, problem discovery, and others. Di Sorbo et al. [52] presented an approach, called SURF, and suggested two levels of classification: (i) intention classification [164], and (ii) topic classification. In the topic classification level, Di Sorbo et al. [52] manually train a set of user-reviews to find the topics. Villarroel et al. [203] proposed a tool, called CLAP, to classify user-reviews into bug reports and feature requests. Then, they classified and ranked the bug reports and feature requests that were reported in user-reviews to help app developers in planning for the next releases of their app. We adopt the approach of Villarroel et al. [203] as a part of our approach presented in Chapter 5. Ciurumelea et al. [37] proposed an approach to organize user-reviews with respect to different topics, such as performance and memory. Having the user-reviews organized, they could recommend source-code pertaining to these topics using code localization.

Topic modeling is widely used in summarizing user-reviews [26, 80]. For example, Iacob and Harrison [89] and Guzman and Maalej [75] applied LDA on user-reviews to extract the feature requests. Iacob and Harrison [89] also looked for linguistic rules to
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One of the biggest challenges of studying source codes and issue reports of mobile apps is that for the majority of mobile apps, such data is not publicly available. Thus, the number of papers that study the bug repositories and source code of Android apps is smaller than the number of papers that study star-ratings and user-reviews. To gain access to source code and issue reports, researchers usually follow two approaches: (i) studying only open-source apps (e.g., Ciurumelea et al. [37]) and (ii) decompiling the installation files of android apps (e.g., Moran et al. [145]).

Ciurumelea et al. [37] suggested an approach to recommend code using code localization [127] having the user-reviews organized. Palomba et al. [161] followed the approach proposed by Panichella et al. [163] to classify user-reviews and map the classified user-reviews to source code. Palomba et al. [161] recommended the source code

detect feature requests. Guzman and Maalej [75] employed topic modeling techniques to extract app features from user-reviews. Galvis and Winbladh [60] benefited from topic modeling techniques and sentimental analysis to help developers in the revision of requirements for the next releases of their apps. Fu et al. [59] proposed an approach to analyze star-ratings and user-reviews. Fu et al. [59] also listed the most frequent keywords in user-reviews by applying topic modeling techniques.

In this thesis, we identify the topics of user-reviews that share a significant relationship with star-ratings, i.e., key topics, so that app developers can address the issues that are related to the key topics prior to other issues that are reported in the user-reviews. Moreover, we propose a solution to map user-reviews to issue reports to prioritize the user-related issue reports.
changes that are required to address the user-reviews by measuring the asymmetric Dice similarity coefficient \cite{11} between the words in each cluster of user-reviews and the words in each class of source code.

Moran et al. \cite{145} introduced a tool, called FUSION, to manage auto-completion of bug reports of mobile apps. They applied statistic and dynamic analysis on the decompiled code of Android apps. FUSION helps developers in reproducing bugs and auto-completing bug reports. With respect to the findings of Chapter 4, developers should pay special attention to bug reports related to the key topics of user-reviews.

Some papers are based on empirical studies of the characteristics of issue tracking systems. Bhattacharya et al. \cite{23} conducted an empirical study on 24 open-source Android apps. They defined some metrics of bug report quality and developer involvement. They observed that bug reports are of high quality, especially security bug reports have the highest quality amongst all bug reports. Palomba et al. \cite{160} studied 100 Android apps. They compared user-reviews with the changelogs of open-source apps available on GitHub. They reported that implementing the users’ feature requests in the next releases increases the star-ratings.

Mcdonnell et al. \cite{138} studied the adoption of API updates by Android apps. They noticed that, on average, 28% of Android API calls are not up-to-date. They reported that the propagation time of API references to be updated is around 14 months. Maji et al. \cite{130} applied a failure characterization study on mobile apps. They investigate the relationship between bugs, locations of the bugs in the code and the code changes. Linares-Vasquez et al. \cite{125} studied open-source apps. They noticed that app developers rely on the manual execution of apps and user-reviews to identify performance bugs.
None of the previous work studied the relationship between prioritization of issue reports and star-ratings of mobile apps. We integrate the user-reviews into the process of prioritizing issue reports of Android apps and investigate the relationship between prioritizing issue reports and star-ratings. Furthermore, we identify code metrics that are statistically significantly related to star-ratings, such as user-interface complexity.

2.4 Issue Reports Prioritization Analysis

In this section, we introduce the related work that concerns the issue reports prioritization. The majority of the work presented in the section is done on other eco-systems rather than mobile apps.

Lamkanfi et al. [113] proposed a severity prediction approach by analyzing the textual description of issue reports of three open-source communities: Mozilla, Eclipse and GNOME. They applied Naïve Bayes to label the issue reports as severe or non-severe. Alenezi and Banitaan [5] employed Naïve Bayes, decision trees, and random forests to predict the priority of issue reports in Bugzilla [29]. They observed that random forest and decision tree outperform Naïve Bayes. Yu et al. [211] used neural network to prioritize issue reports. They showed that their approach works better than Naïve Bayes. Kanwal and Maqbool [100] applied Naïve Bayes and SVM to predict issue reports prioritization. They observed that SVM is better than Naïve Bayes when adopting textual metrics, such as issue report descriptions. Menzies and Marcus [141] ranked the terms that appear in issue reports using TF-IDF. They used top terms to predict the priority of issue reports. Tian et al. [195] used the similarity between current issue reports and issue reports in the past to estimate the priority of the new issue reports.
None of the above work incorporates user-reviews with issue report for prioritization. In Chapter 5, we take metrics of both issue reports and user-reviews to prioritize user-related issue reports.

2.5 Other Aspects

Some work is conducted to investigate the relationship between app releases and the successes of apps. Henze and Boll [83] studied the relationship between the release time and user activities in Apple App Store [8]. They observed that releasing new updates can improve app ranks. Zhu et al. [215] observed that some developers release updates with minor changes just to boost the rank of their app in Apple App Store. To avoid receiving low star-ratings, Ruiz et al. [177] recommend developers not to release incomplete apps early.

Some studies explored user-perceived quality based on user studies. Ickin et al. [91] focused on measuring user experience for a set of mobile apps that are used on a daily basis. They [91] observed that some factors, such as interface design, app performance, and user lifestyle, influence the user-perceived quality. Hassenzahl and Tractinsky [80] reported that the context within which an interaction occurs influence the user-perceived quality. Korhonen et al. [110] surveyed the literature and concluded that user’s task is an important attribute that can affect the user-perceived quality.

2.6 Summary

In this chapter, we introduced the related work. In Section 2.1 we presented related work that investigated the user-perceived quality of apps. Despite the importance of device attributes on the performance of Android apps, no prior work investigates the
relationship between mobile device attributes (see Chapter 3) and the user-perceived quality of Android apps.

In Section 2.2 we introduced research papers that summarized and clustered user-reviews. However, none of the earlier papers has specified a set of topics with a broader view, i.e., category, that are statistically significantly related to star-ratings, while every category of mobile apps shares a specific set of characteristics and requirements [128].

Section 2.3 summarized the studies on source code and issue reports. Section 2.4 introduced the related work on issue reports prioritization. None of the earlier works has integrated user-reviews into the process of issue reports prioritization of Android apps. Moreover, none of the prior works has studied the relationship between prioritizing issue reports of mobile apps and star-ratings.

Section 2.5 discussed other aspects of app development, such as the best time for releasing a newer version of an app. None of the recent works has studied the factors that share a statistically significant relationship with app ranks. Many factors, such as the number of releases and release latency, share a significant relationship with app ranks that is missing in the prior literature.
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App and Device Metrics with a Significant Relationship with Star-Ratings

In this chapter, we study the relation of both device metrics and app metrics with star-ratings of Android apps. The goal of this chapter is twofold. First, we show that to succeed in the competitive market of mobile apps, developers should consider various factors, such as users’ devices, very carefully. Second, we highlight the device and app metrics that are statistically significantly related to star-ratings. Therefore, developers would be able to proactively estimate the success of their apps prior to release with respect to the important metrics.

A brief introduction to this chapter is presented in Section 3.1. In Section 3.2 the study setup is explained. Section 3.3 describes the approach and the findings. Section 3.4 discusses the threats to the validity. Finally, Section 3.5 concludes this chapter.
3.1 Introduction

Due to the importance of star-ratings in the success of an app \(^{17, 43, 106, 134, 135}\), it is vital to identify the metrics that have significant relationships with star-ratings. The knowledge of such metrics helps developers to quantify the expected star-ratings prior to release proactively. Developers can also limit the availability of their apps to specific devices to reduce the risk of receiving low ratings from specific devices. Moreover, developers could prioritize the app testing efforts on certain devices \(^{104}\).

Recent studies mainly focus on the relationship between app metrics and star-ratings \(^{106, 123, 135, 190}\). For example, Taba \textit{et al.} \(^{190}\) found that the User-Interface (UI) complexity has a significant relationship with star-ratings. However, the observed star-ratings is the result of users’ experience running the apps on a particular mobile device \(^{205}\). In this chapter, the following research questions are addressed:

RQ3.1) \textit{Do users of different mobile devices give similar star-ratings to mobile apps?}

The level of satisfaction with an app varies based on the device on which an app is running. By studying 30 Android mobile devices and 280 Android apps, we find that users of various devices give different star-ratings to the same set of apps.

RQ3.2) \textit{Which device metrics share the most significant relationships with star-ratings?}

We measure 20 device metrics, such as memory capacity, display size, and battery size. We find that the star-ratings of an app have a significant relationship with device metrics, such as Central Processing Unit (CPU), display,
and Operating System (OS). For example, users of devices with more powerful CPUs give higher star-ratings to apps. Conversely, users having a newer version of the OS give lower star-ratings to the apps.

RQ3.3) Do device metrics have a stronger relationship with star-ratings than app metrics? We measure 13 app metrics, such as UI complexity and code size, in addition to the device metrics. We find that app metrics, such as code size, share significant relationships with star-ratings too. However, some device metrics, such as the CPU, have statistically significantly stronger relationships with star-ratings than the majority of app metrics.

3.2 Study Setup

Figure 3.1 depicts an overview of the study setup. First, user-reviews, app details, installation files, and device specifications are retrieved from Google Play Store and the technical device-specific Web-sites, including GSM Arena\(^1\) and Phone Arena\(^2\). Technical device-specific Web-sites provide the required information about the device specifications, such as the capacity of RAM. Both Web-sites contain technical articles and details about mobile devices. When the details of a particular device were not available on GSM Arena, we checked Phone Arena to get the required device details.

3.2.1 Data Source

Android platform suffers from device fragmentation with many different devices running varying versions of the Android OS \(^76\). The data used in this chapter is an

\(^1\)http://www.gsmarena.com/

\(^2\)http://www.phonearena.com/
Figure 3.1: Study setup for identifying metrics of mobile apps and devices that share a significant relationship with star-ratings.
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extension of the data of Khalid et al. [104]. The data includes app details, such as
app names, device names, and star-ratings. Khalid et al. selected 99 apps for their
study [104]. However, our dataset extends their dataset to 593 apps, 595,951 reviews,
and 210 devices. This dataset contains the star-ratings that are posted from 2009 to
2013. Table 3.1 provides a statistical overview of the star-ratings in the dataset.

3.2.2 Preprocessing Data

In this section, we discuss our data processing steps, such as data cleaning. Android
apps on Google Play Store are accessible as APK files (i.e., installation files). We
decompile the installation files first (see Part 1.4.2). We use the decompiled Java files
to measure the app metrics, such as the number of Lines of Code (LOC) and the
number of methods.

Cleaning Dataset

Our initial dataset contains 595,951 reviews, 210 devices, and 596 apps. Google Play
Store only allows us to download the latest version of an app [69]. There are 194 apps
for which we did not have access to their older APK files. Therefore, we remove these
194 apps from our study. Moreover, we remove 22 apps that do not declare their UI
using XML files from our study. We believe that UI is an important factor in star-
ratings because users interact with the apps via their UIs. Furthermore, we remove
100 paid apps from our dataset because we would need to pay to get access to their
installation files. We focus on free apps to reduce the influence of other confounding
factors, such as the variance of user expectations based on the cost of an app [77].

We remove the devices whose metrics are not publicly available on the Internet.
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Table 3.1: Overview of data that is used for identifying app and device metrics that share a significant relationship with star-ratings.

<table>
<thead>
<tr>
<th>Device</th>
<th>Total</th>
<th>Mean</th>
<th>Median</th>
<th>Deviation</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galaxy S3</td>
<td>22,022</td>
<td>3.4</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.4</td>
</tr>
<tr>
<td>Galaxy S2</td>
<td>18,898</td>
<td>3.3</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.4</td>
</tr>
<tr>
<td>Galaxy S</td>
<td>13,417</td>
<td>3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Nexus 7</td>
<td>6,322</td>
<td>3.3</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Galaxy Nexus</td>
<td>5,764</td>
<td>3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>Droid RAZR</td>
<td>6,892</td>
<td>3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>Evo 4G</td>
<td>7,121</td>
<td>3.1</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>Optimus One</td>
<td>6,503</td>
<td>3.3</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Galaxy Note</td>
<td>4,776</td>
<td>3.4</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>Galaxy Y</td>
<td>5,224</td>
<td>3.6</td>
<td>4.0</td>
<td>1.4</td>
<td>-0.7</td>
</tr>
<tr>
<td>Droid X</td>
<td>4,670</td>
<td>3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Desire HD</td>
<td>4,211</td>
<td>3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>Galaxy Ace</td>
<td>4,390</td>
<td>3.4</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>One X</td>
<td>2,889</td>
<td>3.3</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Sensation 4G</td>
<td>2,824</td>
<td>3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>EVO 3D</td>
<td>2,582</td>
<td>3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>Droid Bionic</td>
<td>2,946</td>
<td>2.8</td>
<td>3.0</td>
<td>1.6</td>
<td>0.2</td>
</tr>
<tr>
<td>Nexus S</td>
<td>2,175</td>
<td>3.1</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>Desire</td>
<td>2,715</td>
<td>3.1</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>Thunderbolt</td>
<td>2,312</td>
<td>3.1</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>Galaxy Tab 10.1</td>
<td>2,067</td>
<td>3.3</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.4</td>
</tr>
<tr>
<td>Droid</td>
<td>2,699</td>
<td>3.0</td>
<td>3.0</td>
<td>1.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Droid Incredible</td>
<td>2,459</td>
<td>3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Galaxy Tab 10.1</td>
<td>2,338</td>
<td>3.4</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>Droid X2</td>
<td>2,048</td>
<td>3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>myTouch 4G</td>
<td>1,913</td>
<td>3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Wildfire S</td>
<td>2,169</td>
<td>3.3</td>
<td>4.0</td>
<td>1.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Galaxy Mini</td>
<td>2,171</td>
<td>3.5</td>
<td>4.0</td>
<td>1.4</td>
<td>-0.6</td>
</tr>
<tr>
<td>Droid II</td>
<td>1,991</td>
<td>3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Incredible 2</td>
<td>1,865</td>
<td>3.1</td>
<td>3.0</td>
<td>1.5</td>
<td>-0.1</td>
</tr>
</tbody>
</table>
3.2. STUDY SETUP

We choose the devices that have the most number of apps in common. To mitigate our findings being skewed by the apps with few star-ratings [103], we consider the largest subset of the apps that have at least five star-ratings for each device in our dataset. Finally, we ended up with 30 mobile devices, 280 Android apps, and 150,373 star-ratings in our dataset that met all the above criteria.

Extracting App Metrics

We describe the app metrics along three aspects: (i) source-code, (ii) user-interface, and (iii) miscellaneous.

**Source Code.** For each app, we count the number of methods and LOC in the decompiled Java files. LOC is a software metric that is used to measure the size of a program. Larger programs in terms of lines of code are potentially harder to maintain [117]. We measure the number of methods as another metric that captures the code size and the code complexity [97]. We calculate the complexity of each app using two measures: (i) McCabe’s cyclomatic complexity [136] and (ii) Weighted Method per Class (WMC) [34]. After calculating the McCabe’s cyclomatic complexity for each method, we count the number of methods with a cyclomatic complexity value of more than ten. Coppick and Cheatham [40] report that the methods with cyclomatic complexity values of less than ten are considered simple while the methods with cyclomatic complexity values of more than ten indicate a more complex code [40]. We measure the weighted average of the WMCs of each class.

**User-Interface.** App components are the fundamental building blocks of an Android app. There are four types of app UI components: (i) activities, (ii) services, (iii) content providers, and (iv) broadcast receivers [64]. An activity represents
Table 3.2: User-interface tags for identifying input and output elements.

<table>
<thead>
<tr>
<th>Type</th>
<th>Element Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Button, EditText, AutoCompleteTextView, RadioGroup, RadioButton, ToggleButton, DatePicker, TimePicker, ImageButton, CheckBox, Spinner</td>
</tr>
<tr>
<td>Output</td>
<td>TextView, ListView, GridView, View, ImageView, ProgressBar, GroupView</td>
</tr>
</tbody>
</table>

A single-screen UI. A service is for performing functions for remote processes or for performing long-running operations. A content provider manages a shared set of app data. A broadcast receiver is a component that responds to broadcast announcements [64]. Users interact with activities only. There are two ways to define a UI layout for an activity: (i) declaring UI design elements in XML files and (ii) instantiating UI layout elements in the source-code. Similar to earlier studies (e.g., [190]), we study the apps that follow the best practice of UI implementation as suggested by Google [65]. With the best practice UI implementation, developers declare app layouts in XML files. We parse the XML files to calculate the set of UI metrics, as proposed by Taba et al. [190], including the number of inputs, outputs, and activities. We use the input and the output tags listed in Table 3.2 to identify inputs and output elements in a UI page [190]. The XML files are represented as trees [87, 204]. Therefore, we are interested in examining the relationship between the main characteristics of the UI trees and star-ratings. Hence, for each app, we extract the total number of leaves, nodes, and the layout depth of the UI trees [41].

**Miscellaneous.** We consider the size of the installation files as they contain various media and other resources that are associated with the apps. The size of an installation file can capture the overall complexity and richness of an app.

We summarize the app metrics in Table 3.3 Overall, we measure 13 metrics along
Table 3.3: App metrics for explaining star-ratings.

<table>
<thead>
<tr>
<th>Category</th>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>User-Interface</td>
<td>Number of Leaves</td>
<td>Number of leaves in XML layout files.</td>
</tr>
<tr>
<td></td>
<td>Number of Nodes</td>
<td>Number of nodes in XML layout files.</td>
</tr>
<tr>
<td></td>
<td>UI Depth</td>
<td>Deepest tree in XML layout files.</td>
</tr>
<tr>
<td></td>
<td>Number of Activities</td>
<td>Number of activities in UI.</td>
</tr>
<tr>
<td></td>
<td>Number of Inputs</td>
<td>Number of inputs in UI.</td>
</tr>
<tr>
<td></td>
<td>Number of Outputs</td>
<td>Number of outputs in UI.</td>
</tr>
<tr>
<td></td>
<td>LOCUI</td>
<td>Number of lines of UI code.</td>
</tr>
<tr>
<td>Source Code</td>
<td>LOC</td>
<td>Number of lines of source code.</td>
</tr>
<tr>
<td></td>
<td>Number of Methods</td>
<td>Number of methods in source code.</td>
</tr>
<tr>
<td></td>
<td>WMC</td>
<td>Average of weighted method per class.</td>
</tr>
<tr>
<td></td>
<td>Low McCabe</td>
<td>Number of methods with a cyclomatic complexity equal or less than 10.</td>
</tr>
<tr>
<td></td>
<td>High McCabe</td>
<td>Number of methods with a cyclomatic complexity more than 10.</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>APK Size</td>
<td>Size of the downloadable APK installation file.</td>
</tr>
</tbody>
</table>

the three aforementioned categories. Table 3.4 shows a brief overview of the statistics of the computed app metrics.

**Extracting Device Metrics**

For each device, we extract 38 *direct metrics* of the hardware specifications. A direct metric is referred to as a metric without any processing on its value. All the 38 direct metrics are listed in Table 3.5. We remove the device metrics that have the same value for all of the devices because this information cannot differentiate among devices.

We did not include the prices of the devices as a device that is expensive today would be cheaper in the future. A user’s experience with an app will remain the same independent of how much the user has paid for the device. We end up with 20 device metrics as summarized in Table 3.6.
3.2. STUDY SETUP

Table 3.4: Overview of app metrics for explaining star-ratings.

<table>
<thead>
<tr>
<th>Category</th>
<th>Metric</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>User-Interface</td>
<td>LOCUI</td>
<td>4,222</td>
<td>4</td>
<td>605</td>
<td>371</td>
</tr>
<tr>
<td></td>
<td>UI Leaves</td>
<td>4,222</td>
<td>2</td>
<td>605</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>UI Nodes</td>
<td>1,846</td>
<td>1</td>
<td>264</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>UI Depth</td>
<td>17</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Activity</td>
<td>495</td>
<td>1</td>
<td>49</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>Input</td>
<td>769</td>
<td>1</td>
<td>52</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Output</td>
<td>1,375</td>
<td>1</td>
<td>152</td>
<td>79</td>
</tr>
<tr>
<td>Source code</td>
<td>LOC</td>
<td>607,458</td>
<td>315</td>
<td>140,541</td>
<td>137,598</td>
</tr>
<tr>
<td></td>
<td>Code Method</td>
<td>54,444</td>
<td>40</td>
<td>12,162</td>
<td>11,692</td>
</tr>
<tr>
<td></td>
<td>WMC</td>
<td>37</td>
<td>3</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Low McCabe</td>
<td>47,573</td>
<td>34</td>
<td>12,528</td>
<td>9,915</td>
</tr>
<tr>
<td></td>
<td>High McCabe</td>
<td>1,661</td>
<td>0</td>
<td>380</td>
<td>315</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>APK Size</td>
<td>52,139</td>
<td>73</td>
<td>9,478</td>
<td>7,790</td>
</tr>
</tbody>
</table>

Table 3.5: List of direct device metrics.

<table>
<thead>
<tr>
<th>Direct Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>2G network support</td>
</tr>
<tr>
<td>Announcement date</td>
</tr>
<tr>
<td>Weight</td>
</tr>
<tr>
<td>Display colors</td>
</tr>
<tr>
<td>3.5mm jack</td>
</tr>
<tr>
<td>GPRS support</td>
</tr>
<tr>
<td>WLAN support</td>
</tr>
<tr>
<td>USB support</td>
</tr>
<tr>
<td>Secondary camera support</td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>Compass support</td>
</tr>
<tr>
<td>GPS</td>
</tr>
<tr>
<td>Standby</td>
</tr>
<tr>
<td>3G network support</td>
</tr>
<tr>
<td>Status of availability</td>
</tr>
<tr>
<td>Size of display</td>
</tr>
<tr>
<td>Display protection</td>
</tr>
<tr>
<td>Vibration</td>
</tr>
<tr>
<td>Hot-spot support</td>
</tr>
<tr>
<td>Bluetooth support</td>
</tr>
<tr>
<td>Primary camera details</td>
</tr>
<tr>
<td>OS version</td>
</tr>
<tr>
<td>GPU</td>
</tr>
<tr>
<td>Messaging features</td>
</tr>
<tr>
<td>Java support</td>
</tr>
<tr>
<td>Talk time</td>
</tr>
<tr>
<td>SIM support</td>
</tr>
<tr>
<td>Dimensions</td>
</tr>
<tr>
<td>Multitouch display</td>
</tr>
<tr>
<td>Loudspeaker</td>
</tr>
<tr>
<td>Internal RAM</td>
</tr>
<tr>
<td>EDGE support</td>
</tr>
<tr>
<td>NFC</td>
</tr>
<tr>
<td>Video recording support</td>
</tr>
<tr>
<td>Upgradable OS</td>
</tr>
<tr>
<td>Accelerometer support</td>
</tr>
<tr>
<td>Browser features</td>
</tr>
<tr>
<td>Battery</td>
</tr>
</tbody>
</table>

We classify the metrics as (i) nominal metrics that include two or more categories without considering the ordering among the categories, (ii) ordinal metrics considering the ordering among the metrics, and (iii) numeric metrics that are expressed with real numbers. We also split the device metrics that explain multiple aspects of the
### Table 3.6: Device metrics for explaining star-ratings.

<table>
<thead>
<tr>
<th>Category</th>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Body</strong></td>
<td><strong>Dimension</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DeviceHeight</td>
<td>Height of a device in centimeters.</td>
</tr>
<tr>
<td></td>
<td>DeviceWidth</td>
<td>Width of a device in centimeters.</td>
</tr>
<tr>
<td></td>
<td>DeviceThickness</td>
<td>Thickness of a device.</td>
</tr>
<tr>
<td><strong>Display</strong></td>
<td><strong>Colors</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DisplayColors</td>
<td>Range of colors that are supported by the screen.</td>
</tr>
<tr>
<td></td>
<td>DisplayInch</td>
<td>Display size in inches.</td>
</tr>
<tr>
<td></td>
<td>ScreenWidth</td>
<td>Display width in pixels.</td>
</tr>
<tr>
<td></td>
<td>ScreenHeight</td>
<td>Display height in pixels.</td>
</tr>
<tr>
<td></td>
<td>DisplayPPI</td>
<td>Pixels per inch is a measurement of the pixel density (resolution).</td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td><strong>OS</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OSVersion</td>
<td>Initial Android version.</td>
</tr>
<tr>
<td></td>
<td>OSUpgradeable</td>
<td>Indicates whether any OS upgrade is announced by manufacturers after the initial release.</td>
</tr>
<tr>
<td><strong>CPU</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GPU</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Memory</strong></td>
<td><strong>RAM</strong></td>
<td>Capacity of the internal RAM.</td>
</tr>
<tr>
<td></td>
<td>InternalRAM</td>
<td></td>
</tr>
<tr>
<td><strong>ROM</strong></td>
<td></td>
<td>Capacity of the internal ROM.</td>
</tr>
<tr>
<td><strong>Camera</strong></td>
<td><strong>Camera</strong></td>
<td>Resolution of the primary camera in megapixels.</td>
</tr>
<tr>
<td></td>
<td>CameraMegaPixel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Video</td>
<td>Resolution of recording video.</td>
</tr>
<tr>
<td><strong>Battery</strong></td>
<td><strong>Battery</strong></td>
<td>Battery size in ampere-hour.</td>
</tr>
<tr>
<td></td>
<td>Talktime</td>
<td>The longest time that a single battery charge lasts when a user is constantly talking on a device.</td>
</tr>
<tr>
<td></td>
<td>Standby</td>
<td>The officially-quoted longest time that a single battery charge lasts when a device is constantly connected to the GSM network, but is not in active use.</td>
</tr>
<tr>
<td><strong>Date</strong></td>
<td><strong>Release Date</strong></td>
<td>Announcement date of a device.</td>
</tr>
</tbody>
</table>
3.3 Approach and Results

This section presents the approach and finding of the three research questions. For each research question, the motivation, the approach, and a discussion of the findings are presented.

RQ3.1) Do users of different mobile devices give similar star-ratings to mobile apps?

Motivation. Users run mobile apps on different devices with varying specifications. In this research question, we explore if users of different mobile devices give similar star-ratings to the same apps.

Approach. To address this research question, we investigate the star-ratings that are recorded by the users of each device. Figure 3.2 shows the distribution of the number of star-ratings per app for each device. As a null hypothesis, we suppose that the distributions of the star-ratings for the same set of apps running on different devices are the same. We use the Kruskal-Wallis test [111] to check the null hypothesis. The Kruskal-Wallis is a non-parametric method for testing whether different samples originate from the same distribution [111]. The test does not assume a normal distribution of the residuals as it is a non-parametric method. The Kruskal-Wallis extends the Mann-Whitney U test [131] to test more than two groups [111]. Hence, it shows
Figure 3.2: Number of star-ratings (per app) for each device.

whether different devices have the same distribution of star-ratings. We can reject the null hypothesis if the observed $p-value$ is less than 0.05. Hence, we can conclude that the users of at least one device give different star-ratings for the same set of apps. In addition, we use Dunn’s test [54] to compare star-ratings of each pair of devices to determine how many pairs of devices are statistically significantly different in terms of the distributions of star-ratings. Finally, we depict the distribution of the star-ratings for each device using boxplots.

**Findings.** The Kruskal-Wallis test shows that the distribution of the star-ratings for the same set of apps of at least one device is significantly different with a $p-value$ of less than $2.2e-16$ across the 30 devices. By using Dunn’s test on the distribution of the star-ratings across each pair of devices, we find that 81% of the device pairs
Figure 3.3: Given star-ratings by users of each device.

have a statistically significantly different distribution of star-ratings. In addition, by calculating the Cliff’s delta effect size [38], we find that 42% of the device pairs have at least a small (effect size) difference. Figure 3.3 shows that the distributions of star-ratings vary across devices. Hence, we conclude that the devices on which the apps are running play a significant role in the received star-ratings.

---

Star-ratings of the same set of apps varies across devices. Users of some devices give higher star-ratings to mobile apps in comparison with users of other devices.
RQ3.2) Which device metrics share the most significant relationships with star-ratings?

Motivation. In the first research question, we found that users of some devices give higher star-ratings in comparison with users of other devices. However, a mobile device can be explained by various metrics, such as CPU, internal RAM, and screen size. In this research question, we explore the device metrics that share a significant relationship with star-ratings. The outcome of this research question helps both device manufacturers and mobile app developers. Mobile device manufacturers can figure out the device metrics that have the most significant relationships with star-ratings as estimated by their users. For example, manufacturers can decide whether it is better to allocate more resources to advance the screen resolution or the battery capacity for their next generation devices. Mobile app developers can understand the device metrics that have the most significant relationships with star-ratings. Therefore, app developers can determine the devices for which they would like to make their app available because Google Play Store permits developers to limit an app to specific devices.

Approach. We build a linear mixed effects model to study the device metrics that have the most significant relationships with star-ratings. The independent metrics of the model are the device metrics (as listed in Table 3.6) and the dependent metric is the star-ratings. We normalize the independent metrics so we can compare the coefficients.

Model Construction. We identify the correlated metrics because having correlated metrics negatively affects the stability of our model and prevents us from
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understanding the full impact of each metric [79]. We use the metric clustering analysis to build a hierarchical overview of the correlations between the explanatory metrics [81]. We choose the metrics that are more intuitive for inclusion in our model from each sub-hierarchy of metrics with Spearman’s $|\rho| > 0.7$ [151]. Figure 3.4 shows the hierarchical clustering of the metrics according to Spearman’s $|\rho|$. The Spearman correlation evaluates the monotonic relationship between continuous or ordinal metrics. In Figure 3.4, the horizontal line shows the threshold from which the metrics are highly correlated with each other. From each sub-hierarchy of correlated metrics, we select a representative independent metric to build our final model. We select the following metrics after the correlation analysis: OSVersion, CPU, DisplayInch, InternalROM, GPU, CameraMegaPixel, DisplayColors, DisplayPPI, OSUpgradable, and Standby.

**Model Building.** A mixed effects model is a model that contains both fixed effects metrics and random effects metrics [56, 216]. A fixed effects metric is treated with a constant coefficient and intercept for all the observations, while the coefficient and the intercept of a random effects metric can vary across individual observations [216]. By applying a mixed effects model, we can explain the relationships between the dependent metric and the independent metrics that are grouped according to one or more grouping factor(s). The mixed effects model can assume different intercepts or coefficients for each group [216].

Equation (3.1) shows the mixed effects model formula [155]. In Equation (3.1), $g$ shows the grouping factor, $n$ is the total number of metrics, and $m$ is the number of metrics with fixed coefficients. $Y_g$ holds the dependent metric. $\beta_0$ is the constant intercept and $\theta_{0g}$ is the intercept that varies across each grouping factor [155]. Let
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Figure 3.4: Hierarchical clustering of device metrics according to Spearman’s $|\rho|$.

$X_i$ denote the $i_{th}$ independent metric; $\beta_i + \theta_{1g}$ and $\beta_i$ indicate the coefficients of the $X_i$ where $\theta_{1g}$ can vary across groups. $\epsilon_g$ is the indicator of errors. By having $\theta_{1g} = 0$, only the intercepts can vary. By setting $\theta_{0g} = 0$, only the coefficients can vary. By having both $\theta_{0g} = 0$ and $\theta_{1g} = 0$, the model would become a fixed effects model.

$$Y_g = \beta_0 + \theta_{0g} + \sum_{i=1}^{m} \beta_i X_i + \sum_{i=m}^{n} (\beta_i + \theta_{1g}) X_i + \epsilon_g$$ (3.1)

We let the independent metrics have variable intercepts (i.e., the intercept is a random effect) but with constant coefficients. We group our independent metrics

<table>
<thead>
<tr>
<th>Metric</th>
<th>Announced</th>
<th>OSVersion</th>
<th>CPU</th>
<th>InternalRAM</th>
<th>ScreenWidth</th>
<th>ScreenHeight</th>
<th>DisplayInch</th>
<th>DeviceHeight</th>
<th>DeviceWidth</th>
<th>Battery</th>
<th>Video</th>
<th>DeviceThickness</th>
<th>InternalROM</th>
<th>GPU</th>
<th>Talktime</th>
<th>DisplayHeight</th>
<th>DisplayWidth</th>
<th>CameraMegaPixel</th>
<th>DisplayColors</th>
<th>DisplayPPI</th>
<th>OSUpgradable</th>
<th>Standby</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman $</td>
<td>\rho</td>
<td>$</td>
<td>1.0</td>
<td>0.8</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

We let the independent metrics have variable intercepts (i.e., the intercept is a random effect) but with constant coefficients. We group our independent metrics
according to each device and app. We build a mixed effects model with star-ratings as the dependent metric, the 20 device metrics as the independent metrics, and we let random effects for every app and device. Equation (3.2) shows the equation of our model. In Equation (3.2), $Y_g$ denotes the star-ratings. $X_i$ represents the independent metrics. $\beta_i$ show the coefficients of each $X_i$ and $\theta_g$ shows the intercepts that vary across each app and device.

$$Y_g = \beta_0 + \theta_g + \sum_{i=1}^{n} \beta_i X_i + \epsilon_g$$  \hspace{1cm} (3.2)

Mobile apps may behave differently on different devices that are manufactured by different companies. Hence, we model the individual differences by assuming different random intercepts for each app and device. We assign a different intercept for each app and device and the mixed model estimates the intercepts \[207\].

To estimate the goodness of fit in a mixed effects model, two measures are used \[147\]: (i) marginal $R^2$ and (ii) conditional $R^2$. The marginal $R^2$ describes the proportion of the variance explained by the fixed effects metrics, while the conditional $R^2$ describes the proportion of the variance explained by both fixed and random effects metrics. The marginal $R^2$ of the model is 0.010 in this research question, but the conditional $R^2$ is 0.190. The higher value of the conditional $R^2$ indicates that the proportion of the variance that is explained by the fixed effects metrics is much less than the proportion of variance that is explained by both the fixed and the random metrics.

The significant metrics are marked with asterisks in the output of the model using the ANOVA test \[168\] (see Table 3.7). The significant metrics have $Pr(>|F|)$ — the $p$-value that is associated with the F-statistic — less than 0.05. The upward arrows
Table 3.7: Linear mixed effects model using only device metrics for explaining star-ratings.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Pr(&gt;(F))</th>
<th>(\chi^2)</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSVersion</td>
<td>0.0007</td>
<td>27.07</td>
<td>1.410e-01 ± 0.153</td>
</tr>
<tr>
<td>DisplayPPI</td>
<td>0.0035</td>
<td>8.55</td>
<td>7.476e-02 ± 0.026</td>
</tr>
<tr>
<td>CPU</td>
<td>0.0162</td>
<td>17.21</td>
<td>7.661e-02 ± 0.126</td>
</tr>
<tr>
<td>Standby</td>
<td>0.0263</td>
<td>4.94</td>
<td>3.011e-04 ± 0.001</td>
</tr>
<tr>
<td>CameraMegaPixel</td>
<td>0.0907</td>
<td>2.86</td>
<td>1.385e-02 ± 0.008</td>
</tr>
<tr>
<td>InternalROM</td>
<td>0.0915</td>
<td>2.85</td>
<td>1.482e-02 ± 0.009</td>
</tr>
<tr>
<td>GPU</td>
<td>0.2865</td>
<td>1.14</td>
<td>1.945e-02 ± 0.018</td>
</tr>
<tr>
<td>DisplayInch</td>
<td>0.4197</td>
<td>0.65</td>
<td>3.020e-02 ± 0.037</td>
</tr>
<tr>
<td>DisplayColors</td>
<td>0.7548</td>
<td>0.56</td>
<td>4.225e-02 ± 0.096</td>
</tr>
<tr>
<td>OSUpgradable</td>
<td>0.9335</td>
<td>0.01</td>
<td>4.075e-03 ± 0.049</td>
</tr>
</tbody>
</table>

Codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘+’ 0.1 ‘ ’ 1

indicate the metrics with a positive relationship with star-ratings and the downward arrows indicate the metrics with a negative relationship. The values of the \(\chi^2\) show if a model is statistically different from the same model in the absence of a given independent metric in the model according to the degrees of freedom.

Findings. Table 3.7 displays the results of the model. We identify that the OS version, the CPU, the display resolution, and the standby time as the metrics that have significant relationships with star-ratings. The CPU and the standby time have positive relationships with star-ratings, while the display resolution and the OS version have an inverse relationship with star-ratings. First, we discuss the metrics with a positive relationship with star-ratings. Then, we discuss the metrics with a negative relationship with star-ratings.

**Device Metrics with a Positive Relationship with Star-ratings.** We observe that the user of more powerful CPUs give higher star-ratings as the CPU is responsible for computations on a device. Standby is an upfront-derived specification
that may not directly impact star-ratings. Standby time quantifies the longest time that a battery charge will last when the phone is constantly connected to the network but is not in an active use. One reason for standby having a positive relationship with star-ratings could be the energy consumption of mobile apps. One of the main energy consuming features of mobile apps is network usage \cite{13, 115, 116}. Li et al. \cite{116} reported that the network is the most energy consuming component among all the device components. Moreover, Kaup and Hausheer \cite{101} observed that the user-perceived quality of an app can be affected by the data rates in networks and the energy consumption. Hence, if an app over-consumes energy, it would create an inconvenient user experience for a user that owns a device with low standby time. The users who can use their phones for a longer time may run the apps with a higher quality than the users who need to recharge their devices more often. For example, the following user-reviews denote the users’ concerns in terms of battery consumption issues.

“Why is this app using 7% of my battery when not in use???

“

It is ok, but is takes up 18mb, not 4.5mb. Also, it massively drains the battery even when not in use and the phone is switched off. Uninstalled

Device metrics with a Negative Relationship with Star-ratings. Table \ref{table:device_metrics} shows that having a higher version of the OS has a significant inverse relationship with star-ratings. Moreover, the ability of a device to upgrade to a higher
version of the OS has an inverse relationship with star-ratings too. One of the reasons for this observation can be the API updates. Updating the Android OS requires the apps to update their API usages [189]. Hence, new bugs might emerge. Such bugs are likely to impact star-ratings negatively as McDonnell et al. [138] show that many developers are not fast enough in adapting to new APIs and they often fail to catch up with the pace of Android API evolution. The following user complaints support this observation.

“...since upgrading to Android 4.2.1, the messages will not update correctly displaying the...”

“After upgrade to ice cream sandwich, won’t sync with Android Motorola bionic...”

The display resolution has an inverse relationship with star-ratings, i.e., the higher the display resolution, the lower the star-ratings. Android has the APIs that allow developers to precisely control the layout resources of the apps for different screen sizes [66]. To further investigate the relationship between the display resolution and star-ratings, we investigate the apps to see whether they have controlled their layout resources. 75%, 81%, and 93% of the apps in our dataset have a specific UI declaration for low-density, medium-density, and high-density screens, respectively. However, 63% and 99% of apps do not have a specific UI declaration for extra-high-density and extra-extra-high-density screens. Therefore, all the apps are not perfectly compatible with all the devices with different screen resolutions. The following example user-reviews support this observation.
Scrolling and loading are much improved, but please update
display size for larger phones.

...says my resolution isn’t high enough, then won’t let me
tap a single button. Bad app.

Some device metrics, such as the CPU, have significant relationships with star-ratings. However, having a better device characteristic, such as a higher display resolution, does not necessarily share a positive relationship with star-ratings.

RQ3.3) Do device metrics have a stronger relationship with star-ratings than app metrics?

Motivation. In this research question, we study and compare the relation of both device and app metrics with star-ratings. We aim to investigate whether device metrics have stronger relationships with star-ratings than app metrics. Therefore, app developers can target the devices on which they would like to make their app available. By limiting an app to specific devices, app developers can reduce the risk of receiving negative star-ratings from possibly underpowered devices. Moreover, developers would be able to prioritize the app testing efforts on certain devices [104].
3.3. APPROACH AND RESULTS

**Approach.** We add the app metrics (as listed in Table 3.3) to the mixed effects model in addition to the device metrics (see Part 3.3).

**Model Construction.** Figure 3.5 shows the result of the hierarchical clustering of the metrics according to Spearman’s \(|\rho|\). Based on Figure 3.5, all the UI metrics, such as the number of inputs and outputs, the number of activities, and the Lines of UI Code (LOCUI), are correlated with each other. We select the total number of inputs as the representative metric for the group that contains the UI complexity metrics. From the other groups, we select WMC, OSUpgradable, Standby, APKSize, LOC, OSVersion, CPU, DisplayInch, InternalROM, GPU, CameraMegaPixel, DisplayColors, and DisplayPPI.

**Model Building.** To determine the device and the app metrics that have statistically significant relationships with star-ratings, we build a linear mixed effects model [56]. The independent metrics are the combination of both the device and the app metrics. The marginal \(R^2\) of the model is 0.013 and the conditional \(R^2\) is 0.191. The higher value of the conditional \(R^2\) indicates that the proportional of the variance that is explained by the fixed effects metrics is much less than the proportional of the variance that is explained by both the fixed effects and the random effects metrics.

**Findings.** Table 3.8 shows the output of the mixed effects model. We observe both the app and the device attributes have significant relationships with star-ratings.

The LOC is an app metric that has a significant relationship with star-ratings. This observation could be the result of the relationship between the app maintainability and the code size (the larger the code, the harder to maintain) [3, 117]. We also note that the WMC has a significant relationship with star-ratings. One possible explanation for this observation could be that more development effort is required to
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The device metrics, such as the CPU and the screen resolution, play a significant role in star-ratings too. In other words, the characteristics of both the apps and the devices are statistically significant related to star-ratings. The LOC (an app metric) and the OS version (a device metric) both share significant relationships with star-ratings.
3.4. Threats to Validity

In this section, we discuss the potential threats to the validity of this chapter.

3.4.1 Construct Validity

Threats to construct validity concern the degree to which the study represents the constructs in the real world [184]. Some device metrics, such as 2G or 3G connectivity.
support, may not be available in practice if such networks are not accessible from a specific location. In this study, we consider the metrics that are available in a non-controlled empirical study.

3.4.2 Internal Validity

Threats to internal validity concern our selection of subject systems and analysis methods [184]. We select a set of apps with at least five star-ratings for each of the 30 devices. The threshold of five star-ratings mitigates the risk of our results being skewed by the set of apps and devices that have a small number of star-ratings [103]. Finally, for each research question, we dug into the data to provide some context to our findings (e.g., the maintainability of a large code). We are not claiming an exhaustive list of relationships between the suggested causes and star-ratings.

3.4.3 External Validity

Threats to external validity concern the possibility of generalizing our results. Our study is performed on free apps. Hence, our results may not generalize to paid apps. We focus on free to download apps as it reduces the impact of other confounding factors, such as the variance of user expectations based on the cost of an app [77]. Intuitively, certain types of apps, in particular, games which are traditionally hardware taking, may be more dependent on the device metrics. We add an interaction term to allow the coefficients in our model to vary depending on whether we are modeling star-ratings of a game app or a non-game app. We found that the interaction terms for the GPU and the OS Version are statistically significant. Hence, games might be more dependent on the GPU and the OS Version of devices than other apps. However,
we could not improve our model fit. Therefore, we further built two separate models: (i) one model for game apps and (ii) another model for non-game apps. Again, we could not improve the model fit indicating that a general model of star-ratings performs better than more specific models, such as the model that is built only based on game apps. Our inability to improve on the model fit may be due to (i) some games might be more dependent on device metrics than other games (e.g., a complex graphics-intensive game compared to a simpler game) or (ii) star-ratings does not vary by app type.

3.5 Summary

In this chapter, we identify the app and the device metrics that share a statistically significant relationship with star-ratings. Our analysis is based on 30 Android mobile devices, 280 Android apps, and 150,373 star-ratings. App metrics, such as LOC, share significant relationships with star-ratings. However, to succeed in the competitive market of mobile apps, app developers should carefully consider the available devices on the market too. We observe that the star-ratings of an app vary across different devices. Device metrics, such as the CPU and the screen resolution, have significant relationships with star-ratings. However, having better device specifications, such as a higher display resolution, does not always share a positive relationship with star-ratings.
Chapter 4

Key Topics of User-Reviews

Each user-review that is posted on Google Play Store is associated with a star-rating. In this chapter, we look into the user-reviews to find the topics of user-reviews that share a statistically significant relationship with star-ratings (i.e., key topics). Given the importance of high star-ratings to the success of an app, it is crucial to help developers find the key topics of user-reviews in each category. By identifying the key topics of user-reviews, app developers could narrow down their development efforts to the user-reviews that matter for receiving higher star-ratings.

An introduction to this chapter is provided in Section 4.1. Section 4.2 describes the study setup of this chapter. Section 4.3 discusses the key topics identification method and the identified key topics. In Section 4.4, we evaluate the relationship between the key topics and star-ratings. Section 4.5 lists the potential threats to the validity. Finally, we conclude this chapter in Section 4.6.

4.1 Introduction

A star-rating can be associated with a user-review in Google Play Store [69]. A user-review is a piece of informal text without a predefined structure [160]. User-reviews
could potentially contain useful information, such as bug reports, feature requests, and user experiences [59, 160]. Developers can use the information that is reported in user-reviews to improve their apps in terms of fixing bugs, adding new features, and catching up with the latest demands of users. Recent studies (e.g., 60, 59, 159, 160, 163) have shown the unavoidable importance of star-ratings and user-reviews in success and profitability of apps.

Some recent studies aimed to summarize user-reviews and classify them into meaningful groups [135]. For example, Villarroel et al. [203] tried to help app developers in release planning by classifying user-reviews into clusters of bug reports and feature requests. Panichella et al. [163] classified user-reviews to help app developers maintain their apps. Palomba et al. [160] showed the relation between user-reviews and code changes towards app success. Iacob et al. [90] summarized the topics of user-reviews which cover users’ complaints. Recent work is subject to the context of a single or a few apps. None of the earlier work specified a set of topics with a broader view, i.e., category, that are statistically significantly related to star-ratings, while every category of mobile apps shares a specific set of characteristics and requirements [128]. In this chapter, we show that addressing all the issues that are reported in user-reviews do not necessarily increase the star-ratings of mobile apps. Fixing a frequently reported issue can have a minor effect on star-ratings.

We introduce the key topics, which are the topics of user-reviews that share a significant relationship with star-ratings. For example, we identify messages as a key topic of the category of social. The following example user-reviews show the importance of messages in the category of social:
“Love this app. Great to be able to check up on the site for my messages when I’m on the go!

“Wouldn’t let me read my messages so I uninstalled it [...]"

“Won’t let me receive messages or send them fix it and I’ll rate 5 star again"

The issues that are related to the key topics are statistically significantly related to star-ratings. Developers can use our approach on top of previous work, such as Villarroel et al. [203] and Palomba et al. [160], to better manage the user-reviews. It may be time-consuming to address all the issues that are reported in user-reviews. Therefore, it is beneficial to understand and consider the key topics for better managing time and efforts to receive higher star-ratings and succeed in the competitive market of mobile apps.

For each category, we identify a set of key topics that have a significant relationship with star-ratings through analyzing the contribution of each topic to the performance of the model that is built with the star-ratings as the dependent metric. For example, we find that speed, battery consumption, and searching are the key topics of the category of travel and local. Moreover, we observe that the most frequent topics of each category are not necessarily the key topics of the same category, i.e., most frequent topics do not always share a significant relationship with star-ratings.

We investigate a large number of user-reviews, i.e., 4,193,549 user-reviews of 623 apps in ten different categories. With such a number of user-reviews, we conduct a
fine-grained analysis per topic on the user-reviews and associated star-ratings. Considering a large number of user-reviews mitigates bias in the data [134].

We evaluate the identified key topics with respect to the reported changes in the apps for 19 months. Release notes could be a great indicator of the changes that are made to each app. Johann et al. [96] reported a precision of up to 88% for app descriptions in identifying app features. For each app, we calculate the similarity score of the release notes with key topics versus non-key topics. We observe that, for 77% of the subject apps, higher star-ratings are received when release notes are more similar to the key topics.

4.2 Study Setup

Figure 4.1 shows an overview of the study setup process. As shown in Figure 4.1, we preprocess the user-reviews and release notes of each app. Then, we identify the topics of each user-review. After that, we compute the metrics of the topics and identify the key topics of each category. Finally, we evaluate the changes in star-ratings with respect to the release notes.

4.2.1 Data Source

We retrieve the user-reviews, app details, and release notes from Google Play Store. Due to the processing time for handling all the user-reviews in over thirty categories of Google Play Store, we study ten categories. We randomly selected ten categories to avoid introducing a bias towards a specific set of categories, e.g., popular categories. The selected categories are listed in Table 4.1. The distribution of the number of user-reviews varies across the categories. Some categories, such as communication
and social, have a variety of popular apps and users. Some other categories, such as travel and local, have a fewer number of user-reviews.

We run our implemented crawler (see Part 1.4.1) to extract app details and the associated user-reviews on a daily basis from April 2014 to November 2015. Initially, we retrieved 14,241,915 user-reviews for 2,723 apps.

The number of Events Per Variable (EPV) is a metric that calculates the ratio of data points to the number of variables [192]. To avoid the risk of over-fitting and having unstable results, having an EPV $\geq 10$ is recommended [192]. To ensure that we have enough data to study the evolution of star-ratings over time, we exclude 2,100 apps based on two criteria:

(i) The apps updated less than 10 times during our study [192] as we study the relation of addressing the issues raised by the key topics with star-ratings over time.

(ii) The apps that receive less than 10 user-reviews between each update to avoid the apps with few user-reviews skew the findings [103, 192].
Table 4.1: Distribution of categories that are studied to identify the key topics of user-reviews.

<table>
<thead>
<tr>
<th>Category</th>
<th>Apps</th>
<th>User-Reviews</th>
<th>Consistent User-Reviews</th>
<th>Informative User-Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>42</td>
<td>277,564</td>
<td>187,343</td>
<td>102,375</td>
</tr>
<tr>
<td>Communication</td>
<td>70</td>
<td>3,055,079</td>
<td>1,972,061</td>
<td>950,007</td>
</tr>
<tr>
<td>Health and Fitness</td>
<td>57</td>
<td>342,003</td>
<td>249,534</td>
<td>171,220</td>
</tr>
<tr>
<td>Media and Video</td>
<td>44</td>
<td>1,020,481</td>
<td>651,444</td>
<td>342,610</td>
</tr>
<tr>
<td>Photography</td>
<td>56</td>
<td>827,870</td>
<td>631,629</td>
<td>274,611</td>
</tr>
<tr>
<td>Productivity</td>
<td>67</td>
<td>1,271,049</td>
<td>925,077</td>
<td>438,505</td>
</tr>
<tr>
<td>Shopping</td>
<td>63</td>
<td>660,784</td>
<td>484,433</td>
<td>293,943</td>
</tr>
<tr>
<td>Social</td>
<td>99</td>
<td>2,739,505</td>
<td>1,712,657</td>
<td>953,311</td>
</tr>
<tr>
<td>Tools</td>
<td>76</td>
<td>1,476,290</td>
<td>1,019,811</td>
<td>477,804</td>
</tr>
<tr>
<td>Travel and Local</td>
<td>49</td>
<td>435,628</td>
<td>293,355</td>
<td>189,163</td>
</tr>
</tbody>
</table>

The numbers of selected apps in each category are listed in Table 4.1. By removing 2,100 apps, the number of user-reviews decreased from 14,241,915 to 12,106,253 (i.e., 15% of the initial user-reviews excluded from our study). The number of releases for all the apps is illustrated in Figure 4.2.

4.2.2 Preprocessing Data

First, we preprocess the data (e.g., applying natural language processing techniques) (see Part 1.4.2). We remove 468,473 user-reviews (i.e., 4%) that were written in a non-English language. We identify 8,127,344 consistent user-reviews out of 11,137,780 user-reviews (i.e., 73% of all the retrieved user-reviews). The total number of the user-reviews and the number of consistent user-reviews are listed in Table 4.1. Then, we identify 4,193,549 informative user-reviews (i.e., 52% of the consistent user-reviews). The last column in Table 4.1 shows the number of informative user-reviews.
Building Corpus

A text corpus is a set of texts for statistical analysis, such as topic modeling \[133\]. To build the corpus of user-reviews, we normalize the user-reviews before applying topic modeling approaches, following the steps below:

(i) **Removing Stop Words.** Stop words are referred to as the most common words in a language, such as “been” and “the”. By removing the stop words, we can focus on the important words and obtain topics more accurately. Stop words are usually filtered out before applying the natural language processing techniques \[172\].

(ii) **Removing Punctuations.** We put aside the punctuations in the user-reviews, such as commas and semicolons. Hence, we can focus on the words of the user-reviews to identify the topics of the user-reviews.

(iii) **Stemming Words.** Stemming \[126\] is the process of reducing inflected words to their word stem. Having the words stemmed reduces the inflectional forms of
the word to a common base form. Hence, all forms of a word can contribute equally to the same word (i.e., the stem). For instance, “run”, “runner”, and “running” have the same word stem that is “run”.

We also normalize the release notes to better compare them with the identified topics and evaluate the key topics.

4.2.3 Topic Modeling

Topic modeling techniques let us assign topics to each user-review, so we can understand the topics of each user-review. We use the Latent Dirichlet Allocation (LDA) technique [26] to capture the topics of user-reviews. LDA allows sets of observations to be described by unobserved groups and can determine the similar parts of data. LDA can process a large number of user-reviews to identify the topics of user-reviews. Latent parameters, such as the number of topics, need to be set up first. The most important parameters of the LDA are:

- \( \alpha \) is set up according to the distribution of topics.
- \( \beta \) is the parameter of the word distribution for each topic.
- \( \theta_d \) is the distribution of the topics for a document \( d \).
- \( \phi_t \) is the distribution of the words that describe the topics \( t \).
- \( t_{wd} \) is the topic for the \( w_{th} \) word in document \( d \).
- \( |N| \) is the number of topics.
- \( |W| \) is the number of words in the vocabulary.
- $|w|$ is the number of words in each document.

- $|W_d|$ is the total number of words in all documents.

More details on the LDA parameters can be found in the work of Blei et al. [26]. Panichella et al. [162] proposed an approach to determine the optimal configuration of LDA for software engineering tasks. Most of the parameters are calculated automatically with respect to the distribution of data (i.e., words, documents, and topics) and the input parameters using JGibbLDA [167] (i.e., the tool that we use to identify the topics). JGibbLDA [167] does the parameter estimations using related work [7, 25, 26, 71, 81]. We employ two approaches (i.e., Griffiths et al. [71] and Cao et al. [30]) to identify the optimum number of topics. The method of Griffiths et al. [71] compares the likelihood of the topic models for each number of topics. The best number of topics has the highest likelihood value. Cao et al. [30] investigate the optimum number of topics in LDA based on the topic density. The approach of Griffiths et al. suggests 15 as the optimum number of topics. However, the approach of Cao et al. suggests 35 as the optimum number of topics. Hence, the best guess would be between 15 and 35. To avoid losing any potential topics, we pick a safe approach by choosing the maximum of the suggested numbers of topics (i.e., 35).

We apply LDA to our corpus to find the topics of the user-reviews with 2,000 Gibbs sampling iterations [171]. Although more iteration is better, with 2,000 iterations, we can achieve a high accuracy with topic modeling [71, 171]. The Gibbs sampling is a Markov chain Monte Carlo algorithm [62] to acquire a sequence of observations. The observations are approximated by a specified multivariate probability distribution [72]. We manually analyze the identified topics with a help of an external evaluator who was a graduate student in software engineering. We discussed each
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topic with the external evaluator until we reach an agreement. We merge the topics that have the same or very close semantic meaning based on the words given by the LDA and the associated user-reviews. We merged the topics having considered the following criteria:

- Each topic is defined by a set of words. We compare the words of each topic (especially the words appearing more frequently for each topic). If the words have the same semantic meaning, we merge them into one group.

- We also look into the user-reviews that are associated with each topic, especially if the words of a topic were not clear enough to understand the meaning of the topic. If the user-reviews of each topic explain the same concept, we merge them together.

We list the final 23 topics in Table 4.2 followed by the five most frequently appearing words from the output of LDA and a brief description of each topic. Table 4.3 shows the frequency of topics in each category.

4.2.4 Computing Metrics

We follow the Goal / Question / Metric (GQM) paradigm [16, 199] to capture the metrics. The GQM is a measurement paradigm that is based on three levels: (i) conceptual, (ii) operational, and (iii) quantitative. The conceptual level, i.e., the goal, should be defined with respect to the purpose of a given model. The operational level is a set of questions to describe the goal that is defined at the conceptual level. The quantitative level is a set of metrics that can be measured to address each question of the operational level. We bring up nine questions to quantify the user-reviews and the corresponding topics. Then, we identify the metrics that can be measured to
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Table 4.2: Identified topics of user-reviews.

<table>
<thead>
<tr>
<th>#</th>
<th>Topic Name</th>
<th>Top Words</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₁</td>
<td>Advertisements</td>
<td>ad, screen, remove, annoy, button</td>
<td>Advertisement-related issues are along with this topic.</td>
</tr>
<tr>
<td>T₂</td>
<td>Authentication Issues</td>
<td>account, log, wrong, check, password</td>
<td>More related to authentication process of an app.</td>
</tr>
<tr>
<td>T₃</td>
<td>Battery Consumption</td>
<td>battery, save, life, power, charge</td>
<td>More about the issues of energy and battery consumption.</td>
</tr>
<tr>
<td>T₄</td>
<td>Bug Reports</td>
<td>star, problem, only, poing, issue</td>
<td>Users explain their problem, specially the bugs.</td>
</tr>
<tr>
<td>T₅</td>
<td>Comparing Versions</td>
<td>update, version, latest, free, upgrade</td>
<td>Discussing different versions, such as free vs. full version.</td>
</tr>
<tr>
<td>T₆</td>
<td>Connection</td>
<td>call, voice, connect, contact, number</td>
<td>The words are about calls and internet connections. quality.</td>
</tr>
<tr>
<td>T₇</td>
<td>Device Compatibility</td>
<td>phone, android, mobi- le, device, tablet</td>
<td>Comparisons based on different devices are along with this topic.</td>
</tr>
<tr>
<td>T₈</td>
<td>Feature Requests</td>
<td>better, improve, perfor- m, add, feature</td>
<td>The verbs, such as “add”, are in this topic to request a feature.</td>
</tr>
<tr>
<td>T₉</td>
<td>Language Support</td>
<td>language, translate, English, speak</td>
<td>Users discuss language issues, such as adding a specific language.</td>
</tr>
<tr>
<td>T₁₀</td>
<td>Messages</td>
<td>post, message, view, text, receive</td>
<td>The words are more related to sending and receiving messages.</td>
</tr>
<tr>
<td>T₁₁</td>
<td>Pictures</td>
<td>photo, picture, edit, share, view</td>
<td>Related to viewing, sharing, and processing pictures.</td>
</tr>
</tbody>
</table>
Table 4.2: Identified topics of user-reviews (continued).

<table>
<thead>
<tr>
<th>#</th>
<th>Topic Name</th>
<th>Top Words</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{12}$</td>
<td>Playing Audio Video</td>
<td>video, play, watch, player, quality</td>
<td>The words are related to watching and playing audio &amp; video.</td>
</tr>
<tr>
<td>$T_{13}$</td>
<td>Praising Features</td>
<td>well, perfect, proper, interesting, pretty</td>
<td>User praise various features.</td>
</tr>
<tr>
<td>$T_{14}$</td>
<td>Purchases</td>
<td>deal, money, price, store, shop</td>
<td>The words of this topic deal with purchasing and monetary issues.</td>
</tr>
<tr>
<td>$T_{15}$</td>
<td>Repeating Issues</td>
<td>time, every, day, try, long</td>
<td>Adverbs of time can be seen in this topic.</td>
</tr>
<tr>
<td>$T_{16}$</td>
<td>Searching</td>
<td>google, search, map, find, locate</td>
<td>Searching is the main concern in this topic.</td>
</tr>
<tr>
<td>$T_{17}$</td>
<td>Social Networking</td>
<td>people, meet, talk, chat, friend</td>
<td>About connecting users to other people, such as friends.</td>
</tr>
<tr>
<td>$T_{18}$</td>
<td>Speed</td>
<td>slow, load, quick, fast, speed</td>
<td>More related to speed of an app, a process, or a functionality.</td>
</tr>
<tr>
<td>$T_{19}$</td>
<td>Storage</td>
<td>file, data, manage, space, card</td>
<td>The words are more about storage management.</td>
</tr>
<tr>
<td>$T_{20}$</td>
<td>Task Tracking &amp; Notifications</td>
<td>help, track, activity, list, sync</td>
<td>The words are related to tracking reminders, and notifications.</td>
</tr>
<tr>
<td>$T_{21}$</td>
<td>Technical Support</td>
<td>guy, support, hope, team, job</td>
<td>User discuss and share issues regarding technical supports.</td>
</tr>
<tr>
<td>$T_{22}$</td>
<td>User-Interface</td>
<td>screen, button, bar, interface, theme</td>
<td>Issues and experiences about user-interface.</td>
</tr>
<tr>
<td>$T_{23}$</td>
<td>Web Browsing</td>
<td>browser, open, speed, load, slow</td>
<td>The words in this topic are more related to Web browsing issues.</td>
</tr>
</tbody>
</table>
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Table 4.3: Distribution of topics in different categories.

<table>
<thead>
<tr>
<th></th>
<th>Business</th>
<th>Communication</th>
<th>Health and Fitness</th>
<th>Media and Video</th>
<th>Photography</th>
<th>Productivity</th>
<th>Shopping</th>
<th>Social</th>
<th>Tools</th>
<th>Travel and Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>4%</td>
<td>4%</td>
<td>2%</td>
<td>4%</td>
<td>3%</td>
<td>3%</td>
<td>2%</td>
<td>4%</td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td>$T_2$</td>
<td>2%</td>
<td>4%</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>3%</td>
<td>4%</td>
<td>3%</td>
<td>2%</td>
</tr>
<tr>
<td>$T_3$</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>18%</td>
<td>3%</td>
<td>1%</td>
<td>9%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>$T_4$</td>
<td>2%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>3%</td>
<td>4%</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>$T_5$</td>
<td>6%</td>
<td>4%</td>
<td>2%</td>
<td>4%</td>
<td>2%</td>
<td>3%</td>
<td>3%</td>
<td>5%</td>
<td>6%</td>
<td>4%</td>
</tr>
<tr>
<td>$T_6$</td>
<td>5%</td>
<td>14%</td>
<td>2%</td>
<td>6%</td>
<td>5%</td>
<td>4%</td>
<td>3%</td>
<td>7%</td>
<td>7%</td>
<td>3%</td>
</tr>
<tr>
<td>$T_7$</td>
<td>8%</td>
<td>3%</td>
<td>2%</td>
<td>4%</td>
<td>3%</td>
<td>8%</td>
<td>2%</td>
<td>3%</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td>$T_8$</td>
<td>10%</td>
<td>4%</td>
<td>2%</td>
<td>3%</td>
<td>5%</td>
<td>5%</td>
<td>2%</td>
<td>2%</td>
<td>4%</td>
<td>3%</td>
</tr>
<tr>
<td>$T_9$</td>
<td>1%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>$T_{10}$</td>
<td>4%</td>
<td>12%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>10%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>$T_{11}$</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>26%</td>
<td>1%</td>
<td>1%</td>
<td>4%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>$T_{12}$</td>
<td>1%</td>
<td>2%</td>
<td>1%</td>
<td>31%</td>
<td>4%</td>
<td>1%</td>
<td>1%</td>
<td>4%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>$T_{13}$</td>
<td>7%</td>
<td>7%</td>
<td>5%</td>
<td>6%</td>
<td>12%</td>
<td>8%</td>
<td>9%</td>
<td>11%</td>
<td>9%</td>
<td>5%</td>
</tr>
<tr>
<td>$T_{14}$</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>40%</td>
<td>1%</td>
<td>1%</td>
<td>6%</td>
</tr>
<tr>
<td>$T_{15}$</td>
<td>1%</td>
<td>1%</td>
<td>3%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>$T_{16}$</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>3%</td>
<td>1%</td>
<td>2%</td>
<td>33%</td>
</tr>
<tr>
<td>$T_{17}$</td>
<td>2%</td>
<td>8%</td>
<td>1%</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>3%</td>
<td>14%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>$T_{18}$</td>
<td>6%</td>
<td>5%</td>
<td>5%</td>
<td>6%</td>
<td>5%</td>
<td>5%</td>
<td>8%</td>
<td>8%</td>
<td>6%</td>
<td>9%</td>
</tr>
<tr>
<td>$T_{19}$</td>
<td>8%</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>7%</td>
<td>1%</td>
<td>1%</td>
<td>5%</td>
<td>1%</td>
</tr>
<tr>
<td>$T_{20}$</td>
<td>12%</td>
<td>4%</td>
<td>60%</td>
<td>3%</td>
<td>6%</td>
<td>12%</td>
<td>6%</td>
<td>4%</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>$T_{21}$</td>
<td>5%</td>
<td>3%</td>
<td>2%</td>
<td>3%</td>
<td>3%</td>
<td>4%</td>
<td>2%</td>
<td>2%</td>
<td>5%</td>
<td>3%</td>
</tr>
<tr>
<td>$T_{22}$</td>
<td>6%</td>
<td>6%</td>
<td>5%</td>
<td>5%</td>
<td>5%</td>
<td>2%</td>
<td>6%</td>
<td>7%</td>
<td>4%</td>
<td>3%</td>
</tr>
<tr>
<td>$T_{23}$</td>
<td>3%</td>
<td>11%</td>
<td>1%</td>
<td>13%</td>
<td>3%</td>
<td>3%</td>
<td>2%</td>
<td>2%</td>
<td>5%</td>
<td>2%</td>
</tr>
</tbody>
</table>
Table 4.4: GQM model to quantify metrics of user-reviews for identifying the key topics of user-reviews.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Metric</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often each app gets released?</td>
<td>Number of releases</td>
<td>1</td>
</tr>
<tr>
<td>What is the estimated amount of information in each user-review based on the identified topics?</td>
<td>Entropy of topics</td>
<td>1</td>
</tr>
<tr>
<td>How well is the users’ experience with each topic?</td>
<td>Sentiment scores</td>
<td>6</td>
</tr>
<tr>
<td>How many users discuss the same topic?</td>
<td>Number of user-reviews</td>
<td>2</td>
</tr>
<tr>
<td>What is the proportion of positive and negative user-reviews?</td>
<td>Proportion of user-reviews</td>
<td>2</td>
</tr>
<tr>
<td>How much information can be extracted from the user-reviews?</td>
<td>Number of words and sentences</td>
<td>12</td>
</tr>
<tr>
<td>What is the proportion of each topic in the user-reviews?</td>
<td>Proportion of topics</td>
<td>1</td>
</tr>
<tr>
<td>How often does each topic appear in the user-reviews?</td>
<td>Topic recurrence length</td>
<td>1</td>
</tr>
<tr>
<td>For how long does each topic appear in the user-reviews?</td>
<td>Duration of topics</td>
<td>1</td>
</tr>
<tr>
<td>Total: 27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

address the questions. We measure 27 metrics of user-reviews. Table 4.4 shows the GQM model and the list of the metrics.

**Number of Releases**

Khalid et al. [105] reported that many users complain about app updates. For each app, we count the number of releases as a control variable during the period of our study (i.e., April 2014 to November 2015).
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Entropy of the Topics

We use Shannon entropy [122, 183] to measure the probability of topics appearing in user-reviews of an app using Equation (4.1).

\[ H(a) = -\sum_{i=1}^{n} Pr_a(T_i) \cdot \log(Pr_a(T_i)) \] (4.1)

In Equation (4.1), \( H(a) \) represents the entropy of an app \( a \). \( n \) shows the number of topics. \( T_i \) demonstrates the \( i^{th} \) topic. \( Pr_a(T_i) \) shows the probability of the occurring topic \( T_i \) in the user-reviews of the app \( a \). We compute \( Pr_a(T_i) \) using Equation (4.2).

\[ Pr_a(T_i) = \frac{\eta_a(T_i)}{\eta_a} \] (4.2)

In Equation (4.2), \( \eta_a \) shows the number of user-reviews for an app \( a \), and \( \eta_a(T_i) \) represents the number of user-reviews with the \( i^{th} \) topic for the same app.

Sentiment Score of the Topics

We use SentiStrength [193, 194] to measure the sentiment scores of the topics for each user-review (see Part 1.4.2). SentiStrength scores the user-reviews by a quantitative value between \(-5\) and \(+5\) from the most negative to the most positive. For each app, we measure the statistical characteristics of the sentiments scores, including the mean, median, minimum, maximum, 1\(^{st}\) quartile, and 3\(^{rd}\) quartile of the sentiment scores of the user-reviews per topic. Moreover, we calculate the number of negative and the number of positive user-reviews. We also count the proportion of negative and positive user-reviews per topic for each app.
Number of Words and Sentences

The sizes of the user-reviews can implicitly show the helpfulness and the mood of user-reviews [108]. As the number of words and sentences increases, users might give more information about a specific topic. To calculate the size of user-reviews, we count the number of words and the number of sentences of each user-review. We use Stanford Parser [48] and Stanford Tokenizer [132] to count the number of words and sentences. For each topic, we measure the mean, median, minimum, maximum, 1st quartile, and 3rd quartile of the number of words and sentences of the user-reviews.

Proportion of the Topics

Some topics frequently appear in a specific category and other topics appear infrequently. For example, in the category of shopping, users talk more about buying and purchasing than watching videos. To capture the varying popularity of a topic, we measure the proportion of each topic for each app.
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Topic Recurrence Length

A topic can be hot in the past but off subject now. Users may write reviews for some
topics frequently but rarely for other topics. Inspired by prior studies [82, 191], we
introduce the topic recurrence length metric to capture the consecutive occurrences
of each topic. We use the following equation to measure the topic recurrence length
of each topic for each app:

\[
TRL(T^a_i) = lcp(T^a_i) \cdot e^{\frac{1}{n}((P(T^a_i)+L(T^a_i)))}
\] (4.3)

For each app, we break the 19 months duration of our study into the periods
between each release. In Equation (4.3), \( T^a_i \) shows the \( i^{th} \) topic from the user-reviews
of an app \( a \). \( n \) is the total number of periods between the releases of an app \( a \) during
the period of our study. \( lcp \) is the longest consecutive period of \( T^a_i \) with at least one
user-review between each release. \( P(T^a_i) \) is the number of periods with at least one
user-review for a topic \( T^a_i \). \( L(T^a_i) \) is the last index of the longest period.

We give an exponential effect to \( P(T^a_i) \) as the emphasize of \( TRL \) is on the recur-
rence of the topics. As the recurrence of a topic increase, \( TRL \) grows exponentially.
Similarly, we gave \( L(T^a_i) \) the same effect. Figure 4.3 shows an example for computing
the topic recurrence length. Suppose that we want to calculate the topic recurrence
length of the \( i^{th} \) topic for an app \( a \). Presume this app has updated and released 5
times during our study. Then, the number of periods is 6. Let us assume the dis-
tribution of the number of user-reviews for each period is \{40, 0, 350, 400, 80, 0\}. For
this distribution, the longest consecutive period \( lcp(T^a_i) = 3 \), the number of periods
with at least one user-review \( P(T^a_i) = 4 \), and the last index of the longest period is
5. Consequently, \( TRL(T^a_i) \) (i.e., the topic recurrence length) equals to 13.45 using
equation (4.3). A greater value of $TRL$ shows that the topic had appeared more often and was on the matter of user-reviews for a longer time. For example, a topic with a $TRL = 13.45$ (as in the example above) has recurred more often than a topic having a $TRL = 10$.

**Duration of the Topics**

During the lifetime of an app, some topics might appear for a specific time and then disappear from the user-reviews. For example, if an app suffers from battery issues, the users might comment intensively on battery consumption problems. After the resolving the problem by developers, users may not complain about the battery issues anymore. Therefore, this topic would disappear from the user-reviews. To measure the duration of each topic, we calculate the difference between the earliest and the latest time of a continuous period with at least one user-review regarding the same topic.

**4.3 Key Topics Identification**

In this section, we describe the key topics identification method and the identified key topics.

**4.3.1 Method**

Google Play Store reports the average of star-ratings as an indicator of the overall star-rating of an app [69] (see Figure 1.1). Therefore, for each app, we investigate the relationship between the average of star-ratings and the identified topics, such as *user-interface* and *battery consumption*. The independent metrics are listed in
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Table 4.2

Having correlated metrics affects the stability of our models negatively and makes it difficult to distinguish the impact of the metrics \[79\]. We use the variable clustering analysis technique according to Spearman’s \( |\rho| > 0.7 \) \[151\] to investigate the correlation between the explanatory metrics \[84\]. The Spearman correlation evaluates the monotonic relationship between the continuous or ordinal metrics.

Proportional Marginal Variance Decomposition (PMVD) is an approach that is based on sequential \( R^2 \)’s. It averages over orderings by using weighted averages with data-dependent weights. Therefore, PMVD mitigates the risk of dependence on the orderings of the metrics of topics. We apply PMVD \[58, 73\] to detect the topics that hold the highest contributions to star-ratings.

For each topic, we measure a set of metrics as explained in Part 4.2.4. Using PMVD, we group the metrics of each topic together. Therefore, PMVD would calculate the contribution of each topic (i.e., each group of metrics) on star-ratings. For simplicity, we explain the calculation of PMVD for \( m_{ij}^t \) (i.e., \( i^{th} \) metric of \( j^{th} \) topic) in Equation (4.4). In this Equation, \( s \) is the set of understudy metrics and \( n \) denotes the number of metrics in set \( s \). \( \omega(m_{ij}^t|s) \) is the additional \( R^2 \) when adding the \( m_{ij}^t \) the model as shows in Equation (4.5). \( \sigma(s) \) is the set of all \( n! \) permutations of metrics of set \( s \). \( \rho(s) \) denotes the data-dependent PMVD weights that is calculated using Equation (4.6) \[73\].

\[
PMVD(m_{ij}^t) = \frac{1}{n!} \sum_{\sigma(s)} \rho(r)\omega(m_{ij}^t|s) \quad (4.4)
\]

\[
\omega(m_{ij}^t|s) = R^2(m_{ij}^t|s) - R^2(s) \quad (4.5)
\]
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Equation (4.6) shows an overview of computing the PMVD weights. The weights have been derived from a set of axioms (see Feldman [58]), such as the axiom of proper exclusion. The axiom of proper exclusion makes an independent metric with a coefficient 0 to have an $R^2$ share of 0 \[73\]. In Equation (4.6), $\sigma(s)$ is the set of all $n!$ permutations of metrics of set $s$. $r$ is a permutation of metrics in set $s$. $\rho(r)$ shows the weight for a list of metrics $r$. $\Gamma(s)$ can be computed using Equation (4.7) for a permutation $r$ of the metrics of set $s$. In Equation (4.7), $m_{ri}$ is the $i^{th}$ metric of a permutation $r$ of set $s$.

$$\rho(r) = \frac{\Gamma(r)}{\sum_{\sigma(s)} \Gamma(s)}$$  \hspace{1cm} (4.6)

$$\Gamma(r) = \prod_{i=1}^{n-1} \omega(m_{ri+1}, ..., m_{rn} | m_{r1}, ..., m_{ri})^{-1}$$  \hspace{1cm} (4.7)

Using PMVD allows us to identify the likelihood of independent metrics that are correctly ordered with respect to their relative importance. We compute the expected contribution of all the metrics of each topic to the model performance. We group the metrics of each topic together. PMVD gives the expected contribution of each topic based on its group of metrics. We mark a topic as a key topic when the expected contribution of the metrics that describe the topic (i.e., the PMVD score) is more than 0.05 \[73\].

4.3.2 Findings

The identified key topics are listed in Table 4.5. As shown in Table 4.5, each category has its own set of key topics that share a significant relationship with star-ratings. For example, the key topics of the category of business are battery consumption, speed,
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Table 4.5: List of the key topics of each category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Key Topics</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>Battery Consumption (0.33), Speed (0.31), Device Compatibility (0.25)</td>
<td>3</td>
</tr>
<tr>
<td>Communication</td>
<td>Searching (0.58), Battery (0.11), Speed (0.08)</td>
<td>3</td>
</tr>
<tr>
<td>Health and Fitness</td>
<td>Task Tracking and Notifications (0.43), Messages (0.21), Speed (0.08), Battery Consumption (0.05)</td>
<td>4</td>
</tr>
<tr>
<td>Media and Video</td>
<td>Playing Audio &amp; Video (0.71), Speed (0.19), Repeating Issues (0.06)</td>
<td>3</td>
</tr>
<tr>
<td>Photography</td>
<td>Pictures (0.43), Advertisement (0.24), Searching (0.06), User-Interface (0.06), Speed (0.05), Battery Consumption (0.05)</td>
<td>6</td>
</tr>
<tr>
<td>Productivity</td>
<td>Pictures (0.20), Advertisements (0.12), Authentication Issues (0.12), Repeating Issues (0.07), Task Tracking and Notifications (0.07)</td>
<td>5</td>
</tr>
<tr>
<td>Shopping</td>
<td>Searching (0.59), Bug Reports (0.10), Purchases (0.07)</td>
<td>3</td>
</tr>
<tr>
<td>Social</td>
<td>Messages (0.15), User-Interface (0.08), Comparing Versions (0.08), Social Networking (0.06), Pictures (0.06), Searching (0.05)</td>
<td>6</td>
</tr>
<tr>
<td>Tools</td>
<td>Battery Consumption (0.24), Speed (0.23), Bug Reports (0.17), Language Support (0.12)</td>
<td>4</td>
</tr>
<tr>
<td>Travel and Local</td>
<td>Searching (0.21), Battery Consumption (0.19), Advertisements (0.13), Speed (0.08)</td>
<td>4</td>
</tr>
</tbody>
</table>

and *device compatibility*. Some categories, such as *business*, have fewer key topics in comparison with other categories. The categories of *business*, *communication*, and *shopping* have only three key topics each, while the categories of *photography* and *social* have the most number of key topics with six key topics.

App developers should take care of the issues that are related to the key topics of the category in which they publish their apps to achieve higher star-ratings. App developers can also refer to related work, such as Chen *et al.* [33], Villarroel *et al.* [203], and Di Sorbo *et al.* [52], to identify the bug reports and feature requests that are
4.3. KEY TOPICS IDENTIFICATION

reported in the user-reviews of their own apps. Following our findings, they can focus on the user-reviews that are related to the key topics to better manage time, budget, and efforts.

We made some additional interesting observations, as listed below, that can further help app developers:

(i) For each category, some key topics have a higher relationship with star-ratings in comparison with the other key topics. PMVD scores are listed in parentheses in Table 4.5. PMVD scores are between 0 and 1 [73]. A higher value of a PMVD score shows that the metrics of the topic have a higher contribution to the performance of the model. For example, in the category of business, battery consumption and speed are relatively more important than the issues related to device compatibility. Hence, developers would be able to prioritize the key topics.

(ii) The key topics are not necessarily the most frequent topics of the user-reviews (see Table 4.3) by comparing the most frequent topics of each category and the key topics of the same category. For example, in the category of business, task tracking and notifications is more frequent than other topics while it is not a key topic of the category of business. This is an interesting observation as developers are likely to be distracted by the frequent topics that do not actually share a significant relationship with star-ratings. The list of our extracted key topics helps developers prioritize the development efforts to address the issues that are related to the key topics.

(iii) Although we study the relationship between a group of metrics and star-ratings, highlighting the most significant metrics can provide developers more insights
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Table 4.6: Significant metrics of each category (# sign means number of).

<table>
<thead>
<tr>
<th>Category</th>
<th>Significant Metrics</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>$T_2$ (#Words), $T_3$ (Sentiment), $T_9$ (#Words)</td>
<td>0.93</td>
</tr>
<tr>
<td>Communication</td>
<td>$T_3$ (Sentiment), $T_8$ (#Sentences), $T_9$ (Sentiment), $T_{12}$ (Sentiment), $T_{14}$ (#Sentences), $T_{16}$ (Sentiment), $T_{20}$ (#Sentences)</td>
<td>0.87</td>
</tr>
<tr>
<td>Health and Fitness</td>
<td>$T_3$ (Sentiment), $T_{10}$ (Sentiment), $T_{20}$ (#Sentences)</td>
<td>0.73</td>
</tr>
<tr>
<td>Media and Video</td>
<td>$T_1$ (Sentiment), $T_7$ (#Sentences), $T_8$ (#Sentences), $T_{11}$ (#Words), $T_{12}$ (Sentiment), $T_{18}$ (Sentiment)</td>
<td>0.94</td>
</tr>
<tr>
<td>Photography</td>
<td>$T_1$ (Sentiment), $T_3$ (Negative Reviews%), $T_{11}$ (Sentiment), $T_{18}$ (Sentiment, #Words)</td>
<td>0.86</td>
</tr>
<tr>
<td>Productivity</td>
<td>$T_2$ (#Negative Reviews), $T_{11}$ (Sentiment)</td>
<td>0.75</td>
</tr>
<tr>
<td>Shopping</td>
<td>Entropy, $T_4$ (Sentiment), $T_{19}$ (#Sentences), $T_{10}$ (Sentiment), $T_{16}$ (Sentiment), $T_{21}$ (Sentiment), $T_{23}$ (#Sentences)</td>
<td>0.90</td>
</tr>
<tr>
<td>Social</td>
<td>$T_4$ (Sentiment), $T_9$ (#Sentences), $T_{10}$ (Sentiment)</td>
<td>0.74</td>
</tr>
<tr>
<td>Tools</td>
<td>$T_4$ (Sentiment), $T_9$ (Sentiment, TRL), $T_{10}$ (Proportion), $T_{18}$ (Sentiment)</td>
<td>0.73</td>
</tr>
<tr>
<td>Travel and Local</td>
<td>$T_1$ (Sentiment), $T_{16}$ (#Words)</td>
<td>0.82</td>
</tr>
</tbody>
</table>

into the important aspects. Table 4.6 shows the significant metrics of each model. For example, the sentiment scores of battery consumption ($T_3$) and messages ($T_{10}$) share significant relationships with star-ratings in the category of health and fitness.

(iv) Some key topics are shared by the majority of the categories, while other key topics only appear in one category, such as play audio & video in the category of media and video. The most popular topic is speed which appears in seven categories (i.e., business, communication, health and fitness, media and video, photography, tools, and travel and local). The common key topics should be taken care of by the majority of app developers and app development companies.
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For example, testing companies should pay more attention to the issues that are related to the common key topics.

The key topics of each category are the topics of user-reviews that share a significant relationship with star-ratings. The key topics are not the most frequent topics of user-reviews.

4.4 Evaluation

In this section, we evaluate the relationship between the identified key topics and star-ratings. We check if the changes in star-ratings after each release are related to the key topics.

4.4.1 Method

We follow the steps below to evaluate the identified key topics for each category. For simplicity, let us describe the approach for the release $s$ of an app, where release $s$ is a sample release of the app during the period of our study.

1. Google Play Store shows the average of star-ratings as an indicator of the overall star-rating of the apps [69]. Therefore, we calculate (i) the average of star-ratings that are received after release $s^{* - 1}$ and before release $s^*$ and (ii) the average of star-ratings that are received after release $s^*$ and before release $s^{* + 1}$. Then, we measure the difference between the above averages ($\Delta$).
2. We identify the positive changes in star-ratings where $\Delta > 0$. Then, we calculate the weighted cosine similarity between each release note and key topics versus non-key topics. We calculate the similarity using the vectors of words that are extracted by applying the topic modeling (see Part 4.2.3). We get the similarity scores for the key topics ($\lambda^k_s$) and the similarity scores for the non-key topics ($\lambda^{\neg k}_s$). If $\lambda^k_s > \lambda^{\neg k}_s$, then positive changes are associated with higher similarity scores of the key topics.

3. For each app, we build two vectors: (i) $\Lambda^k$ for the key topics (Equation (4.8)) and (ii) $\Lambda^{\neg k}$ for the non-key topics (Equation (4.9)).

$$\Lambda^k = \{\lambda^k_m, \lambda^k_{m+1}, \ldots, \lambda^k_n\} \quad (4.8)$$

$$\Lambda^{\neg k} = \{\lambda^{\neg k}_m, \lambda^{\neg k}_{m+1}, \ldots, \lambda^{\neg k}_n\} \quad (4.9)$$

$\lambda^k_i$ and $\lambda^{\neg k}_i$ are the similarity scores for the $i^{th}$ version of the app. $m \leq i \leq n$ where $m$ is the oldest release and $n$ is the latest release of the app during our study.

4. Mann-Whitney U test is a non-parametric test to determine whether two datasets have the same distribution without an assumption of the normality of datasets. We compare $\Lambda^k$ and $\Lambda^{\neg k}$ using paired Mann-Whitney U test. As a null hypothesis, we assume that two $\lambda$s are similar. The Mann-Whitney U test rejects the hypothesis with a $p$-value $< 0.05$.

5. We group the apps into two groups: (i) one group where there is a significant difference in the similarity scores between key topics and non-key topics ($p -$
value < 0.05) and (ii) one group where there is no significant difference in the similarity scores between key topics and non-key topics. If we observe a greater proportion of apps in the first group, we can conclude that the release notes that are related to the key topics are more associated with positive changes in star-ratings.

In addition, we repeat the above steps considering the negative changes in star-ratings (i.e., $\Delta < 0$). The goal is to find out if the negative changes in star-ratings are also related to the key topics.

### 4.4.2 Findings

First, we describe our findings regarding the positive changes in star-ratings. Then, we explain our findings regarding the negative changes.

**Positive Changes**

For 77% of the apps on average, having a similar release note to the key topics led to increases in star-ratings. For each category, the second column of Table 4.7 shows the proportion of apps with $p$-values less than 0.05 (see step 5 of the evaluation approach). The last column of Table 4.7 shows the differences between the average of the similarity scores for key topics and non-key topics. As shown in Table 4.7 for the majority of the apps in all the categories, having a more similar release note to the key topics continues with increases in star-ratings.
Table 4.7: Proportion of apps with significant differences when evaluating the key topics of user-reviews.

<table>
<thead>
<tr>
<th>Category</th>
<th>p-value &lt; 0.05</th>
<th>p-value ≥ 0.05</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>76%</td>
<td>24%</td>
<td>+0.08</td>
</tr>
<tr>
<td>Communication</td>
<td>77%</td>
<td>23%</td>
<td>+0.08</td>
</tr>
<tr>
<td>Health and Fitness</td>
<td>82%</td>
<td>18%</td>
<td>+0.06</td>
</tr>
<tr>
<td>Media and Video</td>
<td>77%</td>
<td>23%</td>
<td>+0.05</td>
</tr>
<tr>
<td>Photography</td>
<td>80%</td>
<td>20%</td>
<td>+0.04</td>
</tr>
<tr>
<td>Productivity</td>
<td>67%</td>
<td>33%</td>
<td>+0.02</td>
</tr>
<tr>
<td>Shopping</td>
<td>81%</td>
<td>19%</td>
<td>+0.07</td>
</tr>
<tr>
<td>Social</td>
<td>67%</td>
<td>33%</td>
<td>+0.04</td>
</tr>
<tr>
<td>Tools</td>
<td>87%</td>
<td>13%</td>
<td>+0.05</td>
</tr>
<tr>
<td>Travel and Local</td>
<td>71%</td>
<td>29%</td>
<td>+0.02</td>
</tr>
</tbody>
</table>

**Negative Changes**

By repeating the experiment considering the negative changes in star-ratings, we observed that, for 26% of the apps on average, there is a significant difference between the key topics and non-key topics. To investigate the reasons of the above observation, we randomly selected 384 user-reviews of the cases where there is a decline in star-ratings (with a confidence level of 95% and a confidence interval of 5). We find two main reasons:

1. The changes related to the issue of the key topics (reported in the release notes) did not satisfy users. Consequently, the same issues are repeated in the user-reviews of the next versions.

2. Developers make a change related to the key topics that makes users unhappy. For example, the *user-interface* is a key topics for the category of *social*. We observed that after a release note concerning the *user-interface*: “We’ve added a brand new notification center, so now you can choose which items you get.”,
star-ratings decreased. The users were complaining about the new changes in the user-interface.

Developers should consider the key topics very carefully for the next releases to reduce the risk of receiving low star-ratings.

For 77% of the apps on average, having a similar release note to the key topics share a statistically significant relationship with positive changes in star-ratings.

4.5 Threats to Validity

In this section, we discuss the potential threats to the validity of this chapter.

4.5.1 Internal Validity

Regarding removing inconsistent user-reviews, we manually analyzed the inconsistent user-reviews on a statistically representative sample with confidence level of 95% and confidence interval of 5 (i.e., 384 user-reviews). We found that 78% are inconsistent user-reviews. In the evaluation section, we consider all the release notes of the subject apps regardless of the user-reviews. Additionally, we repeat the evaluation approach with an alternation where we only consider the release notes that come after the user-reviews that discuss a key topic. Even with the new alternation in the experiment, we still observe increases in star-ratings.
4.5.2 External Validity

Threats to external validity concern the possibility to generalize the findings [184]. Due to the processing time for handling all the user-reviews, we gather the user-reviews from ten randomly selected categories. Therefore, our extracted key topics are limited to the ten categories. However, future research can follow our approach to mine the key topics for other categories.

4.6 Summary

In this chapter, we identify the key topics on which the developers should focus for the next releases. The identified key topics provide app developers a smaller subset of user-reviews for investigation, rather than all the user-reviews. We study the topics of 4,193,549 user-reviews from Google Play Store that are collected in a 19 month period. Our analysis is based on 623 Android apps in ten randomly selected categories. We employ PMVD to find the key topics of each category. We find that each category has a specific set of key topics that are not necessarily the most frequent topics of the user-reviews. Considering the key topics is recommended for developers as there is a statistically significant relationship between the key topics and star-ratings. Finally, we evaluated our findings using the release notes. We observed that having similar release notes to the key topics continued with increases in star-ratings.
Chapter 5

Prioritizing User-Related Issue Reports

Having considered the continuous app development paradigm (see Part 1.1.3), developers should prioritize and address the issues that are reported in issue tracking systems (i.e., issue reports) in the next releases. In this chapter, we propose an approach to integrate user-reviews into the process of issue reports prioritization. Through an empirical study of 326 open-source Android apps, our approach achieves a precision of 79% in matching user-reviews with issue reports. Moreover, we show that prioritizing the issue reports that are related to user-reviews shares a significant positive relationship with star-ratings. Therefore, we suggest developers a solution for prioritizing user-related issue reports. The results show that the mobile apps with a similar prioritization approach to our solution receive higher star-ratings than other apps.

Section 5.1 gives an introduction to this chapter. Section 5.2 explains the study setup process. Section 5.3 describes the details of the research questions and the findings. Section 5.4 discusses the potential threats to the validity. Finally, we provide a summary of this chapter in Section 5.5.
5.1 Introduction

Traditionally, issues are managed and prioritized through issue tracking systems. Many mobile apps use GitHub [63] as a source code repository and an issue tracking system to manage the identified issues. Addressing the issues that are reported in user-reviews can increase the star-ratings [160]. However, there is no precise link between issue reports in issue tracking systems and user-reviews on Google Play Store. We propose a solution to establish a connection between issue reports and user-reviews. The benefits of having a connection between user-reviews and issue reports are twofold. First, developers would be able to focus on the issue reports that can potentially increase the star-ratings. However, it is a hard task for developers to decide which user-related issue report should be addressed first. For instance, an issue that is reported by an expert developer could receive high priority [209], as well as an issue appearing in many user-reviews. A resolution on such various aspects is beneficial for prioritizing issue reports. Second, developers would be able to identify the issues from the user-reviews that have already been reported in the issue tracking system. Hence, developers can avoid issue report duplications [32] if they plan to add the issues that are reported in the user-reviews to the issue tracking system.

In this chapter, we consider all the Android apps (i.e., 1,310 apps) that are listed on F-Droid [57]. F-Droid is the largest repository for open-source Android apps. We study 326 of 1,310 apps that have a non-trivial amount of user-reviews and issue reports [103, 192]. We address the following research questions:

RQ5.1) How precisely can user-reviews be mapped to issue reports? A user-review is a piece of unstructured text [160] that is not longer than two lines on average. We cluster the related user-reviews to enhance the precision of matching
user-reviews with issue reports. Each cluster contains the user-reviews that are related to the same issue. To map each cluster to its related issue report, we compute the textual similarity between clusters of user-reviews and issue reports. The results show that our approach achieves a precision of 79% in mapping clusters of user-reviews to issue reports.

**RQ5.2)** Does prioritizing the user-related issue reports have a relationship with star-ratings? To explain the prioritization order of issue reports, first, we compute 59 issue report metrics and 31 user-review metrics. Then, we use the values to model the issue reports prioritization of each app. Our models fit well (i.e., adjusted $R^2 \geq 0.5$ [149]) for 37% of the apps but fails to fit for 63% of the apps. The apps for which the model fits well receive higher star-ratings than the rest of the apps (i.e., the apps for which the model failed to fit well). In other words, apps for which there is a significant relationship between star-ratings and our metrics tend to have higher star-ratings. The results imply that prioritizing the issue reports with respect to our suggested metrics is beneficial for receiving higher star-ratings.

**RQ5.3)** How can app developers prioritize the user-related issue reports to achieve higher star-ratings? It is beneficial to learn from the top-rated apps for prioritizing issue reports. We use the top apps to train a prediction model using random forest [119]. We apply the trained model to the remaining apps. For each app, we compare the similarity score between the predicted prioritization orders and the actual prioritization orders of issue reports. We obtain two groups of apps: (i) the apps with higher similarity scores of prioritization and (ii) the apps with lower similarity scores. We observe that
5.2 Study Setup

An overview of our study setup is depicted in Figure 5.1. As shown in Figure 5.1, the study setup process mainly consists of four steps: (i) preprocessing user-reviews and issue reports, (ii) clustering user-reviews, (iii) computing metrics from both user-reviews and issue reports, and (iv) measuring prioritization orders of issue reports.

Figure 5.1: Overview of study setup for prioritizing user-related issue reports.

the first group of apps receive higher star-ratings than the second group. Hence, our suggested method can provide developers a helpful approach for prioritizing issue reports in order to receive higher star-ratings.
5.2. STUDY SETUP

5.2.1 Data Sources

We retrieved a set of open-source apps associated with their GitHub repositories from F-Droid app market [57]. F-Droid is an app store for open-source Android apps that provides access to the source code and the binary files of apps [57]. 1,310 open-source Android apps were hosted on F-Droid app market [57] as of September 1, 2016. Not all the 1,310 apps were associated with GitHub repositories. We obtained 1,120 apps (i.e., 85% of the total apps) that were associated with their GitHub repositories.

We build a distinct model for each individual app (see Section 5.3). To avoid our findings being skewed by the apps with few numbers of user-reviews and issue reports, we filtered out the apps that have less than 10 informative user-reviews (see Part 1.4.2) and less than 10 issue reports [103]. The number of Events Per Variable (EPV) is a metric that calculates the ratio of data points to the number of variables [192]. To avoid the risk of over-fitting and having unstable results, having an EPV ≥ 10 is recommended [192]. With less than 10 user-reviews or less than 10 issue reports, achieving an EPV ≥ 10 is not possible. Therefore, the apps that have received less than 10 user-reviews or issue reports should be excluded from our study. We identified 326 Android apps that met the aforementioned criteria.

We gradually retrieve all the user-reviews of our subject apps (see Part 1.4.1). We retrieved all the available issues of our subject apps using GitHub API [50] (see Part 1.4.1). As shown in Figure 5.2, the number of issue reports varies for each app.
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### Preprocessing Data

To reprocess the data, we follow the preprocessing steps as discussed in Part 1.4.2. In addition, we remove stop words and stem the words as explained in Part 4.2.2. However, in this chapter, unlike the approach that is discussed in Part 1.4.2, we did not use AR-Miner [33] to identify the uninformative user-reviews. Instead, we use linguistic rules [89] to identify the uninformative user-reviews (see Part 5.2.2). Moreover, for each user-review and issue report, we extract $n$-grams of words with $n$ varying from 2 to 4 (see Part 5.2.2).

We asked three non-authors to evaluate the mappings between the user-reviews and issue reports. The evaluators are graduate students in computer and software engineering. We randomly select 384 user-reviews with the associated issue reports.
with a confidence level of 95% and the confidence interval of 5%. Each evaluator independently evaluated the mapping between the user-reviews in the sample and the issue reports. We apply the major vote rule to solve the conflicts among the evaluators. In each step, we use the above set of user-reviews as a reference to measure the improvement in the mapping precision. Correcting typos allows us to increase the mapping precision by 4%. Resolving synonyms let us increase the mapping precision by 3%. Resolving negations increases the precision of our mapping by 3%.

Removing Uninformative User-Reviews

In this chapter, as we cluster the related user-reviews together, a group of uninformative user-reviews can potentially become informative when they are grouped together. Also, having groups of related user-reviews (informative or uninformative) allows us to calculate the required metrics more accurately (see Part 5.2.4). Therefore, we only filter out the user-reviews that solely praise or condemn an app without giving additional details. We use linguistic rules [89] to identify the uninformative user-reviews in this chapter. The main author defined the linguistic rules by manually investigating 5,000 randomly selected user-reviews. Among 5,000 user-reviews, we identified 3,789 user-reviews as informative and 1,211 user-reviews as uninformative ones according to the identified rules. The rules are listed in Table 5.1. As examples for the first rule, we match “this app works fine” and “is very awful”. For the second rule, we match “not a good app” and “terrible”. For the last rule, we match phrases like “thank you!!!”. By putting aside the uninformative user-reviews and the non-English user-reviews, we ended up with 130,712 user-reviews. Figure 5.2 shows the number of user-reviews for each of the 326 subject apps.
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Table 5.1: Linguistic rules for identifying uninformative user-reviews.

<table>
<thead>
<tr>
<th>#</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;pronoun&gt;? &lt;App</td>
</tr>
<tr>
<td></td>
<td>Note. In this rule, verb ∈ {work, is, run} ∪ {describing verbs}, including all the variants of a verb. For example for work, we considered works, does not work, is working, has worked, has been working, and has not worked. Describing verbs are the verbs that demonstrate users’ feelings, such as rocks and stinks.</td>
</tr>
<tr>
<td>2</td>
<td>&lt;just, not, article, really, very&gt;* adjective &lt;App</td>
</tr>
<tr>
<td></td>
<td>Note. Articles include a, an, and the.</td>
</tr>
<tr>
<td>3</td>
<td>&lt;Appreciation&gt;</td>
</tr>
<tr>
<td></td>
<td>Note. The appreciation verbs are thanks, thank you, thanks a lot, thanks so much, thank you so much, and thank you very much.</td>
</tr>
</tbody>
</table>

Extracting n-grams

Sometimes, words share a more concrete meaning when they come together. For example, a four-word phrase, such as does_not_send_pictures, shows a problem in sending pictures, while having these four words separated does not reflect the real meaning of such a phrase. A n-gram is a contiguous sequence of n words from a given sentence or a given sequence of words [27]. For each user-review and issue report, we extract n-grams of words with n varying from 2 to 4. Extracting the n-grams helps us to deal with the negations more effectively. Similar to Villarroel et al. [203], we extract the n-grams from the text before the preprocessing steps to avoid losing any potential information. In our experiment, extracting the 2-grams, 3-grams, and 4-grams increase the mapping precision by 3%, 1%, and 1% respectively. In total, extracting the n-grams (n ∈ \{2, 3, 4\}) increases the mapping precision by 5%. 
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5.2.3 Clustering User-Reviews

We cluster the related user-reviews by customizing the Villarroel et al. approach [203], such as adding a step for correcting typos. By clustering the user-reviews together, even short and uninformative user-reviews can become helpful when they are considered together. Furthermore, clustering the user-reviews is required for two main reasons: (i) having the related user-reviews clustered together significantly increases the mapping precision by 45% and (ii) computing the metrics of user-reviews requires a group of related user-reviews, such as quantifying the number of user-reviews that report the same issue.

We apply DBSCAN [55] on the user-reviews of each app. DBSCAN is a density-based clustering algorithm that groups the elements of user-reviews (i.e., words and n-grams) together that are closely placed near each other. We compute the distance between two user-reviews by applying the vector space model [179] cosine similarity between (i) the associated star-ratings [203], (ii) the post-processed user-reviews, and (iii) the lists of n-grams. We adopt the term frequency-inverse document frequency (TF-IDF) [178] on the vector of each user-review. TF-IDF allows us to measure the frequency of each term in the user-reviews and estimate how much information each term provides.

DBSCAN requires two parameters: (i) the maximum distance between the user-reviews and (ii) the minimum number of user-reviews that can be clustered together. We set the maximum distance between two user-reviews to 0.6 as it gives the best performance of DBSCAN on our dataset. We set the minimum number of points of DBSCAN to 1, as even one user-review may be useful in identifying a potential issue in the user-reviews.
Table 5.2: Sample issue report matched with a cluster of user-reviews.

<table>
<thead>
<tr>
<th>Issue Report</th>
<th>User-Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title: Autocorrect stopped working in comment reply field</td>
<td>(i) Autocorrect not working</td>
</tr>
<tr>
<td>Body: If you reply to a comment in Notifications or the Reader, you won’t get any autocorrect suggestions above the keyboard. From a quick poke around in the code, it appears to be related to using a subclass of AutoCompleteTextView</td>
<td>(iii) When replying in notifications, autocorrect crashes</td>
</tr>
<tr>
<td></td>
<td>(v) Posting a comments makes autocorrect stop</td>
</tr>
</tbody>
</table>

An example of an issue report that is matched with a cluster of user-reviews is shown in Table 5.2. As shown in Table 5.2, the reported issue is about an issue in the auto-correcting system where there exists some user-reviews reporting the same issue.

5.2.4 Computing Metrics of User-Reviews

We follow the Goal / Question / Metric (GQM) paradigm [16, 199] to capture the metrics of user-reviews (see Part 4.2.4). We set our goal to quantify the user-reviews. Table 5.3 shows our GQM model for capturing the user-reviews. As shown in Table 5.3, we measure 31 metrics from the user-reviews, such as the number of similar user-reviews and the proportion of negative and positive user-reviews.

Number of Similar User-Reviews

An issue may be reported by multiple users, while some other issues may be reported by only an individual user. The number of times that an issue is reported can affect its priority. Developers may consider resolving an issue in the next release if the
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Table 5.3: GQM model to capture metrics of user-reviews for prioritizing user-related issue reports.

<table>
<thead>
<tr>
<th>Goal: Quantifying the user-reviews for a given issue</th>
<th>Metric(s)</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>How many users reported the same issue?</td>
<td>Number of similar user-reviews</td>
<td>1</td>
</tr>
<tr>
<td>How did the users reporting the same issue rate an app?</td>
<td>Star-ratings</td>
<td>6</td>
</tr>
<tr>
<td>What is the proportion of high, low, and neutral star-ratings for the user-reviews reporting the same issue?</td>
<td>Proportion of low, neutral, and positive star-ratings</td>
<td>3</td>
</tr>
<tr>
<td>How much effort do users put to describe an issue and how much information is provided?</td>
<td>Sizes of user-reviews</td>
<td>12</td>
</tr>
<tr>
<td>How was the users’ experience with a given issue?</td>
<td>Sentiment scores</td>
<td>6</td>
</tr>
<tr>
<td>What is the proportion of user-reviews with positive, negative, and neutral sentiment scores?</td>
<td>Proportion of negative, neutral, and positive sentiment scores</td>
<td>3</td>
</tr>
</tbody>
</table>

Total: 31

majority of users report the same issue. To count the number of similar user-reviews, we measure the number of user-reviews that appear in the same clusters.

Star-Ratings

To maintain the level of star-ratings, developers are more likely to prioritize the issues that are reported with low star-ratings before the issues that are reported with high star-ratings. For each cluster of the user-reviews, we compute the mean, median, minimum, maximum, 1st quartile, and 3rd quartile of the star-ratings in each cluster.

The median is a metric to measure the central tendency of the data. However, it does not reflect the distribution of data below and above the median. To reduce such a
limitation, we measure the $1^{st}$ quartile and the $3^{rd}$ quartile in addition to the median. For example, if the $1^{st}$ quartile is far away from the median but the $3^{rd}$ quartile is close to the median, we can understand that the data points that are greater than the median are closely placed together in comparison with the data points that are less than the median [102].

**Proportion of Negative and Positive Star-ratings**

Each cluster of user-reviews have positive and negative star-ratings. To capture the diversity of ratings, we measure the proportion of negative, positive, and neutral user-reviews within each cluster. The users usually do not download the apps with the star-rating of less than 3 [155]. Therefore, we consider a user-review with a star-rating equal to 3, greater than 3, or less than 3 as a neutral, high, or low user-review, respectively [155].

**Sizes of User-reviews**

The size of a user-review can reflect the helpfulness and the importance of the user-review [108]. For example, a longer user-review in terms of the number of words and sentences can show that the user is more concerned about the associated issue. We use the Stanford parser [48] to count the number of words and sentences as the measurements of the size of the user-reviews. For each cluster of the user-reviews, we measure the mean, median, minimum, maximum, $1^{st}$ quartile, and $3^{rd}$ quartile of the number of words and sentences in the user-reviews.
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Sentiment Scores of User-Reviews

Although a star-rating is the score of an app from user perspectives, the star-rating does not always reflect the real mood and feeling of users. For example, a user may not be satisfied with a certain feature but may still give a high star-rating due to the overall satisfaction of the app. For example, “Unfortunately I cannot see get the notifications on time” is associated with a five star-rating. Nevertheless, it does not provide a positive content about the notification feature.

The star-ratings do not always reflect the real sentiments of user-reviews. To capture the sentiment scores of user-reviews, we apply sentiment analysis on the user-reviews using the SentiStrength-SE tool \cite{92}. For each cluster of the user-reviews, we measure the mean, median, minimum, maximum, 1\textsuperscript{st} quartile, and 3\textsuperscript{rd} quartile of the sentiment scores of the user-reviews.

Proportion of Negative and Positive Sentiment Scores

There is a combination of user-reviews with positive and negative sentiment scores in each cluster of user-reviews. We measure the proportion of negative, positive, and neutral user-reviews with respect to their sentiment score. We consider the sentiment scores \{-1, 0, +1\} as neutral, \{+2, +3, +4, +5\} as positive, and \{-5, -4, -3, -2\} as negative \cite{92}.

5.2.5 Computing Metrics of Issue Reports

Table 5.4 shows the GQM model to quantify the issue reports.
Table 5.4: GQM model to capture metrics of issue reports for prioritizing user-related issue reports.

<table>
<thead>
<tr>
<th>Goal: Quantifying the issue reports</th>
<th>Metric(s)</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>How many users contributed to resolving an issue?</td>
<td>Number of users</td>
<td>1</td>
</tr>
<tr>
<td>How many interactions have been happened for resolving an issue?</td>
<td>Number of comments</td>
<td>1</td>
</tr>
<tr>
<td>How well an issue is described?</td>
<td>Size of issue reports</td>
<td>3</td>
</tr>
<tr>
<td>How well the comments of an issue are described?</td>
<td>Sizes of comments</td>
<td>12</td>
</tr>
<tr>
<td>What is the contribution of an issue reporter?</td>
<td>Reporter contribution</td>
<td>1</td>
</tr>
<tr>
<td>What is the contribution of the users who have involved in resolving an issue?</td>
<td>Contribution of users who have involved in issues</td>
<td>6</td>
</tr>
<tr>
<td>For how long a reporter is a member of GitHub?</td>
<td>Time since reporter has joined GitHub</td>
<td>1</td>
</tr>
<tr>
<td>For how long the users who have involved in an issue are members of GitHub?</td>
<td>Time since contributors have joined GitHub</td>
<td>6</td>
</tr>
<tr>
<td>How popular is the reporter?</td>
<td>Number of following and followers of reporters</td>
<td>2</td>
</tr>
<tr>
<td>How popular are the users who have involved in an issue?</td>
<td>Number of following and followers of contributors</td>
<td>12</td>
</tr>
<tr>
<td>How many code snippet a reporter has shared?</td>
<td>Number of gists of reporter</td>
<td>1</td>
</tr>
<tr>
<td>How many code snippet the contributors have shared?</td>
<td>Number of gists of contributors</td>
<td>6</td>
</tr>
<tr>
<td>What is the number of repositories of the reporter?</td>
<td>Number of public repositories of reporters</td>
<td>1</td>
</tr>
<tr>
<td>What is the number of repositories of contributors?</td>
<td>Number of public repositories of contributors</td>
<td>6</td>
</tr>
</tbody>
</table>

Total: 59
Number of Users

There are often some discussions among app developers to resolve an issue report. The number of GitHub users who have involved in the discussions can implicitly show the importance of an issue. For each issue report, we count the number of users who contribute (e.g., post a comment) to the issue report.

Number of Comments

Developers may discuss the reported issues. The discussions are usually recorded in the issue tracking system as comments. The number of comments can reflect the complexity of an issue. For each issue report, we count the number of comments.

Sizes of Issue Reports and Comments

The size of an issue report or the associated comments reflects the amount of information contained in the issue report. Moreover, Yu et al. [212] indicate that the size of a given document can be associated with the quality and the complexity of a document. For example, consider the example issue reports that are listed in Table 5.5. The first issue report with a bigger size provides comprehensive details of the reported issue, including the expected behavior, the actual behavior, and the steps to reproduce the issue. The second issue with a smaller size report does not provide enough context to understand and resolve the issue. To capture the size of an issue report, we count (i) the number of words of the title, (ii) the number of words and sentences of the body, and (iii) the mean, median, minimum, maximum, 1st quartile, and 3rd quartile of the number of words and sentences of the comments.
Table 5.5: Two sample issue reports.

<table>
<thead>
<tr>
<th>#</th>
<th>Issue Report</th>
</tr>
</thead>
</table>
| 1  | **Title:** Refresh a post view
|    | **Body:** Expected behavior: When you are reading a post (I mean: when you have tapped in one the items in your posts list in the reader and are reading the expanded view), I expect to be able to “pull to refresh” so I can update the comments & favs of the post. **Actual behavior:** Nothing happens. Pull to refresh is not available when you are reading a post. If you want to refresh the comments you need to go pack to your posts lists, refresh there and then tap back in the post. **Steps to reproduce the behavior:** Go to the reader. Tap on any post. Try to refresh it. **Date:** Apr 12, 2016 **Status:** Closed |
| 2  | **Title:** after creating custom ref the spinner ‘from’ does not get updated (shows only after second exec or refresh).
|    | **Body:** NULL
|    | **Date:** Apr 10, 2013 **Status:** Open |

**Contribution of Issue Reporter and Contributors**

If an issue report is reported by a user with a high contribution, the issue report may be prioritized with a higher rank. For each member, GitHub computes a contribution score based on the activities of the user, such as committing to a repository and opening an issue report. The contribution score reflects the experience of a user. We also quantify the mean, median, minimum, maximum, 1\textsuperscript{st} quartile, and 3\textsuperscript{rd} quartile of the contribution of the distinct users who contribute (e.g., post a comment) to each issue report.

**Time Since Issue Reporter and Contributors Joined the GitHub**

A more experienced user may be active on the GitHub for a long time. For each user, we compute the time since the user joined GitHub till September 1, 2016. We
measure such time for the reporter of an issue. We calculate the mean, median, minimum, maximum, 1\textsuperscript{st} quartile, and 3\textsuperscript{rd} quartile of such time for every distinct user who contributed to each issue report.

Number of Followers and Followings of Issue Reporter and Contributors

The users of GitHub can follow each other. The number of followers and followings of a user show the popularity of the user \cite{176, 21}. A user with many followers could be a very popular user. This can result in addressing the issues that are reported by such user earlier than other issues. Thus, we measure the number of followers and the number of followings of the reporter, and the mean, median, minimum, maximum, 1\textsuperscript{st} quartile, and 3\textsuperscript{rd} quartile of the number of followers and followings of the users who contribute to each issue report.

Number of Gists of Issue Reporter and Contributors

Gist is a GitHub service that allows users to share code snippets with others \cite{63}. The number of gists can show how much a developer intends to help the development community that may be associated with the developers’ activity. We measure the number of gists of the reporter, and the mean, median, minimum, maximum, 1\textsuperscript{st} quartile, the 3\textsuperscript{rd} quartile of the number gists of the users who involve in an issue report.

Number of Public Repositories of Issue Reporter and Contributors

A user can contribute to different public repositories on GitHub. The number of repositories on which a user works can capture the level of expertise and engagement
of the user in different projects. We count the number of public repositories of the reporter, and the mean, median, minimum, maximum, 1st quartile, and 3rd quartile of the number public repositories of the users who involve in an issue report.

5.2.6 Measuring the Prioritization Order of Issue Reports

Developers react to some issues very fast, while they might postpone responding to some other issues for many weeks. We consider the developers’ reaction attitude as an indicator of the importance of the issues. To estimate developers’ reaction to each issue, we consider the following actions:

(i) Post comments on an issue report.

(ii) Submit commits for an issue report.

(iii) Add specific keywords to an issue report, including “Fixed”, “Solved”, “Resolved”, “Closed”, “Feature added”, and “Finished”.

To measure the reaction time for each issue, we compute the minimum value of the intervals between each of the aforementioned actions and the time since an issue report has been posted on GitHub. We use the reaction times to measure the prioritization orders of issue reports.

Some noises may be introduced by considering posting comments as an indicator of prioritization order of the issues. For example, a developer may immediately post a comment on an open issue to mention that they will take care of it after dealing with more important issues. We manually investigate the comments of a sample issue reports (384 issue reports) with a confidence level of 95%, a confidence interval of
5, and a population of 239,736. We observe that only 1.7% of the comments are irrelevant to the associated issue reports which is a tolerable proportion of comments.

5.3 Approach and Results

In this section, for each research question, we present the motivation, the approach, and the findings.

RQ5.1) How precisely can user-reviews be mapped to issue reports?

Motivation. Many apps have hundreds or even thousands of user-reviews. It is not a trivial task for app developers to manually analyze all of the user-reviews. By automatically mapping the user-reviews to the issue reports, app developers would be able to use the user-reviews to prioritize the issue reports. Moreover, having the knowledge of the issues that are also mentioned in the user-reviews can help app developers to manage the issues and prevent issue report duplications better [32].

Approach. As described in Part 5.2.3 first, we cluster the related user-reviews. We consider all of the user-reviews that belong to the same cluster as a single document that describes the same issue. To determine the similarity between user-reviews and issue reports, we apply the vector space model [179]. First, we compute TF-IDF [178] to obtain the vector of each document, i.e., either a cluster of user-reviews or an issue report. Second, we calculate the cosine similarity between the issue reports and each cluster of user-reviews. We associate a cluster of user-reviews with an issue report if their similarity is greater than the threshold $\tau$. We evaluate our experiment with different thresholds from 0.05 to 0.95 on five randomly selected apps.
To measure the performance of our mapping approach, we compute precision: the proportion of correctly matched pairs of clusters of user-reviews and issue reports among all the matched pairs. We asked three non-authors to manually examine the correctness of each matched pair on a statistically representative sample set of the rest of the apps, i.e., all apps excluding the five apps that we used to determine the best threshold. To obtain such a set, we randomly select 384 user-reviews with their associated issue reports from 30,520 user-reviews with a confidence level of 95% and the confidence interval of 5%. The three evaluators independently evaluate the sample of user-reviews matched with the issue reports. We apply the major vote rule to resolve the conflicts among the evaluators.

**Findings.** Figure 5.3 shows the precision achieved by our approach with various thresholds and the number of matches between the user-reviews and the issue reports. We set the threshold to 0.85 with a trade-off between the precision of matches and the number of matches. Based on the manual analysis by the three evaluators, our approach achieves a precision of 79% with the threshold $\tau = 0.85$ (i.e., the similarity between the issue reports and the clusters of the user-reviews).

We match 27% of the user-reviews with the 33% of the issue reports. The issue tracking systems are normally the working area of app developers [93], while user-reviews are from external users. The matches between the issue reports and the clusters of the user-reviews show the issues that are reflected in both user-reviews and issue reports. In the next research questions, we show that prioritizing only the user-related issue reports shares a significant relationship with star-ratings. Therefore, our approach can help app developers to prioritize user-related issue reports to receive higher star-ratings. Having considered the user-reviews that are grouped together,
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developers can create new issue reports concerning the user-reviews that are left out. Therefore, with our approach, developers can cover more of the user-reviews when maintaining their apps.

Figure 5.3: Precisions of the mapping approach and the number of matches between user-reviews and issue reports obtained using thresholds from 0.05 to 0.95.
Using our mapping approach, user-reviews can be mapped to issue reports with a precision of 79%.

RQ5.2) Does prioritizing the user-related issue reports have a relationship with star-ratings?

**Motivation.** Developers may take different priority orders when addressing user-related issue reports. Although the lack of issue reports prioritization can negatively impact the star-ratings, there is no empirical evidence to show the relation between prioritizing the user-related issue reports and star-ratings. Therefore, we study the relationship between star-ratings and the metrics of user-reviews and issue reports.

**Approach.** We model the issue reports prioritization using linear regression models [56]. The dependent variable of the regression models is the prioritization orders of the apps. The independent variables are the metrics computed from both user-reviews and issue reports. The goodness of fitness, i.e., adjusted $R^2$ [149], of the linear regression models shows whether issue reports prioritization has a relationship with the metrics of user-reviews and issue reports. Figure 5.4 shows an overall overview of our approach.

Before building the regression models, we identify the correlated variables. We apply variable clustering analysis [84] to build a hierarchical overview of the correlation between the independent metrics [155]. The metrics within each sub-hierarchy of metrics with Spearman’s $|\rho| > 0.7$ are considered as correlated variables [151]. We choose the most intuitive metrics for inclusion in our model from each sub-hierarchy of metrics. We build two types of regression models:
5.3. APPROACH AND RESULTS

Figure 5.4: Overview of the approach for addressing RQ5.2.

(i) Generic Model. We build a generic model using all of the subject apps. Building a generic regression model with a high goodness of fitness can show that different apps are following a similar strategy for prioritizing the issue reports.

(ii) Specific Models. For each app, we build an independent regression model. We get a goodness of fitness for each independent regression model. A higher goodness of fitness can indicate that the issue reports prioritization of an app has a significant relationship with the metrics of user-reviews and issue reports.

The EPV measures the ratio of data points to the number of variables [192]. An EPV of greater than 10 is recommended to have a very low risk of over-fitting and getting unstable results [192]. We did not consider 14% of the apps with EPVs less than 10. We divide the apps into two groups; one group with $R^2 \geq 0.5$ and another one with $R^2 < 0.5$ [149]. We compare the star-ratings of the two groups of apps using Mann-Whitney U test [131]. As a null hypothesis, we assume that the distributions of the star-ratings between the two groups of the apps are the same. The Mann-Whitney U test rejects this hypothesis with a $p$ - value of less than 0.05.
Figure 5.5: Adjusted $R^2$s that are obtained from regression models that are built for each app explaining issue reports prioritizations.

The Mann-Whitney U test can show a significant difference for a sufficiently large sample even if the difference is negligible. Therefore, we also measure the effect size of the differences between star-ratings by applying Cliff’s $\delta$ [38]. Cliff’s $\delta$ is a non-parametric measure without assumptions about the distribution of data [38]. Cliff’s $\delta$ measures the degree of overlap between the two sets of star-ratings. The output of the Cliff’s $\delta$ is a number between $-1$ and $+1$. If the distribution of star-ratings between the two sets of apps is identical, the Cliff’s $\delta$ would be 0 [38]. If all the values of the first set are greater than the second set, it would be $+1$, and vice versa. We use Cohen’s $d$ [39] to interpret the effect size [214]. Cliff’s $\delta$ could be mapped to Cohen’s standards; the values of 0.147, 0.330, and 0.474 denote small, medium, and large effect size, respectively [214].
Table 5.6: Model that is built for explaining issue reports prioritization of *Indic Keyboard* app.

| Metric                                                  | Pr(|t|) | Effect |
|---------------------------------------------------------|--------|--------|
| Reporter contribution                                   | 0.001  | ***↑   |
| Minimum star-rating                                      | 0.015  | *↓     |
| Proportion of high star-ratings                          | 0.023  | *↓     |
| Maximum sentiment score of user-reviews                  | 0.051  | .↓     |
| Number of reviews                                        | 0.053  | .↓     |
| Maximum contribution of users who involve in issues      | 0.065  | .↑     |
| Maximum number of sentences in user-reviews              | 0.099  | .↑     |
| Minimum number of sentences in user-reviews              | 0.119  | .↓     |
| Proportion of low star-ratings                           | 0.132  | .↑     |
| Number of gists of reporter                              | 0.141  | .↓     |
| Time since reporter has joined GitHub                    | 0.172  | .↑     |
| Minimum sentiment score of user-reviews                  | 0.370  | .↑     |
| Number of comments                                       | 0.452  | .↓     |
| Proportion of positive sentiment scores                  | 0.470  | .↓     |
| Minimum contribution of people who involve in issues     | 0.631  | .↓     |
| Number of followers of reporter                          | 0.662  | .↑     |
| Title size                                               | 0.776  | .↓     |
| Minimum number of words in user-reviews                  | 0.809  | .↓     |
| Maximum star-rating                                      | 0.898  | .↑     |
| Number of words in issue reports                         | 0.974  | .↓     |

Codes: '***' < 0, '**' < 0.001, '*' < 0.01, '.' < 0.05

Findings. Developers of different apps do not follow the same strategy to prioritize the user-related issue reports. Our generic model using all of the subject apps has a very low goodness of fitness, i.e., $R^2 < 0.05$. Thus, there is no statistically significant universal relationship between the issue reports prioritization and metrics of user-reviews and issue reports for all different apps.

For 37% of the subject apps, issue reports prioritization can be modeled with the metrics of user-reviews and issue reports. The regression models of 37% of the subject apps achieve $R^2 s \geq 0.5$, i.e., the issue reports prioritizations share
Table 5.7: Model that is built for explaining issue reports prioritization of *Vanilla Music* app.

| Metric                                | Pr(>|t|)   | Effect |
|---------------------------------------|-----------|--------|
| Title size                            | 0.001 *** | ↘       |
| Number of gists of reporter           | 0.007 **  | ↗       |
| Proportion of negative star-ratings   | 0.017 *   | ↗       |
| Number of followers of reporter       | 0.022 *   | ↗       |
| Minimum number of words in user-reviews | 0.034 * | ↗       |
| Reporter contribution                 | 0.081 .   | ↗       |
| Proportion of high star-ratings       | 0.096 .   | ↘       |
| Number of words in issue reports      | 0.116     | ↘       |
| Proportion of user-review with neutral sentiment scores | 0.180 | ↘       |
| Time since reporter has joined GitHub | 0.210     | ↘       |
| Minimum contribution of people who involve in issues | 0.248 | ↗       |
| Number of comments                    | 0.252     | ↘       |
| Minimum sentiment score of user-reviews | 0.350 | ↘       |
| Number of user-reviews                | 0.352     | ↘       |
| Maximum contribution of people who involve in issues | 0.369 | ↗       |
| Minimum number of sentence in user-reviews | 0.438 | ↘       |
| Minimum star-rating                   | 0.541     | ↘       |
| Number of following of reporter       | 0.738     | ↗       |
| Proportion of positive sentiment scores | 0.956 | ↘       |

Codes: ‘***’ < 0, ‘**’ < 0.001, ‘*’ < 0.01, ‘.’ < 0.05

significant relationships with the metrics of user-reviews and issue reports. Figure 5.5 shows the obtained $R^2$s. Tables 5.6 and 5.7 show two sample models that are built for two distinct apps, i.e., *Indic Keyboard* and *Vanilla Music*, sorted by $p$–value.

In the last column in both tables, upward arrows indicate that when the values of the associated metrics increase, the prioritization rank is more likely to increase, while downward arrows indicate otherwise. For the remaining 63% of the apps, we could not build regression models with a high goodness of fitness.
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Table 5.8: Ranks and percentages of occurrence of top five metrics of issue reports and user-reviews.

<table>
<thead>
<tr>
<th>Context</th>
<th>Rank</th>
<th>Metric</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issue Reports (GitHub)</td>
<td>1</td>
<td>Title size</td>
<td>59%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Number of comments</td>
<td>55%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Body size</td>
<td>44%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Reporter contribution</td>
<td>41%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Time since reporter has joined GitHub</td>
<td>40%</td>
</tr>
<tr>
<td>User-reviews (Google Play Store)</td>
<td>1</td>
<td>Minimum star-rating</td>
<td>13%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Number of user-reviews</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Proportion of neutral star-ratings</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Minimum sentiment score</td>
<td>8%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Proportion of low star-ratings</td>
<td>8%</td>
</tr>
</tbody>
</table>

Developers of different apps do not consider the same importance level for the metrics of issue reports and user-reviews. Among the apps having the user-related issue reports prioritized, the sets of significant metrics are different from each other. For example, some issue reports are prioritized according to the metrics that are defined in the scope of issue tracking systems, such as the contribution of a user who has reported the issue. Some other issue reports are prioritized by considering the user-reviews, such as the number of user-reviews. We count the frequencies of the metrics that share statistically significant relationships with the issue reports prioritization. Table 5.8 shows the top five metrics of the issue reports and the user-reviews that appear the most. In particular, the size of the title and body, the number of comments, and the contribution of the person who reported the issue are the metrics that appear the most as a significant metric. The star-ratings and the number of user-reviews are the two metrics of user-reviews that have the most relationship with the issue reports prioritization.

The title size is the most popular and the most important metric when it comes
to issue reports prioritization. As shown in Table 5.8 for 59% of the subject apps, the title size appears as a statistically significant metric. The next important metric is the number of comments that are posted for an issue report. The issues that are associated with a higher prioritization order tend to receive more comments. Having considered the title size and the body size as two significant metrics, the issue report content plays an important role in issue reports prioritization. Another interesting observation is where the reporter contribution appears as a significant metric for 41% of the apps and the time since the reporter has joined GitHub appear for 40% of the apps. This can show that an issues report that is reported by a developer with a higher reputation tend to be addressed at a faster pace.

Among the user-review metrics, the minimum star-rating, the proportion of neutral star-ratings, and the proportion of low star-ratings appear for 13%, 10%, and 8% of the subject apps as statistically significant metrics, respectively. This may be because developers would like to reduce the number of low star-ratings by addressing the user-reviews that are associated with lower star-ratings [155].

**Addressing the issues in the user-reviews has a statistically significant relationship with star-ratings.** The results in Figure 5.6 show that the apps that we could match their issues reports with the user-reviews receive higher star-ratings. The differences between the star-ratings of the apps that we could match their issues reports with the user-reviews (the first and the second boxplot in Figure 5.6) and the apps that we could not match their issues reports with the user-reviews (the third boxplot in Figure 5.6) are statistically significant with a $p$-value of $5.37e-05$ and a medium effect size with Cohen's $d$ of 0.37.
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Figure 5.6: Average of star-ratings of the apps that:

(i) We could match their user-reviews with the issue reports and the issue reports prioritization is statistically significantly related to the metrics.

(ii) We could match their user-reviews with the issue reports but the issue reports prioritization does not share a statistically significant relationship with the metrics.

(iii) We could not match their user-reviews with the issue reports.

Prioritizing the issue reports with respect to our metrics shares a statistically significant relationship with star-ratings. The first two boxplots in Figure 5.6 show the apps that we could their user-reviews with their issue reports. The differences between the apps that (i) the issue reports prioritization is statistically significantly related to our metrics (the first boxplot in Figure 5.6) and (ii) the issue reports prioritization is not statistically significantly related to our metrics (the second boxplot in Figure 5.6) are statistically significant with a $p$-value of $8.82e-06$ and a medium effects size with a Cohen's $d = 0.55$. Figure 5.6 shows that the star-ratings
of the first group of apps (i.e., the apps that their issue reports prioritization share a statistically significant relationship with our metrics) are higher than the other apps.

The issue reports of different apps are prioritized differently. Higher star-ratings are recorded for apps for which a statistically significant relationship exists between our metrics and issue reports prioritization.

RQ5.3) How can app developers prioritize the user-related issue reports to achieve higher star-ratings?

Motivation. To utilize the findings of the previous research question, we suggest a prioritization method for ranking issue reports in order to achieve higher star-ratings.

Approach. Figure 5.7 shows an overview of our approach. To prioritize the issue reports better, we define four levels of prioritization. Given a list of issue reports that are ranked based on the prioritization order of issue reports (see Part 5.2.6), we define the prioritization levels of the issue reports as follows:

(i) High Priority: The issue reports within the first quartile (0 – 25%) of the prioritization orders are labeled as high priority.

(ii) Medium Priority: The issue reports within the second quartile (25 – 50%) of the prioritization orders are labeled as medium priority.

(iii) Low Priority: The issue reports within the third quartile (50 – 75%) of the prioritization orders are labeled as low priority.
(iv) **Trivial Priority**: The issue reports within the last quartile (75 – 100%) of the prioritization orders are labeled as trivial priority.

Issue tracking systems usually define a limited number of prioritization orders for the issue reports [209]. For example, Bugzilla [29] defines five orders of prioritization orders from trivial to high priority. We chose four levels of prioritization according to the distribution of the prioritization orders of our subject apps. We observe that the high priority issue reports are addressed within an hour, the medium priority issue reports are addressed within a day, the low priority issue reports are addressed within five days, and the trivial priority issue reports are addressed after five days.

We build a random forest model [119] to predict the prioritization levels of issue reports. Random forest [85] is a classification approach that builds a number of decision trees at the training stage. Random forest runs efficiently on large databases and works accurately for predictions [85]. First, we train a model with the issue reports (that are labeled with the four levels of prioritization as mentioned above)
of top $N$ apps that hold the highest star-ratings. Second, we use the trained model to predict the prioritization levels of issue reports of the rest of the apps. Third, we measure the accuracy of the predicted levels with the real levels using Equation (5.1). In Equation (5.1), for an app $a$, $I_c(i)$ shows the number of issue reports with correct predicted levels, and the $I(i)$ shows the total number of issue reports for the app $a$.

$$\text{Accuracy}(i) = \frac{I_c(i)}{I(i)}$$  \hspace{1cm} (5.1)

Fourth, we divide the test apps into two groups based on the accuracy of the predicted levels. We put the apps with the pair-wise similarity of more than or equal to the threshold $\sigma$ into one group. The apps with the pair-wise similarity of less than $\sigma$ are placed into another group. We compare the average star-ratings of the two groups of apps using the Mann-Whitney U test [131] to verify whether there is a difference between the star-ratings of the two groups of apps. If the $p$-value is less than 0.05, it shows that the difference between the star-ratings of two groups of apps is statistically significant. We also calculate the effect size of differences between the star-ratings by measuring Cliff’s $\delta$ [38].

To find the best number of top apps (i.e., top $N$ apps), we conduct a sensitivity analysis on the value of $N$. We did the sensitivity analysis by incrementally adding top apps; starting solely with the app that has received highest star-ratings ($N = 1$), adding the second app with the highest star-ratings ($N = 2$), and continuing this process until covering all the apps. We train our prioritization model based on top $N$ apps and test the model using the rest of the apps.

We observe that with $N = 5$, we can build up a prioritization model that can statistically significantly distinguish the star-ratings of the two groups of apps with
the lowest $p - value$ (i.e., $p - value = 2.7e - 2$). Starting from $N = 5$, as the value of $N$ increases (or decreases) the $p - value$ tends to increase. We decided to consider the top 5 apps as the difference in the star-ratings of the two groups of apps is larger by having $N = 5$.

The threshold $\sigma$ divides the tested apps into two groups of apps:

(i) The apps that have similar prioritization orders to our predicted levels.

(ii) The apps that have different prioritization orders from our predicted levels.

To identify the best value of $\sigma$, we conduct a sensitivity analysis. In our sensitivity analysis, we repeat our experiment with different values of $0.01 \leq \sigma \leq 0.99$ (with the increment value of $0.01$). The results of our sensitivity analysis show that any values of $\sigma$ between $0.43$ and $0.55$ cause a statistically significant difference between the two groups of the tested apps. 48 apps have a similar prioritization approach to the top 5 apps.

**Findings. Top apps can provide good patterns for other apps to follow for prioritizing the issue reports.** The apps that have similar prioritizations to our predicted prioritizations receive higher star-ratings than other apps. Figure 5.8 shows the distribution of star-ratings for the apps that: (i) the prioritizations of the issue reports are similar to our predicted prioritizations, and (ii) the prioritizations of the issue reports are different from our predicted prioritizations. As shown in Figure 5.8 the star-ratings are higher for the apps that have similar prioritizations to our predicted prioritizations. The difference in star-ratings between the two groups of apps is statistically significant. The $p - value$ is $3.4e - 2$, and the effect size is
Figure 5.8: Average of star-ratings of the apps that: (i) have similar prioritizations as our predicted prioritizations, and (ii) have different prioritizations from our predicted prioritizations.

medium with a Cohen's $d = 0.30$, indicating that the difference is observable and cannot be neglected.

For the top apps, we could match a higher proportion of user-reviews to issue reports in comparison with the rest of the apps. As reported in the first research question (see Section 5.3), we match could 27% of the user-reviews with 33% of the issue reports. However, for the top five apps, 52% of the user-reviews are matched with 29% of the issue reports. There is a notable increase in the proportion of the matches in the user-reviews. However, there is a small decrease in the proportion of matches in the issue reports, i.e., 33% to 29%. The top five apps address more issues that are reported in the user-reviews, while developers keep reporting other issues that may not be reflected in the user-reviews.
Building a prediction model based on the prioritization strategy of the top-rated apps can help developers to better prioritize the issue reports. Apps that have similar prioritizations to the prioritizations recommended by our approach receive higher star-ratings.

5.4 Threats to Validity

In this section, we discuss the threats to the validity of this chapter [210].

5.4.1 Conclusion Validity

Threats to conclusion validity concern the relationship between the treatment and the outcome. The choice of modeling technique is another threat to conclusion validity. We use the linear regression model in the second research question. To evaluate the possible threat from the choice of modeling technique, we repeat our experiment using a multinomial regression model and find that our conclusion is not affected (i.e., no generic model can be built and the same trend as in Figure 5.6 is obtained).

5.4.2 Internal Validity

Threats to internal validity concern the analysis methods and selection of subject systems. We select the mobile apps that have more than $N$ matches between the user-reviews and issue reports. The underlying assumption is that the apps with fewer matches do not (or rarely) address the issues described in user-reviews. With our setting (i.e., $N = 10$) [103], only two of our apps are outliers, which have a small number of issue reports (i.e., 10 and 11) while more than 50% of their issue reports
are mapped to the user-reviews. Our conclusion remains the same with or without the two outlier apps. We use the reaction time to estimate the prioritization orders. However, such an estimation may introduce some noises. Nonetheless, unfortunately, there is no specific indicator that shows the exact priority of an issue report, i.e., the issue reports are not tagged with specific priority levels. As described in the chapter, we carefully measured the reaction times to mitigate this threat. Finally, we did not report the recall of our approach as it requires manually matching the user-reviews with all the issue reports. Instead, we reported the precision of our approach.

5.4.3 External Validity

Threats to external validity concern the possibility to generalize our findings. Although we only study the open-source apps, the subject apps are from diverse categories such as Tools, Video Players & Editors, and Shopping. Therefore, our subject apps can represent a considerable amount of mobile apps. Nonetheless, future work is welcome to examine our findings on proprietary mobile apps.

5.5 Summary

The issue tracking systems of most mobile apps are not publicly available. Hence, there is a notable lack of studies investigating how to prioritize user-related issue reports recorded in issue tracking systems. Issue reports are mainly used by developers, as opposed to user-reviews that are open to all users. Therefore, the issues described in the user-reviews do not necessarily overlap with the issue reports.

In this chapter, first, we introduce an approach for mapping user-reviews and issue reports. We perform an empirical study of 326 open-source Android apps that
have both user-reviews and issue tracking systems publicly available. Our approach achieves a precision of 79%. Second, we observe that 63% of our subject apps may not consider the metrics of user-reviews and issue reports when prioritizing issue reports. However, prioritizing issue reports positively associates with the increases in star-ratings. Therefore, it is necessary to assist app developers to prioritize issue reports by considering both user-reviews and issue reports. Finally, we propose a prioritization prediction method using the top apps. The prioritization model can be applied to each app to get the prioritization orders of issue reports. Our results show that the apps that their real prioritizations are similar to our recommended prioritizations achieve higher star-ratings. Therefore, our suggested approach can be used to assist app developers in prioritizing issue reports.
Chapter 6

Ranks

When a user looks for an Android app in Google Play Store, a number of apps appear in a specific rank. Mobile apps with higher ranks are more likely to be noticed and downloaded by users. The goal of this chapter is to understand the evolution of ranks and identify the metrics that share a statistically significant relationship with ranks.

An introduction to this chapter is provided in Section 6.1. Section 6.2 explains the study setup process. Section 6.3 describes the research questions, including the motivations, the approaches, and the findings. Section 6.4 highlights the important implications for new app developers. Section 6.5 discusses the potential threats to the validity. Finally, we summarize this chapter in Section 6.6.

6.1 Introduction

When a user looks for a particular sort of app (i.e., area), Google Play Store lists the most related apps according to the app ranks [140]. Improving the rank of an app increases the chance of being noticed and downloaded by users. Having a higher
number of users is desired as it can increase revenues [17] [107].

We define rank trend as an evolution of ranks (i.e., declines and inclines over time) that happens similarly among a set of apps. We study the rank trends and highlight the metrics that are statistically significantly related to the rank trends. In addition, we conduct fine-grained analyses per app and per version of each app over time. The goal is to find the most important metrics that share a significant relationship with the changes in the ranks. We investigate 900 apps in 30 different areas that are associated with 4,878,011 user-reviews in two years.

Our findings reveal practical factors, such as the appearance of new topics, which share a significant relationship with ranks. Such findings can help both developers of currently published apps and developers of start-up apps by providing actionable guidelines to achieve higher ranks. We address the following research questions:

RQ6.1) What are the rank trends of mobile apps? We identify rank trends (i.e., evolutions of ranks) by applying a fuzzy clustering [22] [213] on the ranks. We observe that, in some areas, falling in the ranks is more likely to happen than rising in the ranks. Moreover, competing in the areas with dominant high ranked apps (i.e., the apps that maintain their ranks constantly on top), such as budget, might be harder than competing in areas with fewer dominant apps.

RQ6.2) Which metrics can improve the rank trends? We apply a regression model to explain the identified rank trends [36] [206]. We identify actionable ways, such as introducing new features, to achieve better ranks over time.

RQ6.3) What metrics have a significant relationship with the ranks over time? We build a mixed effects model [216] to quantify the ranks across apps and
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Figure 6.1: Overview of study setup process for identifying and explaining ranks.

different versions of each app. A mixed effects model allows us to explain the ranks across various trends, areas, and app versions. We observe that developer-related activities, such as release latency, play an important role. We also find that not all the metrics that common-wisdom would deem important share a significant relationship with the ranks.

RQ6.4) How do app developers evaluate the findings? We asked 51 app developers to evaluate our findings. 60.8%, 84.3%, and 80.4% of the developers strongly agree that the findings of each research question can be useful in practice, respectively. The feedback indicates that higher ranks can be achieved by following our guidelines when developing an app.

6.2 Study Setup

Figure 6.1 shows the major steps of the study setup process. As shown in Figure 6.1, we collect the required data, such as release notes and user-reviews, from Google Play Store. Then, we preprocess the collected data. We explain the data collection and the preprocessing steps in the following parts.
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6.2.1 Data Collection

Google Play Store has the largest number of apps and users [155]. When it comes to success in the app markets, the reachability of apps speaks first. Therefore, the most effective data collection scenario comes from an ordinary user side. We impersonate an ordinary user by using Google Play Store search engine to find apps, although every user is subject to different attitudes [18, 46].

An area, such as calculator, is a subset of apps that share similar purposes and functionalities. We collect the most searched areas using the Semrush service [182] which tracks the popular search engines, such as the Google search engine. We look for the top keywords that are mostly searched via the mobile devices for finding apps. Table 6.1 shows the list of 30 top searched keywords (i.e., top wanted areas). The list is determined by manually removing brand names, such as “Amazon” and pornographic keywords. By removing brand names, (i) we can focus on the areas that share similar applications, purposes, and functionalities and (ii) we mitigate the skewness of the collected apps towards certain apps.

Like an ordinary user, who uses the search bar to find the desired app, we search each area in Google Play Store. Since the majority of queries are generated by users, we searched the exact identified area names in Google Play Store. We scroll down each search result to the end. For each area, we find a median of 250 app. We randomly select 30 apps from each area to perform our analysis. Considering a higher number of apps (i.e., more than 30 for each area) was not feasible in this study because (i) not all the areas have over 30 different apps and (ii) not all the apps can be studied for two years since some apps are periodically cleaned up from the store [177]. Having 30 apps for each of our 30 subject areas allows us to investigate 900 apps. Moreover,
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Table 6.1: List of areas with the number of versions and user-reviews.

<table>
<thead>
<tr>
<th>Area</th>
<th>Versions</th>
<th>User-Reviews</th>
<th>Area</th>
<th>Versions</th>
<th>User-Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airline</td>
<td>422</td>
<td>51,408</td>
<td>Health</td>
<td>263</td>
<td>88,306</td>
</tr>
<tr>
<td>Bible</td>
<td>339</td>
<td>92,075</td>
<td>Mailbox</td>
<td>339</td>
<td>56,391</td>
</tr>
<tr>
<td>Budget</td>
<td>206</td>
<td>18,356</td>
<td>Messaging</td>
<td>525</td>
<td>230,248</td>
</tr>
<tr>
<td>Calculator</td>
<td>294</td>
<td>7,316</td>
<td>Movie</td>
<td>279</td>
<td>164,195</td>
</tr>
<tr>
<td>Calling</td>
<td>658</td>
<td>210,483</td>
<td>News</td>
<td>690</td>
<td>186,827</td>
</tr>
<tr>
<td>Camera</td>
<td>466</td>
<td>55,383</td>
<td>Paint</td>
<td>122</td>
<td>6,674</td>
</tr>
<tr>
<td>Chess</td>
<td>186</td>
<td>22,811</td>
<td>Piano</td>
<td>202</td>
<td>27,909</td>
</tr>
<tr>
<td>Cloud</td>
<td>546</td>
<td>162,591</td>
<td>Radio</td>
<td>504</td>
<td>238,336</td>
</tr>
<tr>
<td>Coupon</td>
<td>348</td>
<td>61,160</td>
<td>Reminder</td>
<td>292</td>
<td>108,461</td>
</tr>
<tr>
<td>Dating</td>
<td>916</td>
<td>165,869</td>
<td>Sleep</td>
<td>159</td>
<td>42,713</td>
</tr>
<tr>
<td>Dictionary</td>
<td>292</td>
<td>74,073</td>
<td>Spy Phone</td>
<td>162</td>
<td>27,328</td>
</tr>
<tr>
<td>Emoji</td>
<td>101</td>
<td>4,105</td>
<td>Talking Pet</td>
<td>235</td>
<td>31,662</td>
</tr>
<tr>
<td>Fitness</td>
<td>272</td>
<td>84,436</td>
<td>Translator</td>
<td>206</td>
<td>36,375</td>
</tr>
<tr>
<td>GPS</td>
<td>630</td>
<td>151,844</td>
<td>Weather</td>
<td>845</td>
<td>178,968</td>
</tr>
<tr>
<td>Grocery List</td>
<td>264</td>
<td>50,944</td>
<td>Weight Loss</td>
<td>278</td>
<td>58,590</td>
</tr>
</tbody>
</table>

our random selection provides a better combination of apps than picking only the top apps.

We retrieve the app details (e.g., releases notes and descriptions), the user-reviews, and the ranks of the selected apps from Google Play Store from March 1, 2015 to March 1, 2017. We collect 4,878,011 user-reviews for 10,508 distinct versions of our 900 apps. The number of app versions and informative user-reviews (see Part 1.4.2) are listed in Table 6.1 for each area.

6.2.2 Preprocessing Data

To reprocess the data, we follow the preprocessing steps discussed in Part 1.4.2. Table 6.1 shows the number of informative user-reviews in each area. Unlike user-reviews, app descriptions and release notes benefit from a semi-structured form of
writing. Google Play Store demonstrates app descriptions and release notes using the standard HTML format [69, 173]. We extract each item from each release note. We also break app descriptions into separate paragraphs and items of the existing lists in the descriptions. Organizing app descriptions and release notes allows us to measure the metrics more accurately (see Part 6.2.3).

We apply topic modeling [2] on app description, release notes, and user-reviews for two reasons. First, we would be able to unify all the user-reviews, app descriptions, and release notes within a certain number of topics and assign mathematically comparable vectors to each user-review, app description, and releases note. Therefore, we could measure the introduction of new topics and the similarity of release notes and app descriptions with user-reviews (see Part 6.2.3). Second, using topic modeling helps us to mitigate the lack of up-to-date dictionary of words for the terms that are used by users [155]. Similarly, Noei and Heydarnoori [156] employ topic modeling for finding the software engineering terms that represent the same concepts.

We apply the Latent Dirichlet Allocation (LDA) technique [26, 154] on the user-reviews, app descriptions, and release notes. Each document in the corpus is considered as a combination of a number of topics [26]. We employ three latest approaches (i.e., Griffiths et al. [71], Deveaud et al. [49], and Cao et al. [30]) to estimate the optimum number of topics. The summary of the outputs of the three approaches (i.e., Griffiths, Deveaud, and Cao) suggests that the optimum number of topics is between 25 and 165. To avoid losing any potential topic, we pick 165 (i.e., maximum) as the optimum number of topics. We run the LDA with 2,000 Gibbs sampling iterations [72, 171]. With 2,000 iterations, we can achieve a high accuracy of LDA [71, 171].
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6.2.3 Measuring Metrics

We use the Goal / Question / Metric (GQM) paradigm \[16, 199\] to capture the required metrics (see Part 4.2.4). Our goal is to understand ranks and rank trends using the available data. Google considers star-ratings and the number of downloads when calculating the ranks \[67, 68\]. Therefore, we consider star-ratings and the number of downloads as control variables in our study. We briefly describe our metrics in the following paragraphs.

**Star-Ratings**

We consider star-rating in our study as a control variable because Google uses star-ratings as one of the factors to calculate the ranks \[67, 68\]. We collect the star-ratings that are associated with each version of the subject apps.

**Number of Downloads**

We measure the number of downloads as a control variable as Google uses the number of downloads to calculate the ranks \[67, 68\]. For each version of an app, we retrieve the latest number of downloads from Google Play Store.

**Number of User-Reviews**

The number of user-reviews can represent the interest of users in an app \[155\]. For each version of an app, we count the number of user-reviews since the last version to the current version.
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Sentiment Scores

As the interpretation of different users is not the same regarding the number of stars \[155\], measuring the sentiment scores of the user-reviews is an alternative to measure the user-perceived quality (see Part 1.4.2). We measure the average of sentiment scores of the user-reviews for each version using the SentiStrength-SE tool \[92\]. Unlike star-ratings that are explicitly given by end users, sentiment scores cannot be measured directly from Google Play Store. We manually analyzed the output of the SentiStrength-SE on a sample of 384 user-reviews with the confidence level of 95% and the confidence interval of 5. SentiStrength-SE gives 71% correct sentiment scores.

Proportion of User-Reviews

To capture the diversity of user-reviews, we measure the proportion of negative, positive, and neutral user-reviews from two perspectives: (i) star-ratings, and (ii) sentiment scores. Users usually do not install the apps with a star-rating of less than 3 \[155\]. We consider user-reviews with star-ratings equal to 3, greater than 3, and less than 3 as neutral, positive, and negative user-reviews, respectively \[155\].

App Price

The price of an app can encourage or dissuade a user to download an app \[61\]. We catch the price of each app from Google Play Store.

Number of Releases

The process of changing the code, integrating with the older versions, and releasing as a new version is called release engineering \[1\]. The higher number of releases can
indicate an active release cycle. We collect the number of releases for each app.

**Release Latency**

Different apps might have differing release cycles [1] that may affect the ranks [83]. We measure the time between two releases as an indicator of the release cycle latency for each version. We also measure the average of latencies for each app.

**Text Size**

Larger app descriptions can give users more information about an app, while users may be interested in brief descriptions and release notes. We measure the following metrics to capture the size of app details: (i) the number of words of app names, (ii) the number of words of app descriptions, (iii) the number of sentences of app descriptions, (iv) the number of words of release notes, and (v) the number of sentences of release notes. Moreover, the size of a user-review can indicate its helpfulness [108]. For each version of an app, we calculate the average of (vi) the number of words and (vii) the number sentences of the user-reviews that are posted for the corresponding version. We use the Stanford Parser and Tokenizer [48, 132] to count the number of words and sentences.

**App Details Similarity**

The first impression of an app might lie upon its name and description. A relevant name and description can motivate more users to download an app. We measure the similarity of app names and app descriptions with our 30 subject areas using the WordNet similarity package [165].
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Number of Pictures

Every app on Google Play Store can be associated with some pictures [69]. The pictures may influence the users’ decision. We count the number of pictures on the page of each app.

Installation File Size

Users may refrain to download a big application due to network and storage limitations [155]. For each version of an app, we collect the size of the installation file.

Launch Date

An app that has been released prior to other competitors may have a better chance to get the attention of users. We measure the first release date of each app.

Addressing User-Reviews

Recent studies investigate the importance of user-reviews in the deployment of mobile apps [59, 60, 89, 159, 160]. Some researchers focus on the user-reviews [33, 163, 203] to help developers in the process of app deployment. Therefore, we quantify the degrees to which app developers address the user-reviews. For each version of apps, we measure the cosine similarity of the app description with the user-reviews that are posted from the last version to the current version. We also measure the similarity of release notes with the corresponding user-reviews [96].
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Introduction of New Topics

Different apps may introduce new features and functionalities in their new versions. We estimate the addition of new functionalities by counting the number of topics that are added to a newer version of an app in comparison with the preceding versions. For each version, we count (i) the number of added topics to the description, (ii) the number of removed topics from the description, (iii) the number of added topics to the release note, and (iv) the number of removed topics from the release note.

Area

An area with plenty of dominant apps might be hard to compete in. This can influence other apps within the same area (see Table 6.1). For each app, we consider its area of development.

Category

A category in which an app is released might affect its rank. Some categories may be very competitive with a large number of popular apps. For each app, we retrieve its category from Google Play Store. In addition, for each category, we measure the number of published apps on Google Play Store, star-ratings of the apps, the number of paid apps, the average price of the paid apps, and the ratio of paid apps per total apps.

Company

A reputation of a company may impact all the apps that belong to the same company. For example, having a successful app can motivate users to try other products. For
each company, we measure the number of published apps on Google Play Store, star-ratings of the apps, the number of downloads of the apps, the number of paid apps, the average price of the paid apps, and the ratio of paid app per total apps.

6.3 Approach and Results

In this section, we present the approach and the findings of the research questions.

RQ6.1) What are the rank trends of mobile apps?

**Motivation.** When searching for new apps, Google Play Store shows a ranked list of apps. Apps with higher ranks are more likely to be downloaded and installed \cite{42, 121, 215}. Observing the evolution of ranks helps developers to see the odds of rising and falling in ranks over time. Moreover, we can discover the areas where apps tend to change or tend to maintain their ranks. Thus, developers can take a wiser decision when implementing a new app or trying to improve the ranks of the currently published apps.

**Approach.** We apply time series clustering \cite{118} to identify the rank trends. Time series clustering requires (i) a clustering algorithm, (ii) a distance measurement method, and (iii) the number of clusters. We apply a fuzzy clustering algorithm \cite{213} with dynamic time warping (DTW) \cite{20} as the method of measuring the distance between the time series of ranks.

**Fuzzy Clustering.** Partition clusterings, such as k-means \cite{208}, build \( n \) partitions where each cluster contains at least one object and each object belongs to one cluster. Fuzzy clustering inherits from the fuzzy logic and fuzzy sets where the truth values of metrics can be real numbers between 0 and 1 instead of being exactly 0 or
Therefore, with fuzzy clustering, a rank trend can belong to more than one cluster. For example, if a rank is fluctuating while declining over time, the fuzzy algorithm can put such a rank into two clusters. Therefore, the metrics associated with such a trend can contribute to both clusters of ranks. The fuzzy algorithms can be set with a level of fuzziness $m$ where $m \geq 1$. A larger $m$ makes the clustering fuzzier, while when $m = 1$, the fuzzy algorithm works like a partition algorithm.

**Dynamic Time Warping (DTW).** DTW aligns two time series (rank trends) in a way that the differences between the two trends are minimized. The Euclidean distance that is commonly used in clustering algorithms, such as k-means, assumes that the $i^{th}$ point in one trend should be aligned with the $i^{th}$ points of other trends. DTW alignment allows the offsets in the rank trends to be varied. For example, suppose two rank trends $R_1 = \{r_{11}, r_{12}, ..., r_{1n}\}$ and $R_2 = \{r_{21}, r_{22}, ..., r_{2m}\}$, where $n$ is the number of time points in $R_1$ and $m$ is the number of time points in $R_2$. If the trends are very similar but with an offset of $d$ days, Euclidean distance fails to converge. However, DTW can fit such trends in one cluster.

Equation (6.1) shows the distance of warping path between two trends.

$$\text{dist}_{DTW} = \frac{\sum_{i=1}^{\kappa} \omega_i}{\kappa}$$

DTW build a warping path $W = \{\omega_1, \omega_2, ..., \omega_\kappa\}$ where $\kappa$ denotes the number of points in $W$ and $\max(m, n) \leq \kappa \leq m + n - 1$.

**Number of Clusters.** Prior to applying a clustering algorithm, it is required to determine the number of clusters to obtain the highest clustering quality. To calculate the number of clusters, we follow two approaches. First, we run the clustering algorithm with different numbers of clusters from 2 to 50 and visually
inspect the results until we achieve distinguishable clusters \[201\]. We find 13 as the best number of clusters. Second, we employ the gap statistic approach \[197\] to estimate the optimum number of clusters. The gap statistic uses the output of the clustering algorithm and compares it with the change in a within-cluster dispersion. The procedure tries different numbers of clusters to maximize the gap statistic value. We apply the gap statistics algorithm with the number of clusters ranging from 2 to 50. The best result achieved with 13 clusters. Both approaches (i.e., visual inspection and statistical analysis) suggest 13 as the optimum number of clusters.

**Findings.** In this part, we explain our findings and observations regarding clustering the rank trends.

**There are 13 rank trends and three general trends.** Figure 6.2 shows the centroids of the 13 identified rank trends. As it is shown in Figure 6.2, three general trends among the rank trends can be observed: (i) falling, (ii) rising, and (iii) maintaining. In our experiments, we tried increasing the fuzziness of the clustering. However, rank trends tend to stay categorized in only one cluster. This can confirm that the number of clusters is set optimally.

**61% of the studied apps fell in the rankings over time.** By comparing the number of apps that lay on each of the three general trends, we observe that the majority of the apps (i.e., 61%) had a falling trend, which may implicitly denote the competitive nature of app markets. Only 6% of the subject apps could have improved the ranks during the studied period. Finally, 33% of our subject apps have maintained their ranks with very slight fluctuations.

Some areas, such as news and budget, are harder to compete than other areas. Figure 6.3 shows the distribution of the rank trends for each area. News and
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Figure 6.2: Centroids of each cluster of rank trends. X-axis denotes time (day) and Y-axis shows ranks.

*budget* are two areas with the highest number of apps that could have maintained their ranks among the top apps (i.e., cluster 12), while only 3 apps improved their ranks in the *news* and *budget* areas. This observation can suggest that it is harder for newcomers to compete in such areas since there are dominant apps that maintained their ranks during the studied period.

Cluster 11 contains the most number of apps (i.e., 19%) in comparison with other clusters. The apps that are in cluster 11 maintained the ranks in the middle. The *radio* apps failed more in maintaining the ranks in comparison with other areas. The *chess* and *cloud* areas have the most number of apps with a rising trend. Such a result
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suggests that entering to chess and cloud areas might be a wiser choice to succeed in the competitive market of mobile apps.

Most of the subject apps tend to fall in ranks within the duration of our study. In some areas, such as chess, it is easier to compete and improve ranks. However, having a large number of dominant apps in some areas, such as news and budget, makes it harder for developers of new apps to enter the areas.
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RQ6.2) Which metrics can improve the rank trends?

Motivation. In the previous research question, we identified the rank trends. Although one could speculate that the area is an important metric to explain the rank trends (see Figure [6.3]), it is unclear what metrics share a strong relationship with the rank trends. Discovering such metrics is important to help developers and app development companies to improve the ranks of their apps proactively.

Approach. We treat metrics as (i) nominal metrics that include two or more categories, such as the category in which an app is published, (ii) ordinal metrics that are nominal metrics for which the order of values matters, and (iii) numeric metrics, such as the number of releases. We also normalize the independent metrics to bring the values into the same scale. Before building a model, we identify the correlated metrics. Having correlated metrics negatively affects the results of our model [79]. We apply metric clustering analysis [84] to build a hierarchical overview of the correlation between the independent metrics [155]. We choose the metrics that are more intuitive for inclusion in our model from each sub-hierarchy of metrics with Spearman’s $|\rho| > 0.7$ [151]. The correlated metrics are listed in Table 6.2.

Studying rank trends to get practical results requires ordering them from the worst to the best. However, there is no standard definition of the goodness of a rank trend to treat the trends as an ordinal metric. Therefore, we mitigate the bias of judging the superiority of each rank trend over another by breaking the trends into two groups of optimistic rank trends and pessimistic rank trends. We define optimistic rank trends as (i) the ranks that are maintained among top apps during our study (i.e., trend 12), and (ii) the ranks with a rising trend (i.e., trend 13). Otherwise, a rank trend is
Table 6.2: List of correlated variables for explaining rank trends.

<table>
<thead>
<tr>
<th>Selected Variable</th>
<th>Correlated Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description Similarity</td>
<td>Number of Words in Description</td>
</tr>
<tr>
<td>Number of User-Reviews</td>
<td>Average Number of Downloads (Company), Number of Negative, Positive, and Neutral User-Reviews, Number of User-Reviews with Negative, Positive, and Neutral Sentiment Scores</td>
</tr>
<tr>
<td>Average Rating (Company)</td>
<td>Number of Apps (Company)</td>
</tr>
<tr>
<td>Address User-Reviews (Release Note)</td>
<td>Address User-Reviews (Description)</td>
</tr>
<tr>
<td>Average Price (Company)</td>
<td>Number of Paid Apps (Company), Price</td>
</tr>
<tr>
<td>Number of Releases</td>
<td>Average Time Between Releases</td>
</tr>
<tr>
<td>Number of Apps (Category)</td>
<td>Number of Paid Apps (Category)</td>
</tr>
</tbody>
</table>

considered as a pessimistic trend.

Having two groups of trends allows us to build an ordered regression model to determine the odds ratios of the metrics that play a significant role in explaining the two groups of trends (i.e., optimistic and pessimistic). Logistic regression model and probit regression model are both appropriate approaches to explain an ordered dichotomous dependent metric (i.e., optimistic vs. pessimistic) [36, 88, 206]. The main differences between logit and probit regression models are the link function and the assumption of each model about the distribution of the errors [4]. As we are interested to observe the odds ratios, we report the output of the ordered logistic regression model in this chapter. Nonetheless, both approaches (i.e., logit and probit) produce the same results with our data. We use metrics that are introduced in Part 6.2.3 as the independent metrics. Our logistic regression model obtains a great fit with the McFadden’s $\rho^2 = 0.24$ [139]. The McFadden’s $\rho^2$ compares the log-likelihood of the model with the null model to measure the level of improvement of
the model [53]. Moreover, the number of Events Per Variables (EPV) of our model is 11.5, which indicates that our model has a low risk of over-fitting [192].

We determine the significant metrics using the ANOVA $\chi^2$ test [168]. The significant metrics have $Pr(> \chi^2)$ less than 0.05. $Pr(> \chi^2)$ is the $p-value$ that is associated with the $\chi^2$ statistic [137].

**Findings.** Table 6.3 shows the results of our ordered logistic regression model. The Likelihood-ratio $\chi^2$ [200], $p-value$, and effect of each independent metrics are shown in Table 6.3. The significant metrics are marked with asterisks.

The **launch date** shares a significant relationship with the rank trends. Interestingly, we observe that the apps that are launched later tend to be more successful in the market. This is good news for newcomers and start-up companies not to be hopeless when launching an app for the first time. Although the initial idea and innovation are essential to succeed [175], competitors might overcome the seminal apps over time if the necessary effort is invested. This observation led us to check how the launch date works when comparing top apps and rising apps only. We observe that the launch date no longer appears as a significant metric when rising apps and top apps are compared.

**Developers of published apps should constantly work on improving their apps to strive.** The appearance of new topics in the release notes and the descriptions are two significant metrics of the model. A release note usually contains a report of the fixed issues and the addition of new features [69]. A description usually describes the functionality and the purpose of an app [96]. The addition of new topics has a positive relationship with the success of an app.

**More releases are encouraged.** Some users may feel frustrated when apps get
frequently updated [170]. When it comes to statistical observations, we note that the number of releases has a positive relationship with the success of apps. Therefore, developers should not be afraid of keeping their apps up-to-date. The average of days between releases for the top and rising apps is 14 days. However, developers should be cautious about the quality of the app version they are about to release as Ruiz et al. [177] find that releasing a low-quality app endangers the survival of the app.
Developers, especially from start-up companies, should carefully consider the area and the category on which they intend to work. Both the area and the category of apps have a significant relationship with the success of an app. A chess, cloud, radio, spy phone, weather, news, or budget app has a higher chance to lie upon optimistic trends (by a positive effect). In addition, when we compare only the rising and top maintaining apps, we note that among the aforementioned areas, the ranks of chess, cloud, radio, and spy phone apps are more likely to rise.

App developers should not be afraid of a late entry into the market as newer apps achieved higher ranks during the period of our study. There is a chance of winning the market by constantly improving an app, such as adding new features and fixing bugs. However, developers should be careful in choosing the area in which they intend to succeed.

RQ6.3) What metrics have a significant relationship with the ranks over time?

Motivation. In the previous research question, we identify the metrics that have a significant relationship with the rank trends. However, an app can face various rises and falls over time. We break the timeline of our subject apps with respect to the release dates of each app. Therefore, we can identify the metrics that have a significant relationship with the ups and downs of the ranks over time. In this research question, we study the ranks with a finer grain (version) while, in the previous research question, we study the ranks with a broader view (i.e., rank trends).
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Table 6.4: List of correlated variables for explaining changes in ranks.

<table>
<thead>
<tr>
<th>Selected Variable</th>
<th>Correlated Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Apps (Category)</td>
<td>Number of Paid Apps (Category)</td>
</tr>
<tr>
<td>Number of User-Reviews</td>
<td>Number of Negative, Positive, and Neutral User-Reviews, Number of User-Reviews with Negative, Positive, and Neutral Sentiment Scores</td>
</tr>
<tr>
<td>Address User-Reviews (Release Note)</td>
<td>Address User-Reviews (Description)</td>
</tr>
<tr>
<td>Number of Releases</td>
<td>Average Time Between Releases</td>
</tr>
<tr>
<td>Number of Downloads</td>
<td>Average Number of Downloads (Company)</td>
</tr>
<tr>
<td>Description Similarity</td>
<td>Number of Words in Description</td>
</tr>
<tr>
<td>Average Price (Company)</td>
<td>Price, Number of Paid Apps (Company)</td>
</tr>
<tr>
<td>Average Rating (Company)</td>
<td>Number of Apps (Company)</td>
</tr>
</tbody>
</table>

**Approach.** First, we remove correlated metrics with Spearman’s $|\rho| > 0.7$ [151]. Table 6.4 shows the list of the correlated metrics. Then, we build a mixed effects model [216, 155] to determine the metrics that have a significant relationship with the ranks (see Section 3.3).

We let the dependent metric to be the rank of each version of the apps. We set the independent metrics to have random intercepts while keeping the coefficient of the independent metrics fixed. Thus, we give a chance to the mixed effect model to tune metric intercepts according to the grouping factors but keep the coefficients union across different observations. Therefore, independent metrics can contribute equally to the observations with a minor tune with respect to the grouping factors.

We group the independent metrics according to (i) 13 rank trends and (ii) 30 areas nested within various versions of each individual app. Setting a grouping factor for rank trends gives a fair comparison between the apps. Instead of comparing all the
apps together, we compare an app with its own competitors. A good analogy is the
different weight classes in wrestling competitions. By having different weight classes,
competitors can be judged on their techniques rather than their weights. With a
similar reasoning as above, we set another grouping factor to the area of the app. We
let different versions have varying intercepts as there might be other factors for each
version but cannot be considered in a non-controlled empirical study [155], such as
contextual requirements of the time in which a version is released.

The marginal $R^2$ [147] of our model is 0.02, but the conditional $R^2$ is 0.68. The
lower value of the marginal $R^2$ compared to the conditional $R^2$ denotes that the pro-
portion of the variance explained by both fixed and random metrics is considerably
higher than the proportion of the variance explained by the fixed metrics. Thus, mod-
eling the random effects greatly improves the explanatory power of our model [155].

**Findings.** Table 6.5 shows the output of the mixed effects model. Significant met-
rics are highlighted with asterisks along with their effects on the ranks.

User-reviews are important artifacts to explain the ranks. The sentiment
scores have a significant relationship with the ranks. Developers should take care of
user-reviews and keep the users happy to achieve better ranks. For example, develop-
ers should resolve the bugs that are reported in the user-reviews. For extracting bug
reports, developers can refer to related work on this matter, such as Chen et al. [33],
Villarroel et al. [203], and Sorbo et al. [52].

Apps should be assigned with a proper name and description. Name and
description of an app should be related to the area of the app. Although there exist
some apps, such as Facebook, whose own commercial name may not reflect their true
area, less famous apps should either find a way to advertise their apps or keep the
Table 6.5: Mixed effects model of ranks.

| Metric                                      | $\chi^2$ | $Pr(>|F|)$ | Estimate (±SE) | Effect |
|---------------------------------------------|----------|------------|----------------|--------|
| Sentiment Score                             | 62.09    | 3.55E-15   | 1.14E-01±1.45E-02 | ↗      |
| Number of Sentences (Description)           | 46.10    | 1.19E-11   | -5.08E-02±7.48E-03 | ↗      |
| Name Similarity                             | 41.16    | 1.47E-10   | 5.18E-02±8.08E-03 | ↗      |
| Sentiment Score (Total)                     | 23.19    | 1.49E-06   | 2.76E-02±5.73E-03 | ↗      |
| Release Latency                             | 19.71    | 9.13E-06   | 3.01E-02±6.78E-03 | ↖      |
| Installation File Size                      | 13.49    | 2.41E-04   | 1.79E-02±4.88E-03 | ↖      |
| Star-Rating                                 | 12.07    | 5.15E-04   | -4.20E-02±1.21E-02 | ↗      |
| Appearance of New Topics (Release Note)     | 11.20    | 8.20E-04   | 2.75E-02±8.20E-03 | ↗      |
| Number of Downloads                         | 10.64    | 1.11E-03   | -2.88E-02±8.82E-03 | ↗      |
| Average Star-Rating (Category)              | 9.08     | 2.60E-03   | -1.93E-02±6.42E-03 | ↖      |
| Address User-Reviews (Release Note)         | 3.94     | 4.71E-02   | -1.89E-02±9.51E-03 | ↗      |
| Description Similarity                      | 2.75     | 9.76E-02   | 2.98E-02±1.80E-02 | ↗      |
| Average Price (Category)                    | 2.50     | 1.14E-01   | -1.31E-02±8.28E-03 | ↖      |
| Appearance of New Topics (Description)      | 2.17     | 1.41E-01   | 1.23E-02±8.37E-03 | ↗      |
| Number of Releases                          | 1.67     | 1.97E-01   | 7.65E-03±5.93E-03 | ↗      |
| Launch Date                                 | 1.39     | 2.38E-01   | -1.91E-02±1.62E-02 | ↗      |
| Number of Pictures                          | 1.29     | 2.56E-01   | -5.77E-03±5.08E-03 | ↗      |
| Name Size                                   | 1.22     | 2.70E-01   | -5.34E-03±4.84E-03 | ↖      |
| Ratio of Paid Apps per Total (Category)     | 0.70     | 4.02E-01   | -5.35E-03±6.38E-03 | ↗      |
| Number of Apps (Category)                   | 0.40     | 5.28E-01   | -3.54E-03±5.60E-03 | ↖      |
| Average Star-Rating (Company)               | 0.34     | 5.62E-01   | 3.19E-03±5.49E-03 | ↗      |
| Deletion of Previous Topics                 | 0.09     | 7.70E-01   | 2.28E-03±7.80E-03 | ↖      |
| Average Price (Company)                     | 0.08     | 7.75E-01   | -6.41E-03±2.25E-02 | ↖      |
| Number of User-Reviews                      | 0.04     | 8.49E-01   | -1.18E-02±6.22E-02 | ↗      |

Codes: '***' < 0.001, '**' < 0.01, '*' < 0.05
similarity of names in mind.

**Developers should not wait too long to publish an update.** As the latency of an update increases for an app, the app tends to lose ranks. Such behavior might be caused by a probable Google’s ranking strategy as Henze *et al.* [83] observed that releasing new updates is an effective strategy for increasing apps in App Store. Another possible explanation can be the users’ preferences on seeing an updated version of an app earlier. Future studies should look into this matter more in-depth. Also, it is better to keep the installation files as small as possible.

**Introducing new topics, such as new features, helps developers to improve the ranks.** We observe that the introduction of new topics in the release notes has a significant positive relationship with the ranks. Developers can refer to related work, such as Villarroel *et al.* [203], and Sorbo *et al.* [52], to mine the user-reviews and get some idea on the topics that they may want to add to the next versions.

**The common-wisdom does not always hold when it comes to improving the ranks.** Various metrics, such as the number of pictures and the number of apps in a given category, may sound critical to have a better rank. For example, Tian *et al.* [196] observed that the number of pictures is an influential metric for receiving higher star-ratings. Conversely, as shown in Table 6.5, the number of pictures does not have a significant relationship with the ranks. In fact, only 11 metrics share a significant relationship with the ranks.

---

*Developers should take care of user-reviews and constantly improve their apps (e.g., introducing new features) to achieve higher ranks. They should be careful not to spend too much budget and time on the metrics that sound important but actually do not share a significant relationship with changes in the ranks.*
RQ6.4) How do app developers evaluate the findings?

Motivation. To better understand the practical value of our findings, we conducted a survey and in-depth interviews with app developers discussing our findings.

Approach. In this part, we describe our participants, the design of the survey, and the procedure of the survey.

Participants. The participants of our survey are mobile app developers. To find the participants, we contacted four app development companies that agreed to cooperate with us in conducting the survey. Finally, 51 app developers participated in our survey. We also had the opportunity to discuss our observations in details with two developers who were willing to discuss more.

Design. We gathered the developers’ opinions using questionnaires. We asked five questions regarding the usefulness of our findings. The questions are listed in Table 6.6. Also, for each question, we asked the developers to provide further comments in case they did not agree with our findings or in case they would like to provide additional feedback (follow-up comments). We asked the developers to answer the questions on a five-point Likert scale: (i) strongly agree, (ii) agree, (iii) neutral, (iv) disagree, and (v) strongly disagree [120].

Procedure. For each company, we presented our research and our results to the developers. It took around 30 minutes to do each presentation using slides. There was no time limit for developers to finish the survey. However, it took less than 15 minutes to have the questionnaires filled out by all the developers. Regarding the in-depth discussions, the first author conducted the interviews. Each interview took around 60 minutes.
Table 6.6: List of survey questions for evaluating the usefulness of the findings of Chapter 6.

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Do you think that the studied areas are the top areas of mobile apps?</td>
</tr>
<tr>
<td>2</td>
<td>Are the considered variables reasonable and sufficient for explaining ranks and rank trends?</td>
</tr>
<tr>
<td>3</td>
<td>Do you think the findings of RQ6.1 are useful and practical for the industry?</td>
</tr>
<tr>
<td>4</td>
<td>Do you think the findings of RQ6.2 are useful and practical for the industry?</td>
</tr>
<tr>
<td>5</td>
<td>Do you think the findings of RQ6.3 are useful and practical for the industry?</td>
</tr>
</tbody>
</table>

Findings. The majority of the developers agree with our findings. For each question, first, we present the result of the survey. Then, we summarize our in-depth discussion with two developers.

(i) Do you think that the studied areas are the top areas of mobile apps?

Survey. As shown in Figure 6.4, developers agree that the investigated areas are the hot areas of mobile apps. On the other hand, 11.8% and 2.0% of the developers disagree and strongly disagree with the question, respectively. According to the follow-up comments, one developer thinks that the area of photography might be important too. Two developers think that social networking is missing. However, as we look for the top keywords that are searched by real users, the exact name of the dominant social networking apps, such as Facebook, are more likely to be searched rather than searching for other alternative apps.

In-depth Discussions. Both developers approved the areas subject of our study with agree and strongly agree. First developer said “you have covered all the top areas, such as dating, coupons, weather apps, health, and messaging”.

(ii) Are the considered metrics reasonable and sufficient for explaining ranks and rank trends?
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Figure 6.4: Distribution of developers responses to each question regarding the usefulness of the findings of Chapter 6.

Survey. As shown in Figure 6.4, 47.1% and 31.4% of the developers strongly agree and agree with the considered metrics, respectively. However, 11.8% and 3.9% of the developers disagree with the metrics. Summarizing the follow-up comments, developers that do not agree with our metrics suggested the following metrics: (i) code metrics, (ii) team size, (iii) communication between the development team, (iv) expertness of developers, (v) marketing and advertisement, (vi) project plan, and (vii) the novelty of an app. Although we agree with the developers’ suggestions, it is challenging to add more details about the code metrics and team characteristics as such data is not publicly available. Future studies should look into the suggested metrics in more details.
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**In-depth Discussions.** Both developers confirmed our metrics with strongly agree. They indicated that we have considered almost all the important metrics.

(iii) Do you think the findings of RQ6.1 are useful and practical for the industry?

**Survey.** As shown in Figure 6.4, 60.8% of the developer strongly agree with the findings of the first research question. According to the follow-up comments, one developer found the drops from the ranks very challenging for the developers of existing apps. This is due to our observation that most of the apps tend to fall in the ranks.

**In-depth Discussions.** Both developers confirmed the question with strongly agree. First developer mentioned: “I think the reason that most apps have fallen in the ranking is the introduction of new apps to the market”. Regarding competitiveness of different areas, he said: “As an example, in the area of chess, new apps do not have serious barrier entry and can easily take the position of older apps by introducing new features”. Second developer mentioned that seeing different rank trends in different areas is very interesting. It shows that choosing an area is an important decision.

(iv) Do you think the findings of RQ6.2 are useful and practical for the industry?

**Survey.** 84.3% of the developers strongly agree that the findings can be useful in practice.

**In-depth Discussions.** Both developers strongly agreed with the question. First developer said: “We do not launch an app unless we make sure that our app can receive high star-ratings. Releasing newer versions normally include adding new features, fixing bugs, and improvement in the app, that all improve users’ trust in
our app. I think this is why the number of releases is an important metric. I also think there are a variety of apps that are better than the older ones, so the launch date makes much sense to me”. Second developer said: “I agree that the developers’ tasks, such as constantly working on an app, introducing new topics, and releasing an updated version, lead to better ranks”.

(v) Do you think the findings of RQ6.3 are useful and practical for the industry?

Survey. As shown in Figure 6.4, 80.4% of the developers strongly agree with the findings. However, one developer thinks some suggestions, such as addressing user-reviews, may need a lot of effort.

In-depth Discussions. Both developers strongly agreed with the question. First developer said: “Even not all the famous app names are irrelevant. For example, the names of famous apps, such as Facebook and Whatsapp, are quite relevant to their area.”. Second developer mentioned: “The highlighted factors, including the sentiment scores and installation file size, correctly show that the users need to be satisfied. Moreover, the release latency is an important issue. Developers need to address the issues quickly and release a newer version”.

The majority of the developers agree that our findings can be very useful in practice.

6.4 Implications for New App Developers

Newcomers to the app production rally, including start-up founders, entrepreneurs [9], and even a small team of developers, may be worried about the competitive nature
of app markets [69, 187]. An important message of this work for newcomers is that “app developers should not stop improving their apps as they have a great chance to win the rally!” Unfortunately, even if developers start with a novel idea, they are in danger of losing their ranks to other companies as soon as they reveal their idea. In other words, newcomers must have a strong personal drive to success [31]. It is not surprising that the lack of discipline and work could make it infeasible to succeed [10].

The key points for newcomers that are discussed in this chapter can show them the right path:

(i) Developers should carefully select the area in which they intend to work. Developers should do their homework and see if there is a huge number of dominant apps in an area or not. The most wanted areas of apps can be a decent start.

(ii) Never is late as in the past two years, many apps (other than our subject apps) have achieved higher ranks in Google Play Store.

(iii) Investing time and money on the user-reviews, adding new features, and releasing improved versions can give developers a higher chance to win the app production rally.

(iv) Developer should work on the metrics that can potentially improve the rank of an app. Developers should not be distracted by the metrics that sound critical but are not important.

Developers of new apps with no (or a limited number of) user-reviews can study the user-reviews, features, and descriptions of other apps to get some hints. We investigate the descriptions and release notes of each app in each area and compare them with the user-reviews of other apps in the same area. We notice that, on average,
there is a similarity of 63% between the descriptions and release notes of each app and the user-reviews of other apps. Newcomers can identify popular features by studying other apps within the same area.

6.5 Threats to Validity

In this section, we discuss the potential threats to the validity of our experiments [184].

6.5.1 Construct Validity

Martin et al. [134] reported that using an incomplete set of user-reviews in Blackberry World app store can introduce bias to the findings. To mitigate such a threat, we gradually retrieved all the user-reviews of our subject apps for two years. Google Play Store does not reveal the information about all the available apps. We mitigate this limitation by clicking on “Show More” button as many times as possible to retrieve all the accessible apps.

One way to capture app features is decompiling installation files to byte code. Unfortunately, Google Play Store only reveals the latest version of the apps. We captured the concepts of features by breaking down the release notes and descriptions as Johann et al. [96] reported a precision of up to 88% for app descriptions in identifying app features.

6.5.2 External Validity

We rely on Google to get the app rankings. Our findings and experiments will be still useful even if Google completely changes the ranking algorithm in the future for three main reasons. First, the majority of our metrics are related to users and developers
activities, such as addressing user-reviews and introducing new topics. Second, the same approach can be used to find the most important metrics in the future with the most current data. Third, Google improves the ranking algorithm over time [166]. However, the metrics that are identified in this chapter have constantly appeared as the metrics that share a significant relationship with the ranks for two years.

The top areas may be subject to change in different geographical locations and time. However, the emphasis of our work is on the differences in areas.

If a company is not interested in the ranks, the result of our study may not be generalized to the usage of such a company. However, it would be still a great opportunity for such a company to improve its rank and attract more customers.

6.5.3 Internal Validity

We study 45 metrics to explain the ranks. However, we do not claim an exhaustive list of explanatory metrics. Future work can shed more light on explaining the ranks by taking more metrics into consideration. Some metrics may not directly impact the ranks. For example, adding a new feature to an app may make its users more satisfied. As a result, the rank of the app can be improved.

6.6 Summary

In this chapter, we study the evolution of ranks in Google Play Store. We observe that there are 13 trends in the ranks, including falling, maintaining, and rising trends. In some areas, such as budget, existing apps tend to maintain their ranks. Therefore, it is harder for newer apps to compete with the existing apps. However, by drawing a regression model, we observe that app developers should not be afraid of a late entry
into the market because the apps that appeared later achieved higher ranks during our study. There is a chance of improving the ranks by continuously improving the app, such as adding new features and fixing bugs. We also model the ranks across apps and versions of each app. We identified 11 metrics that share a significant relationship with the changes in the ranks, such as the name and the appearance of new topics. Furthermore, developers should not be distracted by some metrics that sound important but do not share a significant relationship with the ranks, such as the number of pictures. Finally, the feedback obtained from 51 app developers confirms that our findings can help app developers to achieve higher ranks in Google Play Store.
Chapter 7

Summary and Conclusions

In this chapter, a summary of the thesis is provided in Section 7.1. Section 7.2 outlines future work. Finally, Section 7.3 concludes the thesis.

7.1 Summary

Having considered the immensely competitive markets of mobile apps, such as Google Play Store [69], developers follow continuous mobile app development paradigm in order to succeed [1]. Receiving high star-ratings and achieving higher ranks are two important elements of success [135]. Therefore, it is vital for app developers to understand the factors that play a major role in receiving high star-ratings and achieving higher ranks.

Chapter 3 investigates app and device metrics that share a significant relationship with star-ratings. We show that star-ratings given by users of different devices are statistically significantly different from each other. Thus, developers should not only consider their own apps but also the devices available in the market. We observe that device metrics, such as display size and CPU, share a significant relationship with star-ratings.
Chapter 4 identifies the key topics of user-reviews, i.e., the topics of user-reviews that are statistically significantly related to star-ratings. We explore 4,193,549 user-reviews of 623 apps in ten different categories of apps, such as Business and Tools. We show that the key topics are not necessarily the most frequent topics of user-reviews. A topic of user-reviews can be frequently discussed, however, such a frequent topic may have a minor relationship with the associated star-ratings. Therefore, developers should focus on the key topics instead of getting distracted by topics that may not actually share a relationship with star-ratings.

Chapter 5 proposes a solution for mapping user-reviews (from Google Play Store) to issue reports (from GitHub). The proposed approach achieves a precision of 79%. In addition, Chapter 5 investigate the metrics of issue reports prioritization that share a significant relationship with star-ratings, such as title size and minimum star-rating.

Chapter 6 identifies the rank trends in the market. We observe that the majority of our subject apps (i.e., 61%) tend to lose their ranks within the two years of our study. App developers should not be afraid of a late entry into the market as newer apps can achieve higher ranks. We show that app developers should take care of user-reviews and constantly improve their apps. Also, developers should be careful not to spend too much budget and time on the factors that sound important but actually do not share a significant relationship with changes in the ranks. Instead, developers should focus on important metrics, such as release latency and introduction of new features.
7.2 Future Work

Although we believe that this thesis has made positive contributions to help developers succeed in markets of mobile apps, there is plenty of room for future research and further contributions. We outline some future opportunities below:

(i) Future studies should explore other aspects and other metrics, such as contextual circumstances (e.g., users’ location), that could potentially share a significant relationship with star-ratings. We believe that such aspects may also exhibit relationships with star-ratings and the user-perceived quality of apps.

(ii) Future studies should integrate earlier works that summarizes user-reviews (e.g., [33, 160, 203]) with the key topics of user-reviews. Thus, developers could prioritize and summarize the future changes by focusing on the identified key topics.

(iii) Identifying the key topics of user-reviews can be utilized with code localization techniques (e.g., Palomba et al. [161]) to make a direct link to the parts of the source code that must be modified with respect to the key topics.

(iv) Future work should study the generalizability of mapping user-reviews with issue reports more deeply. For example, our approach should be tested with user-reviews from other app markets, such as Apple App Store [8], and issue reports from other issue tracking systems and source code repositories.

(v) Future work should study the ranks in other app markets, such as Apple App Store. The differences and the similarities of various app markets can provide new insights into cross-platform app development.
7.3 Conclusion

Succeeding in the competitive market of mobile apps is not an easy task. App developers should keep improving their apps with respect to the important factors that are identified in this thesis, such as available devices and user-reviews. When addressing the issues that are reported in user-reviews, developers should pay a special attention to the key topics of user-reviews. In addition, with our proposed approach, developers can map user-reviews to issue reports to better manage the issues that are (or are not) reported in the user-reviews. For achieving higher ranks, developers should work on the factors that can potentially help them achieve higher ranks. It is never late for newcomers to the market as we observed that many apps could achieve higher ranks in Google Play Store in the last two years. Our findings and our proposed approaches help developers to enhance their app development process to be more successful in the market.
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