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Abstract

Background: Chronic conditions comprise a significant amount of healthcare utilization. For example, people with chronic diseases account for 51% of family physician encounters. Therefore, diagnostic algorithms based on comprehensive clinical records could be a rich resource for clinicians, researchers and policy-makers. However, limitations such as misclassification warrant the need for examining the accuracy of these algorithms.

Purpose: To investigate and enhance the accuracy of the diagnostic algorithms for five chronic diseases in the Canadian Primary Care Sentinel Surveillance Network.

Methods: DESIGN: A validation study using primary chart abstraction. SETTING: A stratified random sample of 350 patient charts from Kingston practice-based research network. OUTCOME MEASURES: Sensitivity and specificity for the diagnostic algorithms. ANALYSIS: A multiple logistic regression model along with the receiver operating characteristic curve was employed to identify the algorithm that maximized accuracy measures.

Results: The sensitivities for diagnostic algorithms were 100% (diabetes), 83% (hypertension), 45% (Osteoarthritis), 41% (COPD), and 39% (Depression). The lowest specificity was 97% for depression. A data-driven logistic model and receiver-operating characteristic curve improved sensitivity for identifying hypertension patients from 83% to 88% and for osteoarthritis patients from 45% to 81% with areas under the curve of 92.8% and 89.8% for hypertension and osteoarthritis, respectively.
Conclusion: The diagnostic algorithms for diabetes and hypertension demonstrate adequate accuracy, thus allowing their use for research and policy-making purposes. A multivariate logistic model for predicting osteoarthritis diagnosis enhanced sensitivity while maintaining high specificity. This approach can be used towards further refining the diagnostic algorithms for other chronic conditions.
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Chapter 1: General Introduction

General Overview

Chronic diseases are defined by the World Health Organization as diseases of long duration and generally slow progression. They are the leading cause of mortality in the world, representing 63% of all deaths (1). Recent estimates suggest that 46% of adult Canadians suffer from one or more of seven common chronic diseases (2).

In this study, five chronic conditions were chosen to be validated in a primary care electronic medical records-database: type 2 diabetes, hypertension, osteoarthritis, chronic obstructive pulmonary disease (COPD), and depression. These conditions comprise a significant portion of the morbidity and mortality burden, affecting 6 million Canadians with hypertension (3), 2 millions with diabetes (4), 1.2 million with major depression (5), more than 750,000 adults with COPD (6), and more than 3 million with osteoarthritis (7). It is important to note that the five index conditions often co-exist, such as hypertension and diabetes (3). According to data from the Canadian Chronic Disease Surveillance System, 5.1% of Canadians (about 1 million) aged 20 years and older were living with both diagnosed diabetes and hypertension in 2006-07 fiscal year (3).

In addition to contributing to morbidity burden, these conditions account for a significant amount of healthcare utilization, especially in the primary care setting. For instance, people
with one or more chronic conditions account for 51% of family physician encounters (8). People with these chronic conditions are also more likely to have a regular doctor (92-96%) than those without these conditions (82%) (8). Furthermore, patients with a single index condition used 1.5 times the number of family physician encounters compared to those with no conditions (8).

The data above suggest that index conditions are managed at the primary care level, thus indicating that comprehensive clinical records collected by primary care physicians through electronic medical records (EMR) could be a rich resource for examining the impact of management and preventive strategies. Clinical records at the primary care level could be used to identify persons with chronic diseases, allowing researchers and policy makers to track diagnosis, treatment and management of chronic conditions.

**Limitations of electronic medical records-database**

In order to use primary care databases, it is important to investigate the quality of the data. There are a number of factors that contribute to diagnostic inaccuracy and incompleteness, thus highlighting the need for a validation study to quantitatively assess and enhance the accuracy. These factors include: misclassification, missing data, lack of standardization, and data usability limitations.

Misclassification can occur through various mechanisms. First, a number of studies have shown that computer-based electronic patient records often cannot differentiate between complex conditions, such as rheumatoid arthritis and osteoarthritis (9). Secondly, conditions
with more subjective criteria are often under-diagnosed, such as mental illnesses (10). Thirdly, computer-based medical records can be misleading when a tentative diagnosis is classified as a definite one (11), thus mislabeling a patient as having the index condition when in fact the disease is absent. Misclassification can also occur when the computer-based algorithm excludes less severe cases that only require minimal treatment (11).

Missing data presents a serious limitation to the accuracy and completeness of computer-based diagnostic algorithms because these algorithms often lack important information, such as test results, referrals, and specialists’ reports (11). The utilization of external health care may also be missing from the computer records and thus adds another limitation to the practice-based electronic medical records (12).

Another limitation in the use of practice-based electronic medical records is the lack of standardization across the different database platforms (12, 13). Several studies have indicated that the level of accuracy and completeness varies across the different systems (12). Even within the same EMR system, the level of accuracy and completeness can vary across the different providers and sites (10, 14, 15). This finding underscores the need for conducting validation studies for each different network or EMR system. Finally, there are a number of limitations to data usability, such as the inability to code certain fields (e.g. physician notes) (12, 16).
The limitations discussed above (misclassification, missing data, lack of standardization and data usability) warrant the need for a validation study to examine how these limitations impact the validity of using diagnostic-algorithms in primary care electronic medical records-databases.

**Purpose**
To validate the diagnostic algorithms for five chronic diseases in the Canadian Primary Care Sentinel Surveillance Network; to determine the impact of changes in diagnostic algorithms on accuracy measures.

**Background & Rationale**
This section will describe the use of primary care databases in the surveillance of chronic diseases with emphasis on the Canadian primary care context.

**The use of primary care databases in the surveillance of chronic diseases**
The concept behind surveillance has been widely used for infectious diseases. More recently, sentinel surveillance has been applied to major chronic diseases. Using information from a small group that represents a larger group, the results can be applied to understand the patterns of disease prevalence or risk factors. This has been used in the Public Health Agency of Canada (17).

Currently available information about chronic diseases at the national level is based on databases such as hospital discharge information, mortality data, disease-specific registries and population health surveys. These sources have significant limitations, such as the inability to capture data on conditions that do not lead to deaths or hospitalizations; unreliability of self-reported surveys especially when patients are not aware that they have the condition or if they
are unwilling to report it (18). A large validation study of the Discharge Abstract Database concluded that coding of comorbidities that are present prior to admission or conditions that develop during hospital stays was very poor (14). For example, the complete agreement between the original record and re-abstracted record was only 3.7% for prior-to-admission COPD and 8% for type 2 diabetes (14). This study indicated that the sensitivity of some chronic conditions are relatively poor, such as a sensitivity of 68% for COPD (95% Confidence Interval: 64-72%), and 57% for type 2 diabetes (95% Confidence Interval: 50-64%) (14). Surveys are also limited in their use for ongoing surveillance due to financial burden (19).

At the provincial level, billing data on physician services and drug utilization provide a source of data, but it is very limited in the depth of information because administrative databases are created for financial management rather than research purposes (12). When compared against a clinical-research database, administrative data had only 20% agreement (20).

The benefit of using primary care databases is that they provide prospective and systematic collection of clinically-verified data that can be comprehensive for studying a variety of important outcomes (21). Primary care databases can provide a wealth of information through examining various risk factors, medications, patient and provider characteristics, and diseases. Other benefits include the long-duration of follow-up, and the maximization of patient recruitment since patient consent is not required, given de-identified data and strict patient confidentiality and privacy measures (21). Also, the use of clinician-verified data minimizes
recall bias by the patient (21). In a retrospective study, researchers compared findings from randomized controlled trials and findings from the United Kingdom Clinical Practice Research Datalink (replicating previously performed trials) and found no significant differences between the two sources (22). This finding suggests that primary care databases can be even used to investigate therapeutic effectiveness. Moreover, an electronic medical database provides the opportunity to assimilate a large cohort, at relatively low cost, yielding an adequate power to detect small differences. Finally, randomized controlled trials often have strict protocols that may not be generalizable to the larger population and may not reflect the real-world application of therapy (12). In contrast, routine data collected through a primary care database has been shown to be cost-effective for conducting epidemiological research (23, 24).

**Primary Care Databases in Other Countries**

The use for primary care databases is not limited to Canada only. Other countries have established such databases, which have enabled researchers to investigate various conditions and policy makers to make more informed decisions. For example, the Clinical Practice Research Datalink in the United Kingdom (25) has been widely utilized. Over 890 peer reviewed publications were based on this database, covering a wide range of research areas from drug safety and effectiveness to genetic linkage and randomization studies, thus demonstrating its vast contribution to clinical research (25). Another example is the Netherlands Information Network of General Practice (26) which has also been widely used within the Netherlands as well as internationally. In Canada the National Research System (NaReS) of the College of Family Physicians of Canada has operated successfully for many years using an encounter-reporting methodology (27).
Canadian Primary Care Sentinel Surveillance Network (CPCSSN) Database

CPCSSN is an Electronic Medical Records-based information system for chronic disease surveillance (18) that was established in April 2008. Funded by the Public Health Agency of Canada (PHAC), it brings together sentinel practices in 10 practice-based research networks across the country (located in Alberta(2), Manitoba(1), Ontario(3), Quebec(1), British Columbia (1), and Atlantic Canada(2)) and institutional partners including academic research centres and departments, the College of Family Physicians of Canada and the Canadian Institute for Health Information. The central repository site is housed at the High Performance Virtual Computing Lab at Queen’s University. Longitudinal data is extracted from the Electronic Medical Records of participating practices every three months. There are currently over 200,000 patients included in the database with 2-3 years of data extraction already available. Information contained in the database include: network and provider identifiers, de-identified patient demographics, encounter date and type, health conditions, risk factors, referrals, lab investigations, procedures, and medications. The coding system used for diagnosis is based on International Statistical Classification of Diseases and Related Health Problems (Version 9). In addition to providing important surveillance information to the Public Health Agency of Canada, CPCSSN data is available to qualified researchers for use in addressing important research questions in primary care including studies of the quality of care and impact of delivery models on the management of chronic diseases.

CPCSSN Diagnostic Algorithms

Case-finding diagnostic algorithms have been developed to identify patients with chronic conditions. The CPCSSN diagnostic algorithms have been published previously (18) and
are provided in Appendix I. These algorithms are based on various indicators, including: billing data, lab test results, and medications to ascertain diagnoses. For example, diabetes can be identified from existence of billing data (code 250.X), medications (insulin, glyburide, metformin) and lab tests (Hemoglobin A1C > 0.07, fasting blood sugar>7%). The International Statistical Classification of Diseases and Related Health Problems (version 9) was used along with certain drugs and/or positive test results to ascertain diagnosis. This system is the current coding standard for various EMRs in Canada; however, it may lack specificity for primary care (18).

Summary of Literature: Validation Studies of Primary Care Databases

There have been numerous validation studies conducted to evaluate the diagnostic accuracy of computer-based algorithms. Khan et al 2010 conducted a systematic review of all validation studies done on the United Kingdom-based General Practice Research Database (UK-GPRD) to assess the accuracy and completeness of diagnostic coding (24). A total of 49 papers were reviewed and results indicated that chronic diseases were generally well recorded when compared against the gold standard (General Practitioner questionnaire, hospital correspondence, or primary care medical records). Two main conclusions from the systematic review were that researchers should consider how well the index disease is recorded prior to planning a study and that they should consider how to optimize the identification of clinical events. This thesis targets both of these recommendations, with the first objective focusing on how well index conditions are identified, and the second objective on how to improve the accuracy of case-finding algorithms.
Herrett et al 2010 also conducted a systematic review of validation studies in the UK-GPRD (11). A total of 357 validations on 183 diagnoses were reviewed. Although estimates of validity were generally high, the review highlighted a number of serious limitations in the validation studies. First, the quality of reporting was insufficient to assess bias and generalizability across the database, thus hindering the interpretation of findings. For example, many studies did not provide the medical codes that were used to define the index diseases (11). Also, there was insufficient detail in the sampling strategy, the percentage of missing data, and whether reviewers were blinded to the diagnosis (11). Secondly, the majority of validation studies were conducted on a highly selected cohort of patients; sampling only cases rather than selecting a random sample of both cases and non-cases. This stratified sampling lead to the inability to examine sensitivity and specificity measures, and thus only the positive predictive value (PPV) was calculated. Although informative, the PPV estimate is dependent on the prevalence of the condition, unlike sensitivity and specificity measures (11). Finally, the response rate for many of the validation studies was generally low ranging 55-100% (11).

**Rationale**

The summary of literature outlines a number of limitations in previous studies, including: insufficient quality of reporting, employment of test-based sample rather than random sampling, low response rate, and relatively small sample size. This thesis addresses these limitations by specifying the details of data to be reported (see Appendix 2 for the chart abstraction tool), using a random sample that validates both cases and non-cases, having full participation rate (all providers have already signed up to provide access to their patients’ medical records) and having a relatively large sample size.
In addition to the limitations described above, there has been no validation study conducted on the CPCSSN database. As described earlier, there are four different layers that can lead to diagnostic inaccuracy and incompleteness: misclassification, missing data, lack of standardization due to the use of different EMR systems and having multiple providers, and data usability issues. As a result, it is necessary to conduct a validation study to understand the impact of these layers on the measures of accuracy.

Khan et al 2010 have correctly pointed out that while primary care databases are important for research, they are established for clinical rather than research purposes (24). Therefore, it is important to conduct studies to assess the quality of the data for the specific diseases of interest. While the comprehensive nature of electronic medical records provides multiple ways to identify patients, it is important to assess which method provides the best way to identify cases, with the highest possible sensitivity and specificity measures (12). Therefore, in the second objective, the impact of changes in diagnostic algorithms was assessed to explore which method provides better validity measures.

CPCSSN has already implemented many internal data quality checks and is working to ensure that the data extracted conforms to Canadian Institute for Health Information data quality framework. One aspect of this framework that requires additional research is comparison of the data extracted to a gold standard (28). This thesis fills this gap. A recent review of validation studies of the UK-GPRD highlights the importance of ensuring that data
quality and validity in EMR derived databases is adequate for the uses for which is it proposed (24). Improving our understanding of the quality of the data in EMR-based information systems such as CPCSSN will allow us to better appreciate the areas in which the data can be considered to be reliable and useful for both research and decision making, to understand the limitations of data acquired in this manner and to improve the quality of such data in the future.

**Objectives**

1) To determine the sensitivity and specificity of diagnostic algorithms used to identify five chronic conditions (type 2 diabetes, hypertension, osteoarthritis, chronic obstructive pulmonary disease, and depression), compared with primary chart abstraction in the Canadian Primary Care Sentinel Surveillance Network

2) To assess the impact of changes in these diagnostic algorithms on the sensitivity and specificity of the identification of these conditions

**Thesis Organization**

This thesis conforms to the framework provided by the “General Forms of Theses” as outlined by the School of Graduate Studies at Queen’s University (29). The second chapter of this thesis is the first manuscript, which assesses the validity of Electronic Medical Records-based diagnostic algorithms for five chronic conditions in the Canadian Primary Care Sentinel Surveillance Network database. This manuscript has been prepared for submission to the
Journal of American Board of Family Medicine. Chapter three is the second manuscript, which addresses objective 2. This manuscript applies a methodological approach towards enhancing and testing the validity of a new algorithm to improve accuracy for Osteoarthritis case-finding.

This manuscript has been prepared for submission to the Journal of American Epidemiology. Chapter four contains general conclusions, discussion and a summary of the study.
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Abstract

OBJECTIVE: To assess the validity of electronic medical records-based diagnostic algorithms for five chronic conditions.

DESIGN: A retrospective validation study using primary chart abstraction. A standardized abstraction form was developed to ascertain diagnoses of Diabetes, Hypertension, Osteoarthritis, Chronic Obstructive Pulmonary Disease (COPD), and Depression. Information was collected on billing, lab tests, notes, specialist and hospital reports, and physiological data.

PARTICIPANTS: An age-stratified random sample of 350 patient charts was selected from Kingston, Ontario. Approximately 90% of those charts were allocated to people 60 years or older.

RESULTS: Three hundred and thirteen patient charts were included in the study. The mean age of patients was 68 years old and 52% were female. The inter-rater reliability had 92% complete agreement and 89.3% kappa statistic. The sensitivities of algorithms were 100% (diabetes), 83% (hypertension), 45% (osteoarthritis), 41% (COPD), and 39% (depression). The lowest specificity was 97% for depression. The positive predictive value ranged from 79% (depression) to 100%, and the negative predictive value ranged from 68% (osteoarthritis) to 100%.

CONCLUSIONS: The diagnostic algorithms for diabetes and hypertension demonstrate adequate accuracy, thus allowing their use for research and policy-making purposes. The algorithms for the other three conditions require further refinement to attain better sensitivities.
**Introduction**

Chronic diseases constitute a major burden of illness in Canada and around the world. Recent estimates suggest that 46% of adult Canadians suffer from one or more of seven common chronic diseases (1). These conditions affect 6 million Canadians with hypertension (2), 2 millions with diabetes (3), 1.2 million with major depression (4), more than 750,000 adults with Chronic Obstructive Pulmonary Disease (COPD) (5), and more than 3 million with osteoarthritis (6).

Currently available information on chronic diseases at the national level is derived from databases such as hospital discharge summaries, disease-specific registries and population health surveys. These sources have significant limitations such as the inability to capture data on conditions that do not lead to hospitalizations and the unreliability of self-reported surveys (7). A large validation study of the Discharge Abstract Database concluded that coding of comorbidities was poor (8). For example, the complete agreement between the original record and reabstracted record was only 3.7% for prior-to-admission COPD and 8% for diabetes (8). Surveys are also limited in their use for ongoing surveillance due to added financial burden (9).

At the provincial level, billing data on physician services may provide a source of data, but it is limited in the depth of information because administrative data is created for financial management rather than research purposes (10). When compared against a clinical-research database, administrative data had only 20% agreement (11).
Primary care databases constitute another source of data on chronic conditions. For instance, people with one or more chronic conditions accounted for 51% of family physician encounters (12), suggesting that comprehensive clinical records collected by primary care physicians could be a rich resource for researchers and policy-makers. The benefit of using primary care databases is that they provide prospective and systematic collection of clinically-verified data that can be comprehensive for studying a variety of important outcomes (13).

The Canadian Primary Care Sentinel Surveillance Network (CPCSSN) is one example of a primary care database. It is an Electronic Medical Records (EMR)-based information system for chronic disease surveillance that has been functioning since April 2008. It brings together sentinel practices in 10 practice-based research networks across the country and institutional partners including academic research centres and departments, the College of Family Physicians of Canada and the Canadian Institute for Health Information (7). Longitudinal data is extracted from the participating practices every three months and include the following information: network and provider identifiers, de-identified patient demographics, encounter date and type, health conditions, risk factors, referrals, lab investigations, procedures, and medications. There are currently over 300,000 patient records included in the database with 2-3 years of data extraction already available.

CPCSSN relies on diagnostic algorithms to identify patients with chronic conditions. Diagnostic algorithms are protocols that use various indicators, such as billing data, lab test results, and medications to ascertain diagnoses in the database. For example, patients with
diabetes can be identified from existence of billing data (code 250.X), medications (insulin, glyburide, metformin) and lab tests (Hemoglobin A1C >0.07, fasting blood sugar>7%).

In order to use a primary care database, it is important to investigate its data quality. There are a number of factors that contribute to diagnostic inaccuracy and incompleteness, thus highlighting the need for a validation study that quantitatively assesses the diagnostic accuracy. These factors include misclassification, missing data, lack of standardization, and data usability limitations.

Misclassification can occur due to difficulty in differentiating between complex conditions, under-reporting of conditions with more subjective criteria, misclassifying a tentative diagnosis as definitive, as well as excluding less severe cases that do not require extensive treatment (14-16). Data could be missing when use of external health care utilization is not recorded, thus limiting the completeness of computer-based diagnostic algorithms (10). Lack of standardization may occur when different EMR system platforms are used. Even within the same EMR system, the level of accuracy and completeness may vary across different providers and sites (8, 15, 17). Finally, there are a number of limitations to data usability, such as the inability to code certain fields (e.g. physician notes) (10, 18).

Many validation studies have been conducted to evaluate the accuracy of computer-based diagnostic algorithms. Herrett et al 2010 conducted a systematic review of validation studies in the United Kingdom-Clinical Practice Research Datalink (UK-CPRD) (16). A total of 357
Validations on 183 diagnoses were reviewed. Although estimates of validity were generally high, the review highlighted a number of serious limitations. First, the quality of reporting was insufficient to assess bias and generalizability across the database, thus hindering the interpretation of findings. For example, many studies did not provide the medical codes that were used to define the index diseases. Also, there was insufficient detail in the sampling strategy, the percentage of missing data, and whether reviewers were blinded to diagnosis. Secondly, the majority of validation studies were conducted on a highly selected cohort of patients that only considered cases rather than selecting a random sample of both cases and non-cases. This case-stratified sampling lead to an inability to estimate sensitivity and specificity and thus only the positive predictive value (PPV) was calculated. Although informative, the PPV estimate was dependent on the prevalence of the condition, unlike sensitivity and specificity measures. Finally, the response rate for many of the validation studies was generally low ranging 55-100%.

The aim of this study is to conduct a validation of EMR-based diagnostic algorithms that addresses these limitations by specifying the details of data to be reported, utilizing a random sample that will validate both cases and non-cases, and having full participation rate. Improving the understanding of the quality of the data in EMR-based information systems such as CPCSSN will allow for the identification of areas where the data can be considered reliable and useful for research and decision-making, by understanding the limitations of data acquired in this manner and improving the quality of such data in the future. The objective of this study is to
assess the validity of EMR-based diagnostic algorithms for five chronic conditions in the CPCSSN database.

**Methods**

**Design**

This validation study of case-finding diagnostic algorithms was a retrospective analysis of EMR-based primary care data. Figure 1 illustrates a visual presentation of comparing the level of concordance between two data sources, CPCSSN database and the Primary Chart Abstraction of patients’ records. This was a pilot study for the larger CPCSSN validation project, which will take place at each of the 10 practice-based research networks. Age-stratified sampling was used to ensure that the prevalence of the index conditions, especially COPD, would be sufficiently high. This, in turn, would ensure that the width of the 95% confidence interval would be maintained at 10% or less, an acceptable level of precision.

[Insert Figure 1 here]

**Study population**

Patients who attended the Kingston (Ontario) practice-based research network were included in the study. An age-stratified random sample of 350 patient charts was selected, with 90% of these charts allocated to people 60 years or older.
Definition of variables and data collection

CPCSSN Diagnostic Algorithms

Case-finding diagnostic algorithms have been developed to identify patients with chronic conditions. The CPCSSN diagnostic algorithms have been published previously (7). These algorithms are based on various indicators, including: billing data, lab test results, and medications to ascertain diagnoses. For example, diabetes can be identified from existence of billing data (code 250.X), medications (insulin, glyburide, metformin) and lab tests (Hemoglobin A1C > 0.07, fasting blood sugar>7%). The International Statistical Classification of Diseases and Related Health Problems (version 9) was used along with certain drugs and/or positive test results to ascertain diagnosis (7). This system is the current coding standard for various EMRs in Canada; however, it may lack specificity for primary care (7). CPCSSN extracts data from sentinel practices every three months. For the validation study, data from the third quarter of 2011 was used to ascertain the diagnoses of patients who were included. This step was conducted after the completion of the primary chart abstraction.

Primary Chart Abstraction

The gold standard in this study was the primary chart audit of electronic records undertaken by three trained and experienced researchers. Charts were reviewed to determine if patients had any of the index conditions along with the location of information used to make this assessment. A standardized abstraction form was developed based on consultations with
clinicians who used the EMR platform at the Kingston practice-based research network.

Information on patient’s age and sex, health conditions, medications, physiologic data (weight, height, body mass index, and blood pressure readings), test results, referrals, procedures, hospitalizations, billing data, family physician notes, and specialist and hospital reports were collected. The chart abstraction was done electronically using Microsoft Access Database. Chart abstractors were blinded to the CPCSSN diagnoses. The first 10 charts reviewed by research associates were re-abstracted independently by a second associate to ensure adequate data quality and consistency. Reviewers then consulted with a clinician (MG, RB) who arbitrated on cases of disagreement.

Patients were classified into one of three categories: 1) confirmed positive; 2) confirmed negative; 3) presumed negative. For example, a patient was classified as confirmed positive for diabetes if they were prescribed metformin regularly and the physician notes confirmed that the patient had diabetes. A patient who had none of the indicators for diabetes and a normal level of hemoglobin A1C was classified as a true-negative. Patients were classified as “presumed negative” when there were neither indicators for the disease nor any tests done to rule out the condition. Patients were also flagged as “unsure” when there was contradictory evidence. In those cases, consultation with a clinician (MG) was sought to reach a decision.

Analysis

All calculations were done using Statistical Analysis Software 9.2 Version (26).

Sensitivity, specificity, positive predictive and negative predictive values were provided along
with 95% confidence intervals. Two-by-two contingency tables are provided for each index condition specifying whether a condition is present or absent according to CPCSSN diagnostic-algorithms versus primary chart abstraction. The level of inter-rater reliability was expressed as a Kappa statistic that takes into consideration agreement that occurs by chance as well as percent agreement (19).

Sensitivity was calculated by dividing the number of records in which a diagnosis was present according to both sources (CPCSSN and chart abstraction) by the total number of true cases. Specificity was calculated by dividing the number of records in which a diagnosis is absent from both sources (CPCSSN and chart abstraction) by the total number of true non-cases. When calculating sensitivity and specificity, patients who were classified as “confirmed negative” or “presumed negative” were considered to lack the index disease according to chart abstraction. A proportion test was conducted to determine whether the sampling strategy of selecting different age groups affected the sensitivity and specificity. In order to account for the inherent clustering in primary care data within physicians, confidence intervals were calculated through inflating the variance by the appropriate design effect using the estimated intraclass correlation. A descriptive analysis was conducted to determine the characteristics of patients who were identified as true cases according to chart abstraction, but were classified as false negative by the CPCSSN algorithms. The study protocol was approved by the Queen’s Health Sciences Research Ethics Board.
Results

The study population was 313 patients. Thirty seven patient charts were excluded from the analysis due to lack of data (non-rostered patient or movement to a nursing home (n=18), patient death (n=15), and patient left practice (n=4)). The mean age of patients was 68 years old and 52% were female. In a sample of 10 charts that were reviewed independently, the exact percent agreement between reviewers was: 100% (diabetes, osteoarthritis), 90% (COPD, depression) and 80% (hypertension). Thus, the overall complete agreement between chart abstractors was 92%. The overall Kappa Statistic was 89.3%. In approximately 5% of patient charts, a clinician (MG) was consulted on the appropriate diagnoses. The clinician examined the full chart in order to reach a decision.

Based on chart abstraction, approximately 80% of patients had at least one of the five chronic conditions. The prevalence of comorbidities was 31% for patients with hypertension and osteoarthritis, 16% for patients with hypertension and diabetes, and 13% for patients with hypertension and depression. Approximately 8% of patients had hypertension, diabetes, and osteoarthritis. Table 1 provides further details on the sample demographics, including the prevalence of each condition, as well as the prevalence of multiple morbidities.

[Insert Table 1 here]

Table 2 summarizes the classification of patients’ diagnoses according to the gold standard into three categories: confirmed positive, presumed negative, and confirmed negative. Table 3 provides details on the concordance and discordance between the two data sources, chart abstraction and CPCSSN algorithms. It also provides details on the sensitivity,
specificity, positive predictive value, and negative predictive value, along with the exact 95% confidence intervals. The proportion test revealed no significant age effect on sensitivity and specificity estimates at the 0.05 level. Using an intraclass correlation of 0.035 and an average cluster size of 14 patients per physician, the estimated design effect was 1.455. Therefore, all confidence intervals were 1.206 (square root of 1.455) times wider than if there were no cluster effect.

Based on the chart abstraction, there were 16.9% of patients with type 2 diabetes. The diagnostic algorithm for identifying patients with diabetes had 100% sensitivity, 99% specificity, 95% PPV, and 100% NPV.

There were approximately 57.8% of patients with hypertension. The diagnostic algorithm for identifying patients with hypertension had 83% sensitivity, 98% specificity, 98% PPV, and 81% NPV.

There were approximately 46% of patients with osteoarthritis. The diagnostic algorithm for identifying patients with osteoarthritis had 45% sensitivity, 100% specificity, 100% PPV, and 68% NPV.

There were approximately 9.2% of patients with COPD. The diagnostic algorithm for identifying patients with COPD had 41% sensitivity, 99% specificity, 80% PPV, and 94% NPV.

Finally, there were approximately 21% of patients with depression. The diagnostic algorithm for identifying patients with depression had 39% sensitivity, 97% specificity, 79% PPV, and 86% NPV.
The descriptive analysis of true cases that were missed by the CPCSSN algorithms revealed that the vast majority of these missing cases were identified through physician notes, such as encounter diagnosis. Out of the 31 true hypertension cases that were missed by CPCSSN, 28 were identified by the chart abstractors through physician notes. Similarly, 87% of missing Osteoarthritis cases, 76% of missing COPD cases, and 98% of missing depression cases were identified through physician notes. For Osteoarthritis, the second and third characteristics that were mostly likely used to identify missing cases were clinical images (39%) and referrals (30%). For Depression, the second most likely characteristic that was used to identify missing cases was referrals (25%).

**Discussion**

**Summary of Main Findings**

The CPCSSN project was initiated to provide ongoing surveillance of chronic conditions. Additionally, the CPCSSN data could be used by researchers to identify a cohort of patients and examine the effectiveness of prevention and management strategies. Policy-makers could also use this data to plan and allocate resources needed to manage chronic conditions. The findings suggest that the specificity for all five conditions was very high (lowest of 97% for depression). Thus, the diagnostic algorithms are highly specific and yield very few false positive cases. Sensitivities of the CPCSSN algorithms, in contrast, varied considerably among the five conditions. The sensitivity of diagnostic algorithms for diabetes (100%) and hypertension (83%) was adequate. Thus, the majority of true diabetes and hypertension cases are being identified
correctly by the CPCSSN algorithms. However, the sensitivities for the other algorithms (osteoarthritis, COPD, depression) were significantly low. This suggests that the current algorithms used are under-estimating the true prevalence of these three conditions.

**Strengths and limitations**

This study is the first validation of the CPCSSN case-finding diagnostic algorithms. Since CPCSSN providers have already agreed to allow audits of medical records, there was no issue in accessing data. This demonstrates a significant improvement over many previous validation studies that had low response rate. For instance, a validation study using an administrative database in Ontario had a response rate of only 11% (9). A low response rate may have lead to selection bias and a lack of generalizability because responding practices are systematically different from non-responding practices (16). In this study, medical records from all randomly selected practices were examined to assess presence or absence of index conditions.

The sample size was relatively large compared to similar studies done in the United Kingdom Clinical Practice Research Datalink (14). Also, the random sampling technique utilized in this study improves on previous research that employed disease-specific stratified sampling, which is based on information for cases alone. This type of sampling is limited in that it cannot be used to calculate sensitivity and specificity (16). The positive predictive value is dependent on the prevalence of disease, and thus it might not provide a complete picture of the validity of diagnostic algorithms, even if it was found to be high (16). This study addresses this limitation by employing an age-stratified random sample from all patients. By validating non-cases, this study ensured that all patients (cases and non-cases) were subject to the same criteria (16). It
also avoided verification bias which results from assessing the accuracy of a test on cases only (20).

The limitations of this study ought to be considered before any conclusions can be drawn. One challenge was the use of different EMRs by research networks. All EMRs have different coding structures and data extraction was also different (7). Since data from only one EMR platform was analyzed, it was not possible to assess whether regional differences and different EMRs have an impact on validity measures. The study could not assess the generalizability of findings across the CPCSSN database, since it examined accuracy at the Kingston network alone. In other words, data from one network may not represent the overall data quality. This study was a pilot project for the larger CPCSSN validation. There are at least two other similar projects being currently conducted at two sites in Alberta and Manitoba. Once these findings are known, validity measures can be compared across the different sites.

The chart abstraction was based on the electronic records available through the Kingston EMR platform entitled OSCAR. It is important to consider the level of completeness of these records to understand the limitations associated with this process. OSCAR records including physician notes and medications are available for all patients starting from 2004. Other data including test results, specialist and hospital correspondence were available from June 2010 for all patients. Prior to 2010, documents were imported into OSCAR selectively for some patients based on physicians’ requests.
A number of data quality issues were identified during a feasibility project of CPCSSN along with remediation strategy. These issues are summarized previously (7) and include: dirty data (e.g. a misspelling), missing data, and inconsistent data. Some strategies included cleaning algorithms, training physicians to enter appropriate data, and using dates to determine latest status of risk factors.

The study was also limited to a retrospective analysis that relied on clinical records that have been already documented by different health providers. Thus, the documentation was done inconsistently and a longitudinal assessment could be considered more accurate than a retrospective design. It is also important to acknowledge the limitation that the study is subject to measurement error since a true gold standard is not available. Primary chart abstraction is an imperfect gold standard and thus is subject to measurement error (20).

**Interpretation**

Validation studies of diagnostic algorithms in other primary care databases show similar results to our findings. For instance, Carmen de Burgos-Lunar et al (2011) conducted a validation study of diabetes mellitus and hypertension diagnoses in primary health care electronic records and found that both sensitivity and specificity were 99.5% for diabetes and 85% sensitivity and 97% specificity for hypertension (21). These results are consistent with our findings (100% sensitivity and 99% specificity for diabetes; 83% sensitivity and 98% specificity for hypertension diagnoses). Another study also showed similar results for hypertension diagnosis with sensitivity of 86% and specificity of 88% (22).
It is difficult to compare results from validation studies that use different methodological approaches or that are based on administrative data. For example, one validation study used a 1:3 case-control design to assess the accuracy of COPD case-finding algorithms in administrative billing data (23). The results from this study estimated a sensitivity of 61% and specificity of 82% (compared to our validation study, which indicated 41% sensitivity and 99% specificity). Another validation study for a diabetes diagnostic algorithm using administrative data yielded a sensitivity of 90% and specificity of 92% (9). Finally, a large validation study of Discharge Abstract Database evaluated the accuracy of administrative billing data. The accuracy of diagnostic coding was variable, yielding the following sensitivities: 68%, 57%, and 75% for COPD, diabetes, and hypertension, respectively (8).

The variability in diagnostic coding accuracy was consistent with our findings, where two algorithms were adequate in case-finding (high sensitivities for diabetes and hypertension diagnostic algorithms) while the other three algorithms (osteoarthritis, COPD, and depression) had near-perfect specificities with low sensitivities. There could be a number of reasons why the diagnostic algorithms varied according to condition. One such reason seems to be that diabetes and hypertension diagnoses are based on readily available and objective data, such as fasting glucose levels and blood pressure readings. Objective data for diagnosing the other three conditions are not as readily available. For example, spirometry for COPD diagnosis was under-utilized in clinical practice (only 32% of newly diagnosed patients with COPD had undergone spirometry testing). More concerning is data that suggests that spirometric testing declines with increasing age (24). Since our sample was stratified by age where 90% of the selected patients were 60 years or older, we can assume that spirometric testing was under-
utilized in this age group. Thus, there is a lack of objective data to definitively ascertain
diagnosis of COPD which can lead to under-reporting. The other reason that can explain the
variability of diagnostic coding accuracy is the level of severity of disease. For example,
osteoarthritis can present in a range of severity from patients who manage with minimal
medical intervention (e.g. use of over-the-counter medications) to debilitating pain that
requires extensive management (e.g. hip and knee replacement). In a preliminary analysis of
discordant observations, chart abstractors reported that many true cases of osteoarthritis were
only found because of an x-ray report that indicated osteoarthritic joints. Data from such
reports are not readily available and are currently lacking from the CPCSSN diagnostic
algorithms. This suggests that the osteoarthritis algorithm was able to capture more severe
cases of osteoarthritis, but missed the patients who had osteoarthritic joints yet managed with
little medical intervention.

Implications

When considering the validity measures of diagnostic algorithms, it is important to
appreciate the implications of high sensitivity versus high specificity values. High sensitivity
indicates that the majority of true cases are identified, thus yielding very few false negatives.
Therefore, high sensitivity diagnostics are useful if the purpose is to identify all or most of the
true cases. In contrast, high specificity indicates that the majority of true non-cases are
identified as such, thus yielding very few false positives. Highly specific diagnostics are useful
when the purpose is to only identify those who are true cases.

The findings show that the specificity for all algorithms is nearly perfect. High specificity
suggests that patients who are identified as positive according to the algorithm are almost
always true cases. Therefore, researchers who are interested in identifying a highly specific
cohort of patients can use the current algorithms with certainty that these algorithms will
provide them with patients who are true cases (25).

These results also show that the sensitivities of the algorithms vary by condition. The
algorithm provided a perfect sensitivity for diabetes (100%) and a good sensitivity for
hypertension (83%). High sensitivity for these two algorithms indicates that the majority of
true-cases are identified. In the diabetes example, all true cases were identified by the
algorithms. High sensitivity is useful for policy-makers who are interested in finding the
prevalence of conditions within a certain population. This information can then be used to plan
and allocate resources that are necessary in managing chronic conditions. However, the
sensitivities for the other three algorithms were low (45%, 41%, 39% for osteoarthritis, COPD,
and depression, respectively).

It is important to underscore that sensitivity and specificity function in conjunction. For
example, a highly specific yet poorly sensitive algorithm would eliminate false positives, but it
may not represent the overall sample of cases (25). Similarly, a highly sensitive yet poorly
specific algorithm may capture all true cases, but would also falsely include many non-cases.
Therefore, it is important to develop an algorithm that maximizes both sensitivity and
specificity. This description seems to fit the algorithms for both diabetes and hypertension, thus
allowing their use for research and policy-making purposes. The other three algorithms do have
high specificity, but poor sensitivity. Thus, future studies are needed to explore ways to
enhance the sensitivities of those three algorithms.
Conclusions

The diagnostic algorithm for diabetes demonstrates near-perfect accuracy with 100% sensitivity and 99% specificity. Similarly, the algorithm for hypertension diagnosis demonstrates adequate accuracy with 83% sensitivity and 98% specificity. Thus, these algorithms can be used for research and policy-making purposes. The diagnostic algorithms for the other three conditions demonstrate near-perfect specificity (100%, 99%, 97% for osteoarthritis, COPD, and depression, respectively). However, future studies are needed to explore ways to enhance sensitivities for these three algorithms.
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**Tables**

**Table 1.** Sample demographics of patients included in the study from the Kingston Practice-Based Research Network

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Count (n=313)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>150</td>
<td>48%</td>
</tr>
<tr>
<td>Female</td>
<td>163</td>
<td>52%</td>
</tr>
<tr>
<td>≥60 years old</td>
<td>282</td>
<td>90%</td>
</tr>
<tr>
<td>&lt;60 years old</td>
<td>31</td>
<td>10%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>53</td>
<td>17%</td>
</tr>
<tr>
<td>Hypertension</td>
<td>181</td>
<td>58%</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>144</td>
<td>46%</td>
</tr>
<tr>
<td>COPD</td>
<td>29</td>
<td>9%</td>
</tr>
<tr>
<td>Depression</td>
<td>66</td>
<td>21%</td>
</tr>
<tr>
<td>At least one of the five chronic conditions</td>
<td>250</td>
<td>80%</td>
</tr>
<tr>
<td>Has two chronic conditions</td>
<td>94</td>
<td>30%</td>
</tr>
<tr>
<td>Has three chronic conditions</td>
<td>37</td>
<td>12%</td>
</tr>
<tr>
<td>Has four chronic conditions</td>
<td>17</td>
<td>5%</td>
</tr>
</tbody>
</table>
Table 2. Patients’ classification summary according to the gold standard (chart abstraction) for the five chronic conditions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Confirmed Positive</th>
<th>Presumed Negative</th>
<th>Confirmed Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>29</td>
<td>272</td>
<td>12</td>
</tr>
<tr>
<td>Hypertension</td>
<td>62</td>
<td>184</td>
<td>49</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>53</td>
<td>81</td>
<td>179</td>
</tr>
<tr>
<td>COPD</td>
<td>181</td>
<td>70</td>
<td>62</td>
</tr>
<tr>
<td>Depression</td>
<td>144</td>
<td>169</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3. Validation results of the case-finding diagnostic algorithm for the five chronic conditions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Chart + CPCSSN</th>
<th>Chart - CPCSSN</th>
<th>Chart + CPCSSN</th>
<th>Chart - CPCSSN</th>
<th>Sens. (95% CI)</th>
<th>Spec. (95% CI)</th>
<th>PPV (95% CI)</th>
<th>NPV (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>53</td>
<td>3</td>
<td>0</td>
<td>257</td>
<td>100% (92-100)</td>
<td>99% (96-100)</td>
<td>95% (83-100)</td>
<td>100% (98-100)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>150</td>
<td>3</td>
<td>31</td>
<td>129</td>
<td>83% (75-89)</td>
<td>98% (93-100)</td>
<td>98% (94-100)</td>
<td>81% (72-88)</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>65</td>
<td>0</td>
<td>79</td>
<td>169</td>
<td>45% (35-55)</td>
<td>100% (97-100)</td>
<td>100% (93-100)</td>
<td>68% (61-75)</td>
</tr>
<tr>
<td>COPD</td>
<td>12</td>
<td>3</td>
<td>17</td>
<td>281</td>
<td>41% (20-65)</td>
<td>99% (97-100)</td>
<td>80% (46-99)</td>
<td>94% (90-97)</td>
</tr>
<tr>
<td>Depression</td>
<td>26</td>
<td>7</td>
<td>40</td>
<td>240</td>
<td>39% (25-55)</td>
<td>97% (94-99)</td>
<td>79% (57-94)</td>
<td>86% (80-90)</td>
</tr>
</tbody>
</table>

*95% exact confidence intervals. PPV= Positive Predictive Value. NPV= Negative Predictive Value.
**Figures**

**Figure 1.** A visual representation of the study design. Computerized data collected through CPCSSN will be compared against the gold standard (primary chart abstraction). For each index condition, a CPCSSN protocol algorithm was used to determine whether or not a patient had the disease. In contrast, pre-specified criteria were used in chart abstraction to identify presence or absence of index conditions. The level of concordance will be compared between the two data sources.
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Abstract
INTRODUCTION: Electronic Medical Records (EMRs) can be a rich source of data on management and prevention strategies for osteoarthritis. Algorithms that identify persons with osteoarthritis can be a useful resource for researchers and policy-makers.

PURPOSE: To investigate and enhance the accuracy of a diagnostic algorithm for chronic conditions in the Canadian Primary Care Sentinel Surveillance Network (CPCSSN), using Osteoarthritis as an example.


OUTCOME MEASURES: Sensitivity and specificity for diagnostic algorithms. ANALYSIS: Using multivariate logistic regression and a Receiver Operating Characteristic (ROC) curve, a diagnostic algorithm was developed to maximize sensitivity and specificity.

RESULTS: The existing CPCSSN algorithm had 45% sensitivity, 100% specificity, 100% positive predictive value, and 68% negative predictive value. A data-driven model and ROC curve improved sensitivity for identifying osteoarthritis patients from 45% to 81% and maintained high specificity (90%).

CONCLUSION: The existing osteoarthritis algorithm had perfect specificity but poor sensitivity. A logistic model for predicting osteoarthritis demonstrated higher sensitivity; while maintaining high specificity and was validated in a sample dataset. This approach can be used towards further refining algorithms for other chronic conditions.
**Introduction**

Chronic diseases constitute a major burden of illness in Canada and around the world. Recent estimates suggest that 46% of adult Canadians suffer from one or more of seven common chronic diseases (1). Osteoarthritis is one of those conditions, affecting more than 3 million adult Canadians (2) and approximately 27 million adults in the United States (3).

Osteoarthritis is a condition characterized by cartilage deterioration and bone thickness that cause joint damage and stiffness. The possible risk factors for osteoarthritis include age, genetic predisposition, obesity, and prior joint injury (2). Early diagnosis is crucial for appropriate management strategies that reduce the impact of arthritis. These strategies range from self-management and education to counselling, rehabilitation therapy, weight reduction, medications, and surgery (2).

There is evidence to suggest that primary care physicians contribute significantly towards osteoarthritis patient care. For example, approximately 80% of people with arthritis have visited a primary care physician at least once in 2005-2006 (2). This data suggests that comprehensive clinical records collected by primary care physicians can be a rich resource for researchers interested in examining prevention and management strategies for osteoarthritis. Additionally, this resource can inform policy makers on issues of access and quality of care. The Canadian Primary Care Sentinel Surveillance Network (CPCSSN) is one such source of clinical information on chronic diseases including osteoarthritis. It is an Electronic Medical Records (EMR)-based information system for chronic disease surveillance (4). It brings together sentinel practices in 10 practice-based research networks and institutional partners including academic
research centres, the College of Family Physicians of Canada and the Canadian Institute for Health Information. Longitudinal data is extracted from the participating practices every three months that include the following information: network and provider identifiers, de-identified patient demographics, encounter date and type, health conditions, risk factors, referrals, lab investigations, procedures, and medications. There are currently over 300,000 patients included in the database with 2-3 years of data extraction already available.

CPCSSN relies on diagnostic algorithms to identify patients with chronic conditions. Diagnostic algorithms are protocols that use various indicators, such as billing data, lab test results, and medications to ascertain diagnoses. For example, patients with osteoarthritis would be identified from the existence of billing data (code 715.X), risk factors (e.g. obesity and joint pain), referrals (e.g. orthopedic surgeon) and procedures (knee and hip replacement).

Previously, we conducted a validation study of the EMR-based diagnostic algorithms used by CPCSSN for identifying patients with diabetes, hypertension, osteoarthritis, chronic obstructive pulmonary disease (COPD), and depression (16). The results showed adequate accuracy for diabetes (100% sensitivity, 90% specificity) and hypertension (83% sensitivity, 98% specificity). The algorithms for the other three conditions had near-perfect specificities, but poor sensitivities (45%, 41%, and 39% for osteoarthritis, COPD, and depression, respectively). Poor sensitivity indicates that the diagnostic algorithms under-report the true prevalence of these conditions. In this paper, we report our efforts to enhance the sensitivity of these diagnostic algorithms by using osteoarthritis as an example. The objective of this study is to
identify characteristics that predict osteoarthritis diagnosis and develop a model that enhances the validity of osteoarthritis EMR-based diagnostic algorithm in the CPCSSN database.

**Methods**

**Design**

This study was a retrospective analysis on the accuracy of case-finding diagnostic algorithms in EMR-based information. Data collected through CPCSSN were compared against the gold standard (primary chart abstraction). The CPCSSN diagnostic algorithm was used to determine whether or not a patient has osteoarthritis. In contrast, pre-specified criteria were used in chart abstraction to identify presence or absence of osteoarthritis diagnosis. This was a pilot study for the larger CPCSSN validation project, which will take place at each of the 10 practice-based research networks. Age-stratified sampling was used to ensure that the disease prevalence would be sufficiently high. This, in turn, would ensure that the width of the 95% confidence interval would be maintained at 10% or less, an acceptable level of precision (5).

**Study population**

Patients who attended the Kingston practice-based research network were included in the study. An age-stratified random sample of 350 patient charts was selected, with 90% of these charts allocated to people 60 years or older.

**Definition of variables and data collection**

**CPCSSN Diagnostic Algorithms**
Case-finding diagnostic algorithms have been developed to identify patients with chronic conditions. The CPCSSN diagnostic algorithms have been published previously (4). These algorithms are based on various indicators, including: billing, lab test results, and medications. CPCSSN extracts data from sentinel practices every three months. For our validation study and the retrospective analysis, we used data from the third quarter of 2011 to ascertain the diagnoses of patients. This step was conducted after completing the chart abstraction.

**Primary Chart Abstraction**

The gold standard was considered to be the primary abstraction of electronic records performed by three trained and experienced research associates. Charts were reviewed to determine if patients had any of the index conditions along with the location of information used to make this assessment. A standardized abstraction form was developed based on consultations with clinicians who use the EMR platform at the Kingston practice-based research network. Information on patient’s age and sex, health conditions, medications, physiologic data (weight, height, body mass index, and blood pressure readings), test results, referrals, procedures, hospitalizations, billing data, family physician notes, and specialist and hospital reports were collected. No limitations in time periods were set for collecting these data. However, most electronic records in our sample spanned approximately 7-8 years. The chart abstraction was done electronically using Microsoft Access Database. Chart abstractors were blinded to the CPCSSN diagnoses. The first 10 charts reviewed by research associates were re-abstracted independently by a second associate to ensure adequate data quality and
consistency. Reviewers then consulted with a clinician (MG, RB) who arbitrated on cases of disagreement.

Patients were classified into either confirmed positive for osteoarthritis or unsure. Confirmed positive classification was used when there was sufficient evidence to conclude that the patient was a true case. For example, a patient was classified as confirmed positive if the physician notes and imaging reports confirmed that the patient had osteoarthritis. Unsure classification was used when there were no indicators present for osteoarthritis. In cases of contradictory evidence, consultation with a clinician (MG) was sought to reach a decision.

Analytical strategy
All calculations were done using Statistical Analysis Software 9.2 Version (17). Two-sided p values were used. Sensitivity, specificity, positive predictive and negative predictive values were calculated along with exact 95% confidence intervals. A two-by-two contingency table was created specifying whether osteoarthritis was present or absent according to the CPCSSN diagnostic-algorithm versus primary chart abstraction. In addition, the level of inter-rater reliability was expressed as a Kappa statistic and percent agreement.

Sensitivity was calculated by dividing the number of records in which a diagnosis was present according to both sources (CPCSSN and chart abstraction) by the total number of true cases. Specificity was calculated by dividing the number of records in which a diagnosis is absent from both sources (CPCSSN and chart abstraction) by the total number of true non-cases.
In order to enhance the accuracy measures of the osteoarthritis diagnostic algorithm, a method from a similar study that investigated algorithms accuracy in patients with rheumatoid arthritis and juvenile idiopathic arthritis in a large primary care database was employed (6). Firstly, univariate analyses were conducted to ascertain the association between each variable (e.g. procedures) and osteoarthritis diagnosis using Chi-Square Statistic and Odds Ratio (OR). Next, a multivariate logistic regression model was built by sequentially adding statistically significant variables (OR ≥ 2 or p-value ≤ 0.1) and keeping variables if they retained an association with osteoarthritis diagnosis (p-value ≤ 0.2). The variable with the largest chi-square statistic was added first. Thirdly, a prediction score was derived by summing the log of the odds ratios for variables in the final model and each patient was assigned a predictive score based on whether he or she had osteoarthritis indicators. Then, a Receiver Operating Characteristic Curve was utilized to determine the best cut-off score that maximized sensitivity and specificity. Finally, the validity of this data-driven algorithm was tested in the whole sample first. Then, the full dataset was split randomly in half, re-creating the algorithm in one half and testing it in the other half (6).

Results

The study population included a total of 313 patients. Thirty seven patient charts were excluded from the analysis due to lack of data (non-rostered patient or movement to a nursing home (n=18), patient death (n=15), and patient left practice (n=4)). The mean age of patients was 68 years old and 52% were female. Based on the chart abstraction, approximately 46% of patients had osteoarthritis (Table 1).
In a sample of 10 charts that were reviewed independently, the exact percent agreement between reviewers was 100% for osteoarthritis and the overall exact agreement was 92%. The overall Kappa Statistic was 89.3%. In approximately 6% of patient charts, a clinician (MG) was consulted on the appropriate diagnosis.

The existing CPCSSN algorithm used billing data and medical history to identify patients with osteoarthritis. Compared with the gold standard, this algorithm had 45% sensitivity, 100% specificity, 100% positive predictive value and 68% negative predictive value (Table 1).

[Insert Table 1 here]

*Univariate Analysis:* Ten potential predictors of osteoarthritis diagnosis were assessed, including billing (code 715.x), condition (i.e. osteoarthritis disease registry), analgesics, Non-Steroidal Anti-Inflammatory Drugs (NSAIDs) (excluding naproxen and Acetylsalicylic Acid), steroids injection, Body Mass Index (BMI), medical procedures (e.g. hip and knee replacement), medical images (e.g. x-ray reports indicating osteoarthritis), referral to orthopedic surgeon, and referral to physiotherapy. In addition, we created two new variables: 1) medication prescriptions, which combined analgesics, NSAIDs or steroids injection 2) Referral, which combined referral to orthopedic surgeon or physiotherapy. Table 2 summarizes the association between those variables and osteoarthritis diagnosis. Each variable, except for steroid injection, met the criteria (OR ≥ 2 or p-value ≤ 0.1).

[Insert Table 2 here]
**Multivariate Logistic Regression Model:** Seven of the ten potential predictors were found to be statistically significantly associated with osteoarthritis diagnosis. These variables included: billing, condition, analgesics, NSAIDs, procedures, images, and referral to orthopedic surgeon. The final model demonstrated 81% sensitivity, 90% specificity, 87% PPV, 84% NPV, and 89.9% Area Under the Curve (AUC) of the Receiver Operating Characteristic (Tables 3 and 4, Figure 2).

Validating the model: After splitting the dataset randomly in half, the model was re-created in one half and 5 of the 7 predictors remained significant. These predictors included: condition, analgesics, procedures, images, and referral to orthopedic surgeon. This model of five predictors was then tested in the other half and demonstrated 67% sensitivity, 99% specificity, 98% PPV, 78% NPV, and 82.7% AUC (Table 5, Figure 2).

Sensitivity Analysis: We tested the significance of the algorithm after excluding two variables that are not currently available through CPCSSN data (procedures, images). This model yielded 72% sensitivity, 86% specificity, 81% PPV, 78% NPV, and 82.5% AUC (Figure 3).
Discussion

Summary of Main Findings

The existing CPCSSN algorithm for identifying patients with osteoarthritis had perfect specificity (100%), but poor sensitivity (45%). A multivariate logistic regression model was used to identify characteristics that predicted osteoarthritis diagnosis. By adding five variables (analgesics, NSAIDs, procedures, images, and referral) to the existing algorithm, the sensitivity improved from 45% to 81% while still maintaining high specificity (90%). The new algorithm was then re-created in half of the dataset with five of those seven predictors remaining significant. Then, the algorithm was tested in the second half of the dataset, yielding near-perfect specificity (99%) with a relatively high sensitivity (67%). This reduction in sensitivity was expected since the model was developed in a different dataset. The original dataset provides the best possible outcome, whereas the test dataset is more reflective of the estimates that are anticipated in the general population. Therefore, the model appeared to be rigorous since it produced better sensitivity than the existing CPCSSN algorithm.

The new algorithm contained five predictors that are readily available in the CPCSSN data. These included: billing, condition, analgesics, NSAIDs, and referral to orthopedic surgeon. Two variables that are not currently available in CPCSSN data are the procedures and images. A sensitivity analysis in which both of these variables were excluded from the model reflected high sensitivity and specificity (72% and 86%, respectively).
Comparison with Existing Literature

Generally, little research has evaluated diagnostic algorithms for osteoarthritis surveillance in primary care databases. Most of the research into this area has been done using administrative data. The existing CPCSSN algorithm has shown similar accuracy measures, if not superior accuracy, compared to claims-based algorithms. For example, a study that evaluated administrative data algorithms in identifying patients with arthritis had a sensitivity of 75% and a specificity of 57% compared to the CPCSSN algorithm which had 45% sensitivity and 100% specificity (7). Another study which examined an algorithm for identifying people with osteoarthritis using administrative data had 62% PPV and 78% NPV compared to the CPCSSN algorithm which has 100% PPV and 68% NPV (8). Finally, another study that examined the accuracy of several diagnostic algorithms using administrative data reported a range of sensitivity (7% to 55%) and specificity (77% to 99%) (9).

When considering the characteristics or variables that identify patients with osteoarthritis, the model was generally consistent with existing literature. For example, previous studies have developed a diagnostic algorithm that relied on arthritis-related drugs, outpatient and emergency department diagnoses, procedures and lab tests when identifying patients with arthritis (7). All of these variables were found to be significantly associated with osteoarthritis diagnosis and were thus included in the model. However, when these variables were accounted for, the diagnostic algorithm demonstrated superior sensitivity (81%) and specificity (90%) compared to administrative-based algorithms that included the same variables (75% sensitivity and 57% specificity) (7).
A large systematic review has concluded that diagnostic algorithms for symptomatic chronic diseases such as osteoarthritis require clinical evidence to achieve optimal accuracy (10). This conclusion is consistent with our finding that when clinical evidence, such as x-ray images, was added to the model, the sensitivity improved from 45% to 81%.

**Strengths and Limitations**

This study is the first to explore ways to improve the accuracy of the CPCSSN case-finding diagnostic algorithms. Since CPCSSN providers have already agreed to allow audits of medical records, no issue was encountered in accessing data. This demonstrates a significant improvement over previous validation studies that had low response rate. For instance, a validation study using an administrative database in Ontario had a response rate of only 11% (11). A low response rate could lead to selection bias and a lack of generalizability because responding practices are systematically different from non-responding practices (12). In our study, medical records from all randomly selected patient charts were examined.

The sample size was relatively large compared to similar studies done in the United Kingdom Clinical Practice Research Datalink. Also, the random sampling technique utilized in this study improves on previous research that employed disease-specific stratified sampling, which was based on information for cases alone. This type of sampling was limited in that it could not be used to calculate sensitivity and specificity (12). The positive predictive value is dependent on the prevalence of disease, and thus it might not provide a complete picture of the validity of diagnostic algorithms (12). Our study addresses this limitation by employing an age-stratified random sample from all patients. By validating non-cases, this study ensures that
all patients (cases and non-cases) are subject to the same criteria (12). It also avoids verification bias which results from assessing the accuracy of a test on cases only (13).

The limitations of this study ought to be considered before any conclusions can be drawn. One limitation of the study is that the validation of the new algorithm was done internally, using the same data but splitting it randomly in half. This has been used previously (6). However, an alternative would be to test the new algorithm in an external population. We did not have the resources to conduct this type of validation.

Since the data was obtained from one EMR platform, it was not possible to assess whether regional differences and different EMRs had an impact on validity measures. Moreover, the study could not assess the generalizability of findings across the entire CPCSSN database. There are at least two other similar projects being currently conducted in Alberta and Manitoba. Once these findings are known, validity measures can be compared across the different sites. Furthermore, the newly developed algorithm can be tested in those sites to demonstrate external validation.

The chart abstraction was based on the electronic records available through the Kingston EMR platform entitled OSCAR. It is important to consider the level of completeness of these records to understand the limitations associated with this process. OSCAR records including physician notes and medications are available for all patients starting from 2004. Other data including test results, specialist and hospital correspondence were available from June 2010 for all patients. Prior to 2010, documents were imported into OSCAR selectively for some patients based on physicians’ requests.
It is also important to acknowledge that the study was subject to measurement error since a true gold standard is not available. Primary chart abstraction is an imperfect gold standard and thus is subject to measurement error (13). However, this gold standard is less problematic than self-reports that are used by validation studies for chronic diseases. Previous evidence has indicated that people with chronic conditions under-report their illnesses (14). Thus, primary chart abstraction based on clinically-verified data can be considered more accurate than self-reported data.

Implications

Although the existing CPCSSN algorithm had perfect specificity (100%), it had poor sensitivity (45%). These validity measures indicate that osteoarthritis patients identified through CPCSSN were true cases. In other words, the current algorithm eliminates false positives and thus is useful for researchers who are interested in selecting a cohort of true osteoarthritis cases. However, the poor sensitivity of the algorithm implies that not all cases were identified. In fact, approximately 55% of the cases were missed. Thus, it can be argued that the osteoarthritis patients who were identified through CPCSSN may not fully represent the overall osteoarthritis case mix. One difference between these two patient populations (cases identified through the gold standard versus those only identified through CPCSSN) is in the severity of the disease. It can be argued that cases identified through CPCSSN are more likely to exhibit more severe osteoarthritis than those cases identified through the gold standard. This observation is supported by evidence from the chart abstraction in which approximately 18% of cases were identified through medical images and physician notes and
17% were identified through physician notes only. In other words, approximately 35% of osteoarthritis patients were not referred to secondary care, did not have hip or knee replacement procedures, and were not listed under the osteoarthritis disease registry by their physicians. This finding indicates that a large proportion of cases did not undertake extensive medical intervention, which could be why many of these cases were missed by the CPCSSN algorithm. This also suggests that osteoarthritis for this group of patients was not a major burden and did not require comprehensive clinical care. Nevertheless, these patients had osteoarthritic joints as evidenced by the x-ray reports (18%) or physician notes (17%). This observation raises questions on how should osteoarthritis be defined within this context. It can be argued that having a robust algorithm that has perfect specificity and can capture the more severe cases of osteoarthritis is justified for the purpose of identifying a highly selective yet not representative cohort of osteoarthritis cases.

If the purpose of the diagnostic algorithm is to identify the majority of osteoarthritis cases in order to plan and allocate necessary resources for management, then a diagnostic algorithm that maximizes sensitivity is necessary. However, an algorithm with high sensitivity yet poor specificity is also problematic because it may not differentiate between osteoarthritis patients and those with related disorders, such as rheumatoid arthritis and gout.

Therefore, it is important to develop an algorithm that maximizes both sensitivity and specificity. We achieved this purpose by using a multivariate logistic regression and Receiver Operating Characteristic curve. The new algorithm consisted of two variables that exist in the current CPCSSN algorithm (billing data and condition) and added five other variables. Three of
those additional variables are readily available through CPCSSN data: analgesics, NSAIDs, and referral to orthopedic surgeon. The other two additional variables have been found to be useful in identifying patients with osteoarthritis, but were not currently available through CPCSSN: procedures and images indicating osteoarthritis.

When all seven characteristics to identify people with osteoarthritis were included in the model, the algorithm had better sensitivity and specificity (81% and 90%, respectively). Therefore, it is recommended that an investment is made to ascertain data on these two variables that are not currently available. There are a number of solutions that can be utilized to extract such data. For example, natural language processing has been used to extract data from radiographic images through electronic text screening (15). However, even after the removal of these two variables, the model still maintained relatively high sensitivity and specificity (72% and 86%, respectively).

**Conclusions**

The current diagnostic algorithm for osteoarthritis had perfect specificity but poor sensitivity. A logistic model for identifying patients with osteoarthritis improved sensitivity and maintained high specificity. This model was validated in a sample dataset. These findings suggest adding three variables to the current CPCSSN diagnostic algorithm, including analgesics, NSAIDs, and referral to orthopedic surgeon. These variables are readily available through CPCSSN data. In addition, we recommend investments that would allow for the extraction of data on medical images and procedures. This approach can be used towards further refining the diagnostic algorithms for other chronic conditions.
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### Tables

**Table 1.** The sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) along with the 95% confidence intervals, existing CPCSSN algorithm (billing data, condition) versus chart abstraction.

<table>
<thead>
<tr>
<th>Osteoarthritis</th>
<th>Chart Audit Dx</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPCSSN Dx</td>
<td>Yes</td>
<td>45%</td>
<td>100%</td>
<td>100%</td>
<td>68%</td>
</tr>
<tr>
<td></td>
<td>0.37-0.54</td>
<td>0.98-1</td>
<td>0.94-1.0</td>
<td>0.62-0.74</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>65</td>
<td>0</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>79</td>
<td>169</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Confidence Intervals (Exact)*
Table 2. Summary of the Univariate Analysis, detailing the association between each variable and osteoarthritis diagnosis based on the gold standard. Chi-square statistic, p-value, Odds Ratio and 95% Confidence Interval, as well as sensitivity and specificity are provided.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Chi-square</th>
<th>p-value</th>
<th>OR (logit)</th>
<th>95% CI</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Billing data</td>
<td>30.5</td>
<td>&lt;.0001</td>
<td>68.9</td>
<td>4.2 - 1144.5</td>
<td>17%</td>
<td>100%</td>
</tr>
<tr>
<td>Condition</td>
<td>76.6</td>
<td>&lt;.0001</td>
<td>204.1</td>
<td>12.5 - 3344.3</td>
<td>38%</td>
<td>100%</td>
</tr>
<tr>
<td>Analgesics</td>
<td>30.3</td>
<td>&lt;.0001</td>
<td>6.5</td>
<td>3.1 - 13.7</td>
<td>29%</td>
<td>94%</td>
</tr>
<tr>
<td>NSAIDs</td>
<td>41.1</td>
<td>&lt;.0001</td>
<td>7.2</td>
<td>3.7 - 13.9</td>
<td>38%</td>
<td>92%</td>
</tr>
<tr>
<td>Injection</td>
<td>1.5</td>
<td>0.2179</td>
<td>1.6</td>
<td>0.75 - 3.4</td>
<td>12%</td>
<td>92%</td>
</tr>
<tr>
<td>BMI</td>
<td>8.1</td>
<td>0.0043</td>
<td>1.9</td>
<td>1.2 - 3.1</td>
<td>65%</td>
<td>51%</td>
</tr>
<tr>
<td>Procedures~</td>
<td>41.5</td>
<td>&lt;.0001</td>
<td>51.9</td>
<td>7.0 - 384.9</td>
<td>24%</td>
<td>99%</td>
</tr>
<tr>
<td>Images~</td>
<td>87.2</td>
<td>&lt;.0001</td>
<td>127.0</td>
<td>17.3 - 932.3</td>
<td>43%</td>
<td>99%</td>
</tr>
<tr>
<td>Orthopedic Surgeon Referral</td>
<td>19.2</td>
<td>&lt;.0001</td>
<td>13.5</td>
<td>3.1 - 58.7</td>
<td>14%</td>
<td>99%</td>
</tr>
<tr>
<td>Physiotherapy Referral</td>
<td>7.8</td>
<td>0.0053</td>
<td>3.6</td>
<td>1.4 - 9.5</td>
<td>12%</td>
<td>96%</td>
</tr>
<tr>
<td>Medication*</td>
<td>42.2</td>
<td>&lt;.0001</td>
<td>5.0</td>
<td>3.0 - 8.3</td>
<td>55%</td>
<td>80%</td>
</tr>
<tr>
<td>Referral**</td>
<td>27.7</td>
<td>&lt;.0001</td>
<td>6.9</td>
<td>3.1 - 15.5</td>
<td>26%</td>
<td>95%</td>
</tr>
</tbody>
</table>

OR=Odds Ratio; CI=Confidence Intervals; NSAIDs= Non-steroidal Anti-Inflammatory Drugs (excluding acetylsalicylic acid and naproxen); BMI= Body Mass Index; *Medication includes prescription of analgesic, NSAIDs or injection; **Referral includes referral to orthopaedic surgeon or physiotherapy; ~data from procedures and images were only available through chart abstraction
**Table 3**: Building the osteoarthritis diagnostic algorithm in the full dataset.

**Full Dataset (n=313)**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adjusted OR</th>
<th>Log OR</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analgesics</td>
<td>2.5</td>
<td>0.9</td>
<td>0.188</td>
</tr>
<tr>
<td>Ortho referral</td>
<td>7.4</td>
<td>2.0</td>
<td>0.067</td>
</tr>
<tr>
<td>Billing data</td>
<td>16.9</td>
<td>2.8</td>
<td>0.011</td>
</tr>
<tr>
<td>NSAIDs</td>
<td>4.4</td>
<td>1.5</td>
<td>0.003</td>
</tr>
<tr>
<td>Procedures*</td>
<td>29.8</td>
<td>3.4</td>
<td>0.0006</td>
</tr>
<tr>
<td>Images*</td>
<td>86.7</td>
<td>4.5</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Condition</td>
<td>48.4</td>
<td>3.9</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

OR=Odds Ratio; NSAIDs= Non-steroidal Anti-Inflammatory Drugs; *Data on procedures and images were collected through chart abstraction; log OR indicates the prediction score associated with each variable.

**Table 4**: Results of the final model. The sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) are provided, CPCSSN algorithm (analgesics, ortho referral, NSAIDs, billing data, procedures, images, condition) versus chart abstraction.

<table>
<thead>
<tr>
<th>Osteoarthritis</th>
<th>Chart Audit Dx</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meets algorithm cut-off score*</td>
<td>Yes</td>
<td>No</td>
<td>81%</td>
<td>90%</td>
<td>87%</td>
</tr>
<tr>
<td>Yes</td>
<td>116</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>28</td>
<td>152</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Cut-off score was 1.5
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adjusted OR</th>
<th>Log OR</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analgesics</td>
<td>4.4</td>
<td>1.5</td>
<td>0.0615</td>
</tr>
<tr>
<td>Ortho referral</td>
<td>23.6</td>
<td>3.2</td>
<td>0.0058</td>
</tr>
<tr>
<td>Procedures</td>
<td>38.3</td>
<td>3.6</td>
<td>0.0002</td>
</tr>
<tr>
<td>Images</td>
<td>103.4</td>
<td>4.6</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Condition</td>
<td>59.4</td>
<td>4.1</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

OR=Odds Ratio; NSAIDs = Non-steroidal Anti-Inflammatory Drugs; *Data on procedures and images were collected through chart abstraction; log OR indicates the prediction score associated with each variable
Figures

Figure 1. Receiver Operating Characteristic curve of the final model

The Area Under the Curve for the final model was approximately 89.8%. The numerator and denominator represent the sensitivity and specificity, respectively.
Figure 2. Receiver Operating Characteristic curve of the re-created and tested model

The Area Under the Curve for the model in the test dataset was approximately 82.7%. The numerator and denominator represent the sensitivity and specificity, respectively.
The Area Under the Curve for the sensitivity analysis (excluding procedures and images) was approximately 82.5%. The numerator and denominator represent the sensitivity and specificity, respectively.
Chapter 4: General Discussion

Summary of Study

This thesis project was a validation study of the Electronic Medical Records-based diagnostic algorithms in the Canadian Primary Care Sentinel Surveillance Network. The aim of the first manuscript was to assess the validity of these diagnostic algorithms for surveillance of five chronic conditions, including: type 2 diabetes, hypertension, osteoarthritis, COPD, and depression. This was done by conducting primary chart abstraction of patients’ medical records. The main conclusion of the first manuscript was that the diagnostic algorithms for type 2 diabetes (100% sensitivity, 99% specificity) and hypertension (83% sensitivity, 98% specificity) were accurate. The diagnostic algorithms for the other three conditions (osteoarthritis, COPD, and Depression) had nearly perfect specificity, but poor sensitivity.

The second manuscript sought to explore ways to enhance the accuracy for the diagnostic algorithms, using osteoarthritis as an example. This was done by developing a multivariate logistic regression model to identify characteristics that are associated with osteoarthritis diagnosis. The model improved sensitivity from 45% to 81%, while maintaining high specificity (90%). The new algorithm was then validated by splitting the dataset in half, recreating the model in one half and testing it in the other half. The main conclusion of manuscript 2 is that the new algorithm was shown to enhance the accuracy of osteoarthritis case-finding.
General Strengths and Limitations

This study is the first validation of the CPCSSN database, considering the accuracy of case-finding diagnostic-algorithms and the ascertainment of a model that maximizes sensitivity and specificity. A rigorous methodological approach was based on a random-sampling strategy, comprehensive abstraction of patients’ medical records, and full participation rate. In addition, a rigorous statistical analysis strategy was used to develop an algorithm that maximized sensitivity and specificity for osteoarthritis case-finding (1). After creating the model in the full dataset, the data was randomly split in half, re-developing the model in one half and testing it in the other half.

The limitations of this study ought to be considered before any conclusions can be drawn. One challenge is the use of different EMRs by research networks. Different EMRs have different coding structures and variable data extraction. Since data was examined from only one EMR platform, it was not possible to assess whether regional differences and different EMRs have an impact on validity measures. Additionally, the study was unable to assess the generalizability of findings across the CPCSSN database since it examined accuracy at the Kingston network alone. In other words, data from one network may not represent the overall data quality. Another limitation in the study was that the validation of the new algorithm was done internally, using the same data but splitting it randomly in half. This has been used previously (1). However, an alternative would be to test the new algorithm in an external population, although resources were unavailable to conduct this type of validation. There are at least two other similar projects being currently conducted at two sites in Alberta and Manitoba. Once these findings are known, validity measures can be compared across the different sites. In
addition, the newly developed algorithm can be tested in those sites to demonstrate external validation.

The study was also limited to a retrospective analysis, where clinical records have been already documented by different health providers. Thus, the documentation was done inconsistently (2) and a longitudinal assessment could be considered more accurate than a retrospective design. It is also important to acknowledge the limitation that the study is subject to measurement error since a true gold standard is not available. Primary chart abstraction is an imperfect gold standard and thus is subject to measurement error (3). However, this gold standard is less problematic than self-reports that are used by validation studies for chronic diseases. Previous evidence has indicated that people with chronic conditions under-report their illnesses (4). Thus, primary chart abstraction based on clinically-verified data can be considered more accurate than self-reported data. In addition, the inter-rater reliability of chart abstraction was found to be substantial (100% perfect match for osteoarthritis diagnosis and 89.3% overall Kappa Statistic).

**Overall Challenges**

It is important to outline the general challenges and lessons learned through this validation work on Electronic Medical Records. One challenge that was encountered is the issue of defining cases. For example, the second manuscript discusses how 35% of patients with osteoarthritis were defined as cases although they did not have referrals, procedures, or medications. One potential solution for this problem could be the specification of criteria for who fits the definition of a case. There was a general agreement that patients were identified
as cases if the physician notes or other clinical evidence such as x-ray reports confirm. However, the problem of this approach is that the severity of a case could not be ascertained. Another challenge was the issue of identifying a clear purpose for the diagnostic algorithms. Having this purpose explicitly articulated could have implications on the disease definition and how data collection was implemented. For example, if the purpose of the algorithm is to identify every possible case regardless of severity of disease, then our data collection protocol was adequate. However, if the purpose is to identify a selective cohort of patients who utilize health services frequently and would benefit from a management strategy, then a more narrow definition could have been more appropriate. Therefore, one lesson learned through this validation work is to align the definition of a case along with the purpose of the algorithm.

Another challenge was the issue of extracting data from a source that was created for clinical rather than research purposes. Electronic Medical Records have tremendous amount of clinical information, however it is difficult to extract the relevant information in a systematic way. This challenge was addressed by designing the standardized form according to the unique attributes of the EMR platform from the Kingston site. The collection tool was also developed based on consultations with the clinicians who use this platform. Although these steps took considerable time, it was a necessary process to ensure that data collection was done consistently. Therefore, the other lesson learned through this project is to carefully examine the data source (EMR in this case) and consult with individuals who actively use it.

**Implications**
There are a number of direct and indirect implications for this study. First, the study has demonstrated that the diagnostic algorithms for diabetes and hypertension case-finding were adequate, thus researchers and policy makers can utilize the CPCSSN data reliably. Secondly, the current algorithms for osteoarthritis, COPD and depression have nearly perfect specificity. Thus, these algorithms can help researchers in identifying patients with these conditions with certainty. However, the current algorithms for these conditions have poor sensitivity, thus under-estimating the true prevalence. Based on these findings, we sought to maximize the sensitivity and specificity for these algorithms, using osteoarthritis as an example. The results from the second manuscript demonstrate that a new algorithm for osteoarthritis case-finding improves sensitivity from 45% to 81% and maintains high specificity (90%). This new algorithms includes five additional characteristics that were not initially included in the current algorithm. Three of those characteristics are readily available through CPCSSN data and thus can be included to enhance sensitivity of the model. Two characteristics (medical images and procedures) are not readily available through CPCSSN, but investments can be made to extract this data. For example, natural language processing has been used to extract data from radiographic images through electronic text screening (5). Another implication of this project is that the approach utilized to develop an algorithm that enhances sensitivity and specificity can be applied towards the other two conditions, COPD and depression.

This thesis project directly informs our understanding of the CPCSSN data quality at the Kingston site. However, the project also informs researchers at other sites regarding the validation process. Finally, this project informs researchers of the validation of other chronic
conditions, specifically Parkinson’s, Dementia, and Epilepsy. This work has already been started at the Kingston and Alberta practice-based research networks.

**Conclusions**

The accuracy of EMR-based diagnostic algorithms for two chronic conditions, diabetes and hypertension, have been shown to be adequate. This finding ensures that researchers and policy-makers can utilize these algorithms reliably. The algorithms for the other three conditions (osteoarthritis, COPD, depression) demonstrate near-perfect specificity, thus can be used reliably to identify patients with those conditions. There is little research conducting on ways to improve the accuracy of diagnostic algorithms in EMR-based information systems. This thesis contributes to this area of research by developing a model that identifies patients with osteoarthritis. This model demonstrated better accuracy compared to the current algorithm. Therefore, the findings of this thesis have implications directly relevant to the CPCSSN database, but also can be used to further our understanding of data quality of EMR-based information systems. Future studies on this area should explore ways to improve the accuracy for other diagnostic algorithms, such as COPD and depression.
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## Appendices

### Appendix 1. Canadian Primary Care Sentinel Surveillance Network (CPCSSN) Disease Definitions

<table>
<thead>
<tr>
<th>Disease</th>
<th>Depression</th>
<th>Osteoarthritis</th>
<th>Hypertension</th>
<th>COPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>1. Billing ICD9-250x; Service code in Ontario K030A or Q040A, in other provinces consult physician and document the code at least twice in the last 2 years.</td>
<td>1. Billing ICD0-715x, 721</td>
<td>1. Billing ICD 9-401 to 405 at least twice in the last two years</td>
<td>1. Billing ICD9-492, 496</td>
</tr>
<tr>
<td></td>
<td>1. Billing codes 296, 311</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>1. Billing codes 296, 311</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>1. Billing ICD0-715x, 721</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>1. Billing ICD 9-401 to 405 at least twice in the last two years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD</td>
<td>1. Billing ICD9-492, 496</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>desipramine, clomipramine, maprotiline, Timipramine</td>
<td>Verapamil, diltiazem, Filodipine, Amlodipine; Alpha blockers: Methyldopa; others: Hydralazine, Clonidine, Indapamide</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. In the lab result: HbA1C &gt;7% at anytime, Fasting BS &gt;7 twice in the last 1 year</td>
<td>4. Risk factors Smoker, age&gt;=35 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXCLUSIONS: Polycystic ovarian syndrome 256.4, Gestational diabetes 648.8, Secondary chemical induced diabetes 249, Hypoglycemia NOS 790.29, neonatal diabetes mellitus 775.1</td>
<td>EXCLUSIONS: Anxiety disorders 300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXCLUSIONS: Migraines 346, CHF 428, Myocardial infarction 410 &amp; 412, diabetes 250, cardiac arrythmia 427, Tremor 333.1, Esophageal varices 456.0 &amp; 456.1, angina 413, Kidney stones 592, Portal hypertension 572.3</td>
<td>EXCLUSIONS: Asthma 493</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 2: Chart Abstraction Form

“A validation study of computer-based diagnostic algorithms for chronic disease surveillance”

How to Complete This Chart Abstraction

The chart abstraction is divided into 3 sections and deals with patients’ diagnoses. Please ensure the confidentiality of the patients and providers and do not record other additional personal information on these forms. Record the Patient CPCSSN ID and the Practice Site ID #, in addition to the date that the abstraction was conducted. Please follow any instructions or advice that is offered by the staff at the practice site.
SECTION 1: Context

1. Year of birth:___________  Age: ________

2. Sex: ☐ Male  ☐ Female
SECTION 2: Data extraction

A. EMR problem list/disease registry

A.1. Is there a diagnosis of diabetes in the EMR problem list/disease registry (Diabetes/NIDDM/DM)?

☐ No  ☐ Yes

A.2. Is there a diabetes flow sheet?

☐ No  ☐ Yes

A.3. Is there a diagnosis of depression in the EMR problem list/disease registry (Depression, post-traumatic stress disorder)?

☐ No  ☐ Yes

A.4. Is there “depression” under past medical history?

☐ No  ☐ Yes

A.5. Is there a diagnosis of hypertension in the EMR problem list/disease registry (Hypertension, HTN)?

☐ No  ☐ Yes

A.6. Is there a hypertension flow sheet?
A.7. Is there a diagnosis of osteoarthritis in the EMR problem list/disease registry (Osteoarthritis)?

☐ No  ☐ Yes

A.8. Is there a diagnosis of COPD in the EMR problem list/disease registry (Chronic Bronchitis, Emphysema, COPD/COLD)?

☐ No  ☐ Yes
B. Is there any of the following under medication list?

1. Diabetes:
   B.1.1. Insulin  ☐ No ☐ Yes
   B.1.2. Glyburide (Sulfonylurease)  ☐ No ☐ Yes
   B.1.3. Metformin (Biguanides)  ☐ No ☐ Yes

2. Depression:
   B.2.1. SSRI  ☐ No ☐ Yes Date:______
   B.2.2. MAOI  ☐ No ☐ Yes Date:______
   B.2.3. Tricyclics (>75 mg/day)  ☐ No ☐ Yes Date:______

3. Hypertension:
   B.3.1. ACEi/ARB  ☐ No ☐ Yes
   B.3.2. Diuretics  ☐ No ☐ Yes
   B.3.3. Beta Blockers  ☐ No ☐ Yes
   B.3.4. Calcium Channel Blockers  ☐ No ☐ Yes
   B.3.5. Alpha Blockers  ☐ No ☐ Yes

Record whether any of the medications were prescribed for other conditions (POS, Gestational DM, Secondary DM, Hyperglycemia NOS, Neonatal DM)
Record whether any of the medications were prescribed for other conditions (anxiety)
Record whether any of the medications were prescribed for other conditions (Migraines, CHF, Myocardial Infarction, Diabetes, Cardiac Arrhythmia, Tremor, Esophageal Varices, Angina, Kidney Stones, Portal Hypertension)
4. COPD

B.4.1. Spiriva (Tiotropium bromide)  □ No □ Yes

B.4.2. Beta agonists  □ No □ Yes

B.4.3. Anticholinergics Xanthines  □ No □ Yes

B.4.4. Inhalant corticosteroids  □ No □ Yes

C. EMR_ Physiological (record all the following):

Weight  ____________  BMI  _________

Height  ____________

<table>
<thead>
<tr>
<th>Record up to the 3 most recent in-office Blood Pressure readings in the past 2 years [from three different visits]</th>
<th>Date Done MM/DD/YY</th>
<th>Taken/ No Results</th>
<th>Recommended &amp; Refused</th>
<th>Not Done</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st. Bp: ____________mmHg</td>
<td><strong>/</strong>/___</td>
<td>□ NR</td>
<td>□ RR</td>
<td>□ ND</td>
</tr>
<tr>
<td>2nd. Bp: ____________mmHg</td>
<td><strong>/</strong>/___</td>
<td>□ NR</td>
<td>□ RR</td>
<td>□ ND</td>
</tr>
<tr>
<td>3rd. Bp: ____________mmHg</td>
<td><strong>/</strong>/___</td>
<td>□ NR</td>
<td>□ RR</td>
<td>□ ND</td>
</tr>
</tbody>
</table>

Record whether any of the medications were prescribed for other conditions (asthma)
D. Under lab test results:

1. Diabetes

   D.1.1. HbA1c testing done  ☐ No  ☐ Yes
   
   D.1.2. If yes, was HbA1c ≥ 7%  ☐ No  ☐ Yes
   
   D.1.3. Date Recorded (YY/MM/DD)  ____________
   
   D.1.4. Exact value  ____________
   
   D.1.5. Fasting Blood Sugar testing done  ☐ No  ☐ Yes
   
   D.1.6. If yes, was Fasting BS > 7  ☐ No  ☐ Yes
   
   D.1.7. Date Recorded (YY/MM/DD)  ____________
   
   D.1.8. Exact value  ____________

2. Depression

   D.2.1. Any of the following tests done: (PHQ-9, HAMD-7, Geriatric Depression scale)  ☐ No  ☐ Yes
   
   D.2.2. If yes, was there diagnosis of depression  ☐ No  ☐ Yes

3. Osteoarthritis

   D.3.1. Any X-ray and other joint imaging (e.g. MRI) reports done related to osteoarthritis investigation  ☐ No  ☐ Yes
   
   D.3.2. If yes, was there diagnosis of osteoarthritis  ☐ No  ☐ Yes
4. COPD

D.4.1. Any of the following done (Pulmonary Function Tests, Chest Xray/Chest CT reports) □ No □ Yes

D.4.2. If yes, was there diagnosis of COPD □ No □ Yes

E. Referrals:

E.1.1. Diabetes-related referral (ophthalmology, nephrology, neurology, endocrinology, Diabetes education, dietician). Only record if referral was related to diabetes.

□ No □ Yes

E.1.2. If yes, which one(s): ____________________________

E.2.1. Depression-related referral (psychiatrist, psychologist) Only record if referral was related to depression:

□ No □ Yes

E.2.2. If yes, which one(s): ____________________________

E.3.1. Osteoarthritis-related referral (Orthopedic surgeon, Physiotherapy, Occupational therapy, Exercise program). Only record if referral was related to osteoarthritis:

□ No □ Yes
E.3.2. If yes, which one(s): ________________________________

E.4.1. COPD-related referral (Respirology, Thoracic surgery). Only record if referral was related to COPD:

☐ No  ☑ Yes

E.4.2. If yes, which one(s): ________________________________

F. Procedures:

F.1.1. Diabetes-related procedures (Revascularization procedure, Coronary artery disease investigation):

☐ No  ☑ Yes

F.1.2. If yes, which one(s): ________________________________

F.2.1. Osteoarthritis-related procedures (Knee replacement, Hip replacement):

☐ No  ☑ Yes

F.2.2. If yes, which one(s): ________________________________

F.3.1. COPD-related procedures (Spirometry):

☐ No  ☑ Yes
F.3.2. If yes, which one(s): ____________________________

G. Hospitalizations:

G.1. Hospitalization (Discharge with depression diagnosis) ☐ No ☐ Yes

H. Billing data:

H.1. Diabetes-related codes (250.x) ☐ No ☐ Yes
H.2. Depression-related codes (309.0, 309.1, 309.81; OR 296, 300, 309, 311, 648) ☐ No ☐ Yes
H.3. Hypertension-related codes (401-405) ☐ No ☐ Yes
H.4. Osteoarthritis-related codes (715.x) ☐ No ☐ Yes
H.5. COPD-related codes (490-492, 496) ☐ No ☐ Yes
SECTION 3: diagnoses

1. Diabetes

Summary of section 2 (data extraction)

3.1.1. Problem list/disease registry
3.1.2. Diabetes flow sheet

3.1.3. HbA1c ≥ 7%
3.1.4. Fasting blood sugar >7

3.1.5. Insulin
3.1.6. Other medications (e.g., metformin)

<table>
<thead>
<tr>
<th>Section</th>
<th>Does information contra-indicate or confirm diagnosis?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab test results</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Referral</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Procedures</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Risks</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Physician notes</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Hospital correspondence</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Specialist correspondence</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Free-text fields</td>
<td>Contra-indicate ❑</td>
</tr>
<tr>
<td>Billing data</td>
<td>Contra-indicate ❑</td>
</tr>
</tbody>
</table>
According to the chart abstraction, is there evidence that this patient has been diagnosed with diabetes?

Confirmed positive ❑     Unsure (Untested) ❑     Confirmed negative ❑

Please comment on any information found in free-text, hospital and specialist correspondence, physicians’ notes that influenced your conclusion. Also, comment on whether there is a discrepancy between the default diagnosis and your conclusion:
2. Depression

Summary of section 2 (data extraction)

3.2.1. Problem list/disease registry

3.2.2. Medications

3.2.3. EMR referral (psychiatrist, psychologist)

3.2.4. Hospitalization (discharge with depression diagnosis)

<table>
<thead>
<tr>
<th>Section</th>
<th>Does information contra-indicate or confirm diagnosis?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab test results</td>
<td>Contra-indicate □  Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Physician notes</td>
<td>Contra-indicate □  Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Hospital correspondence</td>
<td>Contra-indicate □  Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Specialist correspondence</td>
<td>Contra-indicate □  Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Free-text fields</td>
<td>Contra-indicate □  Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Billing data</td>
<td>Contra-indicate □  Confirm □ Explain__________________</td>
</tr>
</tbody>
</table>

According to the chart abstraction, is there evidence that this patient has been diagnosed with depression?

Confirmed positive □  Unsure (Untested) □  Confirmed negative □
Please comment on any information found in free-text, hospital and specialist correspondence, physicians’ notes that influenced your conclusion. Also, comment on whether there is a discrepancy between the default diagnosis and your conclusion:
3. HYPERTENSION

Summary of section 2 (data extraction)

3.3.1. Problem list/disease registry

3.3.2. Hypertension flow sheet

3.3.3. Blood Pressure >140/90 on more than 1 reading

- For diabetes patients only, Blood Pressure > 140/80 on more than 1 reading

3.3.4. Medications

<table>
<thead>
<tr>
<th>Section</th>
<th>Does information contra-indicate or confirm diagnosis?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physiologic Data</td>
<td>Contra-indicate □ Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Physician notes</td>
<td>Contra-indicate □ Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Hospital correspondence</td>
<td>Contra-indicate □ Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Specialist correspondence</td>
<td>Contra-indicate □ Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Free-text fields</td>
<td>Contra-indicate □ Confirm □ Explain__________________</td>
</tr>
<tr>
<td>Billing data</td>
<td>Contra-indicate □ Confirm □ Explain__________________</td>
</tr>
</tbody>
</table>

According to the chart abstraction, is there evidence that this patient has been diagnosed with hypertension?

Confirmed positive □ Unsure (Untested) □ Confirmed negative □
Please comment on any information found in free-text, hospital and specialist correspondence, physicians' notes that influenced your conclusion. Also, comment on whether there is a discrepancy between the default diagnosis and your conclusion:
4. OSTEOARTHRITIS

Summary of section 2 (data extraction)

3.4.1. Problem list/disease registry

3.4.2. Referrals

3.4.3. Procedures

Section                  Does information contra-indicate or confirm diagnosis?
Lab test results        Contra-indicate        Confirm        Explain
Risks                   Contra-indicate        Confirm        Explain
Physician notes         Contra-indicate        Confirm        Explain
Hospital correspondence Contra-indicate        Confirm        Explain
Specialist correspondence Contra-indicate        Confirm        Explain
Free-text fields        Contra-indicate        Confirm        Explain
Billing data            Contra-indicate        Confirm        Explain

According to the chart abstraction, is there evidence that this patient has been diagnosed with osteoarthritis?

Confirmed positive      Unsure (Untested)       Confirmed negative
Please comment on any information found in free-text, hospital and specialist correspondence, physicians’ notes that influenced your conclusion. Also, comment on whether there is a discrepancy between the default diagnosis and your conclusion:
5. COPD

Summary of section 2 (data extraction)

3.5.1. Problem list/disease registry

3.5.2. Spiriva

3.5.3. Other medications

3.5.4. Referrals

3.5.5. Procedures

<table>
<thead>
<tr>
<th>Section</th>
<th>Does information contra-indicate or confirm diagnosis?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risks</td>
<td>Contra-indicate ❑ Confirm ❑ Explain__________________</td>
</tr>
<tr>
<td>Physician notes</td>
<td>Contra-indicate ❑ Confirm ❑ Explain__________________</td>
</tr>
<tr>
<td>Hospital correspondence</td>
<td>Contra-indicate ❑ Confirm ❑ Explain__________________</td>
</tr>
<tr>
<td>Specialist correspondence</td>
<td>Contra-indicate ❑ Confirm ❑ Explain__________________</td>
</tr>
<tr>
<td>Free-text fields</td>
<td>Contra-indicate ❑ Confirm ❑ Explain__________________</td>
</tr>
<tr>
<td>Billing data</td>
<td>Contra-indicate ❑ Confirm ❑ Explain__________________</td>
</tr>
</tbody>
</table>

According to the chart abstraction, is there evidence that this patient has been diagnosed with COPD?

Confirmed positive ❑ Unsure (Untested) ❑ Confirmed negative ❑
Please comment on any information found in free-text, hospital and specialist correspondence, physicians’ notes that influenced your conclusion. Also, comment on whether there is a discrepancy between the default diagnosis and your conclusion:
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